
    
      嵌入式Linux系统开发：基于Yocto Project

      
        	
          第1章 用于嵌入式系统的Linux
        

        	
          1.1 为什么为嵌入式系统选择Linux
        

        	
          1.2 嵌入式Linux形势
        

        	
          1.2.1 嵌入式Linux发行版
        

        	
          1.2.2 嵌入式Linux开发工具
        

        	
          1.3 定制Linux发行版——为什么困难
        

        	
          1.4 关于开源许可的几句话
        

        	
          1.5 组织、相关实体和标准
        

        	
          1.5.1 Linux基金会
        

        	
          1.5.2 Apache软件基金会
        

        	
          1.5.3 Eclipse基金会
        

        	
          1.5.4 Linux标准基
        

        	
          1.5.5 消费电子产品工作组
        

        	
          1.6 总结
        

        	
          1.7 参考文献
        

        	
          第2章 Yocto项目
        

        	
          2.1 启动第一个Yocto项目构建
        

        	
          2.1.1 先决条件
        

        	
          2.1.2 获取Yocto项目工具
        

        	
          2.1.3 设置构建主机
        

        	
          2.1.4 配置构建环境
        

        	
          2.1.5 启动构建
        

        	
          2.1.6 验证构建结果
        

        	
          2.1.7 Yocto项目构建器具
        

        	
          2.2 Yocto项目系列
        

        	
          2.3 历史概览
        

        	
          2.3.1 OpenEmbedded
        

        	
          2.3.2 BitBake
        

        	
          2.3.3 Poky Linux
        

        	
          2.3.4 Yocto项目
        

        	
          2.3.5 OpenEmbedded和Yocto项目的关系
        

        	
          2.4 Yocto项目术语
        

        	
          2.5 总结
        

        	
          2.6 参考文献
        

        	
          第3章 OpenEmbedded构建系统
        

        	
          3.1 构建开源软件包
        

        	
          3.1.1 获取
        

        	
          3.1.2 解压
        

        	
          3.1.3 打补丁
        

        	
          3.1.4 配置
        

        	
          3.1.5 构建
        

        	
          3.1.6 安装
        

        	
          3.1.7 打包
        

        	
          3.2 OpenEmbedded工作流
        

        	
          3.2.1 元数据文件
        

        	
          3.2.2 工作流过程步骤
        

        	
          3.3 OpenEmbedded构建系统架构
        

        	
          3.3.1 构建系统结构
        

        	
          3.3.2 构建环境结构
        

        	
          3.3.3 元数据层结构
        

        	
          3.4 总结
        

        	
          3.5 参考文献
        

        	
          第4章 BitBake构建引擎
        

        	
          4.1 获取和安装BitBake
        

        	
          4.1.1 使用发布快照
        

        	
          4.1.2 克隆BitBake开发仓库
        

        	
          4.1.3 构建和安装BitBake
        

        	
          4.2 运行BitBake
        

        	
          4.2.1 BitBake执行环境
        

        	
          4.2.2 BitBake命令行
        

        	
          4.3 BitBake元数据
        

        	
          4.4 元数据语法
        

        	
          4.4.1 注释
        

        	
          4.4.2 变量
        

        	
          4.4.3 包含
        

        	
          4.4.4 继承
        

        	
          4.4.5 可执行元数据
        

        	
          4.4.6 元数据属性
        

        	
          4.4.7 元数据名（键）扩展
        

        	
          4.5 源下载
        

        	
          4.5.1 使用Fetch类
        

        	
          4.5.2 获取器实现
        

        	
          4.5.3 镜像
        

        	
          4.6 HelloWorld——BitBake方式
        

        	
          4.7 依赖处理
        

        	
          4.7.1 配置
        

        	
          4.7.2 声明依赖
        

        	
          4.7.3 多个提供器
        

        	
          4.8 版本选择
        

        	
          4.9 变体
        

        	
          4.10 默认元数据
        

        	
          4.10.1 变量
        

        	
          4.10.2 任务
        

        	
          4.11 总结
        

        	
          4.12 参考文献
        

        	
          第5章 故障排除
        

        	
          5.1 记日志
        

        	
          5.1.1 日志文件
        

        	
          5.1.2 使用记日志语句
        

        	
          5.2 任务执行
        

        	
          5.2.1 执行特定任务
        

        	
          5.2.2 任务脚本文件
        

        	
          5.3 分析元数据
        

        	
          5.4 开发shell
        

        	
          5.5 依赖性关系图
        

        	
          5.6 调试层
        

        	
          5.7 总结
        

        	
          第6章 Linux系统架构
        

        	
          6.1 Linux或者GNU/Linux？
        

        	
          6.2 Linux系统的剖析
        

        	
          6.3 引导加载程序
        

        	
          6.3.1 引导加载程序的角色
        

        	
          6.3.2 Linux引导加载程序
        

        	
          6.4 内核
        

        	
          6.4.1 主要Linux内核子系统
        

        	
          6.4.2 Linux内核启动
        

        	
          6.5 用户空间
        

        	
          6.6 总结
        

        	
          6.7 参考文献
        

        	
          第7章 构建定制Linux发行版
        

        	
          7.1 核心镜像——Linux发行版蓝图
        

        	
          7.1.1 通过本地配置来扩展核心镜像
        

        	
          7.1.2 用QEMU测试镜像
        

        	
          7.1.3 使用构建历史验证和比较镜像
        

        	
          7.1.4 用菜谱扩展核心镜像
        

        	
          7.1.5 镜像特性
        

        	
          7.1.6 包组
        

        	
          7.2 从头构建镜像
        

        	
          7.3 镜像选项
        

        	
          7.3.1 语言和区域
        

        	
          7.3.2 包管理
        

        	
          7.3.3 镜像大小
        

        	
          7.3.4 根文件系统类型
        

        	
          7.3.5 用户、组和密码
        

        	
          7.3.6 调整根文件系统
        

        	
          7.4 发行版配置
        

        	
          7.4.1 标准发行版策略
        

        	
          7.4.2 Poky发行版策略
        

        	
          7.4.3 发行版特性
        

        	
          7.4.4 系统管理器
        

        	
          7.4.5 默认发行版设置
        

        	
          7.5 外部层
        

        	
          7.6 Hob
        

        	
          7.7 总结
        

        	
          第8章 软件包菜谱
        

        	
          8.1 菜谱布局和惯例
        

        	
          8.1.1 菜谱文件名
        

        	
          8.1.2 菜谱布局
        

        	
          8.1.3 格式指导方针
        

        	
          8.2 写新菜谱
        

        	
          8.2.1 建立菜谱
        

        	
          8.2.2 获取源代码
        

        	
          8.2.3 解压源代码
        

        	
          8.2.4 为源代码打补丁
        

        	
          8.2.5 增加许可信息
        

        	
          8.2.6 配置源代码
        

        	
          8.2.7 编译
        

        	
          8.2.8 安装构建输出
        

        	
          8.2.9 设置系统服务
        

        	
          8.2.10 打包构建输出
        

        	
          8.2.11 定制安装脚本
        

        	
          8.2.12 变体
        

        	
          8.3 菜谱例子
        

        	
          8.3.1 C文件软件包
        

        	
          8.3.2 基于makefile的软件包
        

        	
          8.3.3 基于CMake的软件包
        

        	
          8.3.4 基于GNU Autotools的软件包
        

        	
          8.3.5 外部构建软件包
        

        	
          8.4 devtool
        

        	
          8.4.1 使用devtool的往返开发
        

        	
          8.4.2 用于现有菜谱的工作流
        

        	
          8.5 总结
        

        	
          8.6 参考文献
        

        	
          第9章 内核菜谱
        

        	
          9.1 内核配置
        

        	
          9.1.1 菜单配置
        

        	
          9.1.2 配置片段
        

        	
          9.2 内核补丁
        

        	
          9.3 内核菜谱
        

        	
          9.3.1 从一个Linux内核树构建
        

        	
          9.3.2 从Yocto项目内核仓库构建
        

        	
          9.4 树外模块
        

        	
          9.4.1 开发内核模块
        

        	
          9.4.2 创建用于第三方模块的菜谱
        

        	
          9.4.3 把模块包含在根文件系统中
        

        	
          9.4.4 模块自动加载
        

        	
          9.5 设备树
        

        	
          9.6 总结
        

        	
          9.7 参考文献
        

        	
          第10章 板支持包
        

        	
          10.1 Yocto项目板支持包理念
        

        	
          10.2 用板支持包构建
        

        	
          10.2.1 为BeagleBone构建
        

        	
          10.2.2 外部Yocto项目板支持包
        

        	
          10.3 Yocto项目板支持包内部
        

        	
          10.3.1 许可文件
        

        	
          10.3.2 维护者文件
        

        	
          10.3.3 README文件
        

        	
          10.3.4 README.sources文件
        

        	
          10.3.5 预构建二进制
        

        	
          10.3.6 层配置文件
        

        	
          10.3.7 机器配置文件
        

        	
          10.3.8 类
        

        	
          10.3.9 菜谱文件
        

        	
          10.4 创建Yocto项目板支持包
        

        	
          10.4.1 Yocto项目板支持包工具
        

        	
          10.4.2 用Yocto板支持包工具创建板支持包
        

        	
          10.5 调优
        

        	
          10.6 创建可启动介质镜像
        

        	
          10.6.1 用烹制模式创建镜像
        

        	
          10.6.2 用原始模式创建镜像
        

        	
          10.6.3 kickstart文件
        

        	
          10.6.4 kickstart文件指令
        

        	
          10.6.5 插件
        

        	
          10.6.6 传输镜像
        

        	
          10.7 总结
        

        	
          10.8 参考文献
        

        	
          第11章 应用开发
        

        	
          11.1 Yocto项目ADT内部
        

        	
          11.2 设置Yocto项目ADT
        

        	
          11.2.1 构建工具链安装程序
        

        	
          11.2.2 安装工具链
        

        	
          11.2.3 用工具链工作
        

        	
          11.2.4 目标上执行
        

        	
          11.2.5 远程目标上调试
        

        	
          11.3 构建应用
        

        	
          11.3.1 基于makefile的应用
        

        	
          11.3.2 基于Autotools的应用
        

        	
          11.4 Eclipse集成
        

        	
          11.4.1 安装Eclipse IDE
        

        	
          11.4.2 集成Yocto项目ADT
        

        	
          11.4.3 开发应用
        

        	
          11.4.4 在目标上部署、运行和测试
        

        	
          11.5 使用模拟目标的应用开发
        

        	
          11.5.1 为用QEMU进行应用开发做准备
        

        	
          11.5.2 构建应用并在QEMU中启用它
        

        	
          11.6 总结
        

        	
          11.7 参考文献
        

        	
          第12章 许可和合规
        

        	
          12.1 管理许可
        

        	
          12.1.1 许可追踪
        

        	
          12.1.2 通用许可
        

        	
          12.1.3 商业许可的包
        

        	
          12.1.4 许可部署
        

        	
          12.1.5 黑名单许可
        

        	
          12.1.6 提供许可程序清单和文本
        

        	
          12.2 管理源代码
        

        	
          12.3 总结
        

        	
          12.4 参考文献
        

        	
          第13章 高级主题
        

        	
          13.1 Toaster
        

        	
          13.1.1 Toaster操作模式
        

        	
          13.1.2 Toaster设置
        

        	
          13.1.3 本地Toaster开发
        

        	
          13.1.4 Toaster配置
        

        	
          13.1.5 Toaster生产部署
        

        	
          13.1.6 Toaster Web用户界面
        

        	
          13.2 构建历史
        

        	
          13.2.1 启用构建历史
        

        	
          13.2.2 配置构建历史
        

        	
          13.2.3 推送构建历史到Git仓库服务器
        

        	
          13.2.4 理解构建历史
        

        	
          13.3 源镜像
        

        	
          13.3.1 使用源镜像
        

        	
          13.3.2 设置源镜像
        

        	
          13.4 自动构建器
        

        	
          13.4.1 安装自动构建器
        

        	
          13.4.2 配置自动构建器
        

        	
          13.5 总结
        

        	
          13.6 参考文献
        

        	
          附录A 开源许可协议
        

        	
          附录B 元数据参考
        

      

    
  第1章　用于嵌入式系统的Linux
 
物联网（Internet of Things）正激发着梦想家们的想象灵感，也激发着工程师们的创造性。作为由巨大数量的实时收集、分析和传递数据的互联设备组成的统一计算网络，物联网承载着新的信息技术时代的希望。
 
组成物联网的设备需要满足一套全新的需求并且提供原来嵌入式系统中不存在的功能性。连通性，包括通过蜂窝数据网络连通，是一个明显的需求，其他还有远程管理、软件配置和更新、能耗效率以及长的寿命，当然还有安全性，仅举几例。
 
正在改变的嵌入式系统的形势需要新的方法来构建操作这种新的互联硬件的软件栈。
1.1　为什么为嵌入式系统选择Linux
 
Linux首次亮相是作为英特尔x86架构的PC硬件所用的通用操作系统（General-Purpose Operating System，GPOS）。正如Linux创造者Linus Torvalds在news:comp.os.minix上现在非常有名的帖子中所写的，他明确说道，“我正在做一个（免费）操作系统……它是不可移植的（使用386任务切换等），并且它可能永远不会支持除了AT硬盘以外的硬盘……”
 
被互联网的兴起所驱动，因为很多理由充分的原因，Linux迅速进化成为网络服务器和联网服务提供基础设施的服务器操作系统。
 
然而，在三个主要方面，Linux保持了它的通用操作系统的初始特点。这三个方面使得它在初期并没有成为工程师为嵌入式操作系统所定的首要选择：
 
·文件系统：Linux是基于文件的操作系统，它需要一个在有读和写访问的面向块的大容量存储设备上的文件系统。面向块的大容量存储通常意味着硬盘驱动器具有旋转的盘片，而这对于大部分嵌入式的用例都是不实际的。
 
·内存管理单元（Memory Management Unit，MMU）：Linux是多任务操作系统。有效的任务切换要求在CPU上运行时，各个进程有自己的可以很容易映射到物理内存的私有内存地址空间。被广泛使用在典型嵌入式应用上的微控制器不提供内存管理单元。
 
·实时：运行关键应用的嵌入式系统可能会要求在一定误差幅度（margin of error）内保证时间的预测响应，通常称为决定论（determinism）。在其随后的程序或者部分的迭代中时间上的错误数量被称作“抖动”（jitter）。可以绝对保证其执行操作的最大时间的操作系统被称为“硬实时系统”（hard real-time system）。通常在一定时间内执行操作的操作系统被称为“软实时”（soft real-time）。对Linux来说，虽然有一些提供了实时能力的解决方案（例如最著名的PREEMPT-RT）早在1996年就开发出来了，但是它们仍然没有成为主流Linux内核的一部分。
 
在过去的几年里，半导体技术的进步帮助克服了这些在嵌入式系统中采用Linux的障碍。在很多消费产品（例如数码相机）中使用到的、随处可见的、廉价的和长期可靠的闪存设备正在为文件系统提供必要的大容量存储。在单一芯片上把一个或者多个通用CPU核心和内存管理单元以及外围设备结合起来的强大的片上系统（System-on-Chip，SoC）设计成为嵌入式系统工程师的处理器的首选，并且在嵌入式应用方面正在逐渐取代微控制器。
 
今天我们看到了将Linux用于嵌入式设备的爆炸性的增长。几乎每个行业都受到这种趋势的影响。运营商级Linux（Carrier-Grade Linux，CGL）操作系统被用在公共交换的电话网络和全球数据网络的产品中。可能的情况是，你携带了手机，看带有机顶盒的电视和高清电视，通过宽带调制解调器和网络交换机的互联网浏览，通过个人导航设备来寻找路线，以及日常使用其他设备，这些都是由Linux来驱动的。
 
嵌入式Linux的快速增长存在很多理由。以下列出一些：
 
·特许权使用费（Royalty）：与传统的专有操作系统不同，Linux可以不用支付任何特许权使用费而部署。
 
·硬件支持：Linux支持大量硬件设备，包括所有主要和通常使用的CPU架构：在各自32位和64位变体上的ARM、英特尔x86、MIPS以及PowerPC。
 
·网络：Linux支持大量网络协议。除了普遍的TCP/IP之外，几乎在任何物理介质上的任何其他协议也可被实现。
 
·模块化：Linux操作系统栈是由很多不同的软件包组成的。工程师们可以定制这个栈来使它精准地适合自己的应用。
 
·可伸缩性：从只有一个CPU和有限资源的系统，到具有多个多核CPU、大内存占用、多个网络接口以及更多其他特性的系统，Linux都能伸缩适用。
 
·源代码：Linux内核源代码，以及所有组成Linux操作系统栈的软件包的源代码，都是公开可获取的。
 
·开发者支持：因为它的开放性，Linux吸引了极大数量的活跃的开发者，那些开发者快速构建了对新硬件的支持。
 
·商业支持：数量正在增加的硬件和软件厂商，包括所有半导体生产商以及很多独立的软件厂商（Independent Software Vendor，ISV），正在通过产品和服务对Linux提供支持。
 
·工具化：对软件开发，Linux提供了无数工具。这些工具包括从为几乎任何编程语言提供的编译器到数量逐渐增长的对嵌入式系统开发很重要的分析和性能测量工具。
 
现在，这些原因和很多其他原因使得Linux成为嵌入式系统工程师的首要选择，并推动着它在消费者产品和专业产品方面的加速应用。
1.2　嵌入式Linux形势
 
嵌入式系统是多种多样的。种类繁多的硬件不可避免地带来了软件适用性的负担，最显著的是操作系统，操作系统通过它的库和应用程序编程接口（Application Programming Interface，API）提供了对硬件的抽象。没有一劳永逸的方案，而你，作为系统工程师，将必须为嵌入式Linux项目选择一个起点。
 
在接下来的段落里，我们提供了对嵌入式设备来说最常用的开源项目的概览。除了提到的这些，当然还有一些来自操作系统厂商（Operating System Vendor，OSV）的商业嵌入式Linux产品。
1.2.1　嵌入式Linux发行版
 
与桌面版和服务器Linux发行版类似，不断发展的嵌入式Linux发行版被社区项目和商业操作系统厂商开发出来。其中一些被定位为针对特定类型的嵌入式系统和设备，而其他的在本质上是更通用的，意在提供一个基础而非完整的系统。
 
Android
 
尽管Android（www.android.com、http://developer.android.com和http://source.android.com）的主要目标是手机和平板计算机，但是它正在作为用于所有种类的嵌入式设备的操作系统而逐渐变得流行。这一点儿也不奇怪，因为它的源代码是可以自由获得的，而且包含了带有配置工具的构建系统，该构建系统使得开发者可以改变系统以适应不同的硬件设备。
 
特别是，如果目标设备使用的是基于ARM的片上系统并且有触摸屏，那么Android是系统工程师们的热门选择，因为对硬件的必要支持是系统的核心部分。对英特尔x86架构的移植确实存在，但是可用的硬件更少，并且开发经常是更加昂贵的。
 
然而，Android并不能满足嵌入式设备的所有需求。虽然它利用了在Linux操作系统栈中通常见到的Linux内核和其他软件包，但是它的基础架构不同于典型的Linux操作系统栈。Android使用了它自己的由一套精简过的应用程序编程接口组成的C库，其中也有自己的文件系统布局以及其他特定的扩展。这些修改使它并不能直接移植标准Linux软件包到Android。
 
虽然Android在这个意义上（整个系统的源代码都是可以自由获得的，在很少限制下可以因为任何目的而被使用、修改和扩展）来说是开源项目，但是开发者不能把他们的变更贡献回Android。谷歌独立控制着这个系统的路线图。基于谷歌的Android发布版的CyanogenMod（www.cyanogenmod.org）社区发行版正在尝试填补这一空白。
 
尽管如此，Linux内核确实缺少Android的一个重要扩展：电源管理。虽然一些Linux内核开发人员因其过于简单的架构而皱眉，但Android唤醒锁已经成为Linux电源管理的事实标准。
 
[image: ]发行版
 
[image: ]发行版（主页是www.angstrom-distribution.org）因其不断增加的支持开发板（development board）的列表，正在逐渐成为项目的重要资源。[image: ]是由一组工作在OpenEmbedded、OpenZaurus和OpenSimpad项目上的开发者启动的社区发行版。[image: ]在一开始就使用了OpenEmbedded工具，但是如今正在适应Yocto项目的架构和结构。
 
OpenWrt
 
OpenWrt（www.openwrt.org）首次亮相是作为针对路由网络流量的嵌入式设备的开源操作系统，例如宽带调制解调器、路由器、住宅网关和其他客户端设备（Consumer Premises Equipment，CPE）。OpenWrt的核心组件是Linux内核、uClibc和BusyBox。
 
OpenWrt的早期版本是构建在用于Linksys的WRT54G住宅网关和无线路由器的GPL许可的资源以及用Buildroot所创建的根文件系统上——因此有了OpenWrt这个名字。
 
OpenWrt支持多种硬件设备和评估板。OpenWrt的核心强项是全面的配置网络技术和协议的能力列表，包括路由、网状网络、防火墙、地址转换、端口转发、负载均衡以及更多的功能。
 
虽然OpenWrt的初衷是操作那些通常运行起来不需要频繁人工交互的硬件，但是它提供了高级网页界面来方便地访问众多的配置选项。
 
对连接能力和远程管理的关注使得OpenWrt成为那些开发联网设备的系统工程师喜欢的选择。带有包管理的可写的文件系统使得它可以简单地增加功能性，即使在系统部署后也可以。
 
完整Linux发行版的嵌入式版本
 
对许多成熟的桌面、服务器和云的Linux发行版，针对嵌入式系统的变体现在也可以使用了：
 
·Debian（www.emdebian.org）
 
·Fedora（https://fedoraproject.org/wiki/Embedded）
 
·Gentoo（https://wiki.gentoo.org/wiki/Project:Embedded）
 
·SUSE（https://tr.opensuse.org/MicroSUSE）
 
·Ubuntu（https://wiki.ubuntu.com/EmbeddedUbuntu）
 
对熟悉特定Linux发行版的桌面或者服务器版的系统构建者和开发者来说，使用它的嵌入式变体提供了由熟悉的工具、文件系统布局以及其他所带来的好处。
1.2.2　嵌入式Linux开发工具
 
除了使用嵌入式Linux发行版，你也可以使用嵌入式Linux开发工具构建自己的定制Linux操作系统栈。这给了你最大的控制和灵活性，但在大部分情况下，这需要更多的努力。
 
Baserock
 
Baserock是开源项目，它在一个包中提供了面向Linux发行版的构建系统、开发环境和开发工作流。Baserock的主要特点是：
 
·作为提供可追踪性的手段，Git作为核心来管理从构建指令到构建制品（artifact）的一切事物。
 
·内置编译以避免跨构建环境的复杂度。
 
·跨多个系统的分布式构建使用虚拟机。
 
当前，Baserock提供针对x86、x86_64和ARMv7架构的构建支持。该项目的主页是http://wiki.baserock.org。
 
Buildroot
 
Buildroot是为完整的嵌入式Linux系统所准备的构建系统。它使用GNU Make和一套makefile来创建交叉编译的工具链，有根文件系统、内核镜像和引导加载程序镜像。该项目的主页是http://buildroot.uclibc.org。
 
Buildroot主要针对小型嵌入式系统，并且支持多种CPU架构。为了启动开发，它限制了配置选项的选择，并且默认了对嵌入式系统来说最常用的选项：
 
·uClibc是用以构建交叉编译工具链的目标库。和GNU C库（glibc）相比，uClibc更加紧凑，并且针对小型嵌入式系统做了优化。uClibc支持几乎所有CPU架构和共享的库以及线程化。
 
·BusyBox是默认的命令行实用程序的集合。
 
这些默认的设定通常可帮助我们在15到30分钟内用Buildroot来构建基本的嵌入式Linux系统，构建时间取决于构建的主机。然而，这些设定不是绝对的，Buildroot的简单且灵活的结构使其容易理解和扩展。内部的交叉工具链可以用外部的工具链替换，例如crosstool-ng，uClibc可以用其他C库替换。
 
Buildroot已经支持很多标准的Linux包，例如X.org、GStreamer、DirectFB和Simple DirectMedia Layer（SDL）。交叉工具链可以用来构建额外的包并把这些包包含在根文件系统中。
 
Buildroot很紧凑并且容易设置。在构建主机上，单一文件（压缩包）的下载和一些额外包的安装就是开始所需要的全部。在解压了压缩包后，make menuconfig命令启动基于文本的用户界面使得能够配置大量被支持的目标和设定其他选项。除了menuconfig之外，Buildroot还提供了gconfig和xconfig，它们是可选的图形用户界面。
 
通过直接从上游项目下载源代码文件，Buildroot可以从源代码创建所有东西。一个不错的功能是，离线的构建可以通过使用make source下载所有源代码来完成。Buildroot预先获取所有必需文件，然后在不需要再连接到互联网的情况下配置和运行构建。
 
OpenEmbedded
 
OpenEmbedded（www.openembedded.org）是构建框架，它包含工具、配置数据和菜谱以创建针对嵌入式设备的Linux发行版。处在OpenEmbedded核心的是管理构建过程的BitBake任务执行器。
 
从历史上来说，OpenEmbedded是通过合并OpenZaurus项目和来自其他项目（例如Familiar Linux和OpenSIMpad）的贡献而创建出来的。
 
OpenEmbedded曾经被用来开发大量的开源嵌入式项目，最知名的是致力于为手机交付完整开源软件栈的OpenMoko项目（http://wiki.openmoko.org）。
 
OpenEmbedded、Yocto项目和[image: ]发行版都有相同的根基，它们以各种形式构建在对方之上并且互相补充。在下一章深入Yocto项目细节时，我们将解释共同点和差异。
 
Yocto项目
 
Yocto项目当然是本书的主题。它被列在此处以完整嵌入式Linux形势的概览。你可以在https://www.yoctoproject.org找到它的网页。
 
Yocto项目不是单一的开源项目而是代表了在其保护伞下开发和维护的完整项目家族。本书会描述与Yocto项目相关的很多项目，特别是Poky，Yocto项目的参考发行版，Poky包括了OpenEmbedded构建系统和一整套元数据。
 
嵌入式Linux的形势是多样的。这个列表并不全面，还有很多其他的开源项目提供了使用Linux开发嵌入式设备的解决方案。在我看来，这里所提到的项目是最活跃和最经常使用到的。在继续阅读之前，你可能希望花一些时间来访问这些项目的网页。它们会帮你理解这些项目的目标和它们之间的比较。
 
也有一些商业的产品补充嵌入式Linux形势。常见的情况是，这些产品包括交叉开发工具链（cross-development toolchain）、发行版构建器、应用开发集成开发环境以及更多。越来越多的嵌入式系统的操作系统厂商在使用Yocto项目作为上游。它们使用Yocto项目工具来创建产品线。它们中有很多是Yocto项目的成员，并且通过工程化和金融资源来支持Yocto项目。
1.3　定制Linux发行版——为什么困难
 
我们来面对它——构建和维护操作系统不是简单的任务。需要考虑操作系统的很多不同方面以创建完全功能性的计算机系统。
 
·引导加载程序（Bootloader）：引导加载程序是第一个软件，它负责初始化硬件、加载操作系统内核到内存中然后启动内核。引导加载程序通常是多级的，其第一级存储在非易失性内存中。第一级然后从挂载的存储（如闪存、硬盘）中加载第二级。以此类推。
 
·内核：内核，如其名所示，是操作系统的核心。它管理系统的硬件资源，并且通过它的应用程序编程接口向其他软件提供硬件的抽象。内核的主要功能是内存管理、设备管理和响应来自应用软件的系统调用。这些功能如何实现依赖于处理器架构和外围设备以及其他硬件配置。
 
·设备驱动：设备驱动是内核的一部分。它们通过内核系统调用以结构化的形式向应用软件提供对硬件设备的访问。通过设备驱动，应用软件可以配置硬件、从硬件读取数据或者向硬件写入数据。
 
·生命周期管理（Life Cycle Management）：从通电到关机，计算机系统呈现多个状态，在这些状态中，它向应用软件提供不同集合的服务。生命周期管理决定什么服务运行在什么状态以及它们需要以什么顺序启动从而维持一致性的操作环境。生命周期管理的一个重要内容也是电源管理，当不需要全部功能时把系统设置成节能模式，而当被请求时又能恢复完全操作模式。
 
·应用软件管理：应用软件和库组成了在典型系统上安装的软件的大部分，为最终用户提供功能。对一个完整的可操作系统来说，它通常需要数百到数千个软件包。
 
Linux和大量的开源软件包都如同构造工具包的组成部分。不幸的是，它更像一个谜而不是乐高。搞清楚不同包之间的依赖、不兼容性和冲突是一个艰巨的任务。一些包甚至提供相同或者相似的功能。选择哪一个？最终，你将必须绘制自己的蓝图从而为嵌入式项目构建Linux发行版。原则上，你有两种方法。
 
·自顶向下：关于这种方法，你一开始在众多可用的Linux发行版中选择一个，并根据需求，通过增加或移除软件包来定制它。多年前本书作者选择了这种方法（通过运行在x86服务器硬件上的高速图像处理系统）。这是一种可行的方法，并具有吸引力，因为使用经过测试和维护的发行版减轻了一些更繁琐的构建和维护自己发行版的任务。而且你可能会为此获得支持。然而，它可能会限制你对硬件的选择，因为大部分现成的Linux发行版是为x86硬件所构建的。而且，选择正确的发行版来开始以及为了目标设备而裁剪它也不是简单的事情。
 
·自底向上：自底向上的方法需要从源代码构建你自己定制的Linux发行版，先从引导加载程序和内核开始，然后为目标设备增加软件包来支持应用程序。这种方法可以给你最大的控制权（一般来说你可以学习到很多关于Linux和操作系统的内容），但是它也是具有挑战性的任务。你将不得不在一路上做出许多选择，从选择合适的工具链到设置内核配置选项，再到选择合适的软件包。其中一些选择是互相依赖的，例如工具链和目标库的选择，并且错误的选择会使你很快进入死胡同。在成功地构建和部署了发行版以后，你将面临维护它的重担——为内核和发行版中已经集成的所有其他软件包寻找补丁和安全更新。
 
这就是Yocto项目的优势所在。通过提供给你完整的工具集和蓝图来帮助你从零开始创建你自己的Linux发行版（以从上游项目来的源代码下载开始），它集合了两种方法的优点。随Yocto项目工具而带的、针对各种系统的蓝图使你可以在几个小时内构建完整的操作系统栈。你可以从下面这些蓝图中选择：针对带有命令行登录的基本系统而构建目标系统镜像的蓝图、针对移动设备而构建带有图像界面的系统的蓝图、构建Linux标准基础兼容的系统的蓝图以及更多蓝图。
 
你可以使用这些蓝图作为你自己的发行版的起点并且通过增加或删除软件包来修改它们。本书的剩余章节将带你走完使用Yocto项目工具来构建和定制Linux发行版以及创建你自己的蓝图的整个流程，每次在你构建系统的时候，这都会给你可重复的结果。
1.4　关于开源许可的几句话
 
当构建基于或者包含开源软件的系统时，你将不可避免地必须注意开源许可。软件的创始作者当然可以自由选择针对他们的成果所倾向的任何许可，这已经造成了很长并且仍在增长的开源许可列表。没有单一的许可，并且不管你喜欢还是不喜欢，你将不得不处理很多的许可。一些开源项目甚至会使用不止一个软件许可。这样的例子如BusyBox。
 
即使不是最常见的开源许可，也是最常见的开源许可之一，就是GNU通用公共许可（General Public License，GPL）[1]。GPL现在是第3版了，它被广泛地认为是开源许可之母。虽然一些来源把创立于1990年的BSD许可作为第一个开源许可，但是通用公共许可却早于其一年（由Richard Stallman撰写并于1989年发布）。
 
一个归因于开源许可的流行的错误认识是，开源软件是免费的。然而，GNU通用公共许可的第2段对这种常见的错误理解做了澄清：“当我们说‘free software’的时候，我们说的是自由（freedom），而不是价格。”职业的工程经理可能会完全同意——虽然你可以免费下载开源软件，但是开发和部署基于它的产品通常要花费巨大的工程成本。从这个意义上来说，开源软件和商业软件产品没有什么区别。
 
相对于商业或者闭源软件许可，开源许可是宽容的，这意味着它们给予你使用和运行软件的自由、学习和修改它的权力以及分发原始代码和修改版的许可。这种广泛的自由使得人们很容易漫不经心地对待开源许可。一句话：不要这样做。开源许可是具有约束力和强制执行力的，正如任何商业许可一样。
 
大部分开源许可明确约定你在交付基于开源代码的产品时需要遵守一些主要条件：
 
·归因（Attribution）：作者们必须被归因成作品的创作者。你不能去除源代码的任何作者的任何著作权声明。
 
·传输（Conveyance）：传输通常是指传送源代码的逐字副本、传送源代码的修改版本以及传送非源代码形式（例如二进制文件或者嵌入在产品中的固件）。在后一种情况下，很多开源许可，包括GNU通用公共许可，要求你传送产品对应的源代码或者辅助的文档。
 
·派生作品（Derivative Works）：这个通常指的是包含了先前创造的作品的全部或者主要部分的创作物。对于开源软件来说，这确切地意味着什么仍然不明确，因为目前还没有针对它的合法的测试用例。大部分情况下，这意味着修改源代码或在其上增加内容，但是，对一些许可来说，也包括连接甚至在运行时动态地连接到库。在许可的条款下，派生作品的作者被要求以和原始作品完全相同的许可条款分发作品。这使得许可可以自我延续（self-perpetuating）。
 
本书不是以提供有关开源许可的合法建议为目的而写成的。然而，我们强烈建议你在实际交付产品前认真对待包含在你产品中的软件包所用到的许可。虽然开源许可的法律领域还相当新，但是越来越多的法律专家正在专攻这个领域。如果心存疑虑，请向专家们寻求专业建议。
 
[1] 关于GPL许可的完整文本，请参考附录A或者查看www.gnu.org/licenses/gpl.html。
1.5　组织、相关实体和标准
 
随着Linux和开源在计算、通信、消费电子、工业自动化以及众多其他领域的市场份额在继续增加，组织和标准正在逐渐形成，这影响着Linux和开源技术本身的接受度和采用度以及它们所代表的开放协作和创新的原则。本节将介绍一些你可能希望熟悉的组织、实体和标准。
1.5.1　Linux基金会
 
Linux基金会（Linux Foundation，www.linuxfoundation.org）是“非营利性的致力于推动Linux发展的共同体。创立于2000年，Linux基金会赞助Linux创造者Linus Torvalds的工作并且被来自全世界的领先的技术公司和开发者所支持。”
 
Linux基金会通过以下方式控制它的成员以及开源社区的资源和贡献：
 
·促进Linux并提供针对协作和教育的中立环境
 
·保护和支持Linux开发
 
·改进Linux作为技术平台
 
Linux基金会直接赞助Linus Torvalds和其他核心Linux开发者的工作以使得他们可以保持独立并且重点关注于改进Linux。Linux基金会也赞助了一些工作组和协作项目以定义标准和推动Linux在特定领域与行业的发展。其中一些项目在稍后的部分会有简要描述。
1.5.2　Apache软件基金会
 
超过140个开源软件项目是由Apache软件基金会（Apache Software Foundation，ASF）所拥有的。对于这些项目，Apache软件基金会提供了包含经济支持、知识产权管理和法律支持在内的协作框架。Apache软件基金会的网站可以在www.apache.org找到。
 
你可能已经熟悉了一些最知名的Apache软件基金会的项目，例如Apache HTTP服务器、针对Java的Ant构建工具、Cassandra云数据库、CloudStack云计算基础设施、Hadoop分布式计算平台、针对Java Servlet和JavaServer网页的Tomcat网站服务器。
 
所有的Apache项目和在Apache软件基金会庇护下产生的软件都遵从Apache许可的条款。Apache许可的重要属性是，贡献者保留在Apache项目外部因为任何目的而使用他们的原始贡献的全部权利，同时给予Apache软件基金会和项目分发以及在其工作之上构建的权利。
1.5.3　Eclipse基金会
 
Eclipse项目（www.eclipse.org）是2001年由IBM创建的，目的是围绕Eclipse平台为开发者和软件厂商构建支持的社区。Eclipse平台是作为灵活的针对软件开发工具的集成开发环境框架而开始的。在2004年，Eclipse基金会作为控制该项目资源的法律实体而建立。Eclipse基金会为在其庇护下运营的项目提供信息技术基础设施和知识产权管理，以及支持它们的开发和工程过程来保证项目的透明度与产品质量。
 
除了Eclipse集成开发环境之外，在Eclipse基金会保护下支持的项目列表包括针对几乎任何编程语言的开发工具、软件和数据建模工具、网站开发工具以及更多。
 
嵌入式软件开发框架频繁地构建在Eclipse集成开发环境上，以期在同一个集成开发环境内提供方便的包括目标调试和分析的往返开发。Yocto项目提供了可直接从集成开发环境内启用Yocto项目创建的工具链的Eclipse插件。
1.5.4　Linux标准基
 
正如上一节概述的，有很多方式可以构建Linux操作系统栈。虽然灵活性是好的，但是随之而来的是分裂的负担。Linux标准基（Linux Standard Base，LSB）的目标是为Linux发行版确立一套通用标准。通用标准提供给应用开发者这样的保证——他们在Linux发行版上开发的代码将可以不加额外修改地运行在其他Linux发行版上。
 
另外，当遇到特定Linux发行版的连续性问题时，Linux标准基给了开发者平和的心态。只要发行版的未来版本和特定的Linux标准基的版本保持兼容，应用将会继续运行在这个发行版的未来版本上。
 
Linux标准基项目提供了一整套规格说明、文档和工具来检测发行版和特定Linux标准基的兼容性。
 
虽然应用程序编程接口和应用二进制接口兼容性可能并不需要处在对嵌入式系统工程师来说的列表的顶部，但是从长远来看，让你自己熟悉这些概念和规格说明可能有助于嵌入式项目的进行。即使你不希望第三方开发来向嵌入式平台贡献应用，但类似那些Linux标准基的兼容性考虑无疑支持你产品的平台战略。
 
Linux标准基是Linux基金会工作组。你可以在www.linuxfoundation.org/collaborate/workgroups/lsb找到它的网站。
1.5.5　消费电子产品工作组
 
消费电子产品工作组（Consumer Electronics Workgroup）是在Linux基金会庇护下运营的工作组。它的任务是推进Linux在用于消费电子产品的嵌入式系统中的应用以及促进Linux本身的增强。消费电子产品工作组在2003年作为消费电子Linux论坛而开始工作，并且在2010年为了更好地和Linux社区一致而与Linux基金会合并。可以在www.linuxfoundation.org/collaborate/workgroups/celf找到消费电子产品工作组的网站。
 
消费电子产品工作组的主要活动之一是长期支持计划（Long-Term Support Initiative，LTSI）。长期支持计划的目标是创建和维护稳定的、由相关补丁支持大概2～3年的Linux内核树，而2～3年是例如智能手机、游戏控制端和电视机等消费电子产品通常的生命周期。长期支持计划的细节发布在http://ltsi.linuxfoundation.org中。
1.6　总结
 
嵌入式Linux正在为许多你日常使用的设备和服务提供动力。通常不被注意到的是，它通过互联网路由器引导数据流，把高清图片放在电视机屏幕上，在导航设备内部为旅行者导航，在智能仪表中测量能源消耗，在路边传感器中收集交通信息以及更多。Linux和开源正在为从互联设备到网络基础设施及数据处理中心的物联网提供动力。本章为即将到来的材料准备了条件，覆盖以下主题：
 
·工程师视角的嵌入式系统的定义以及把嵌入式产品从设计带到生产中所关联的一系列责任
 
·致力于针对嵌入式设备的Linux快速采用的技术开发
 
·嵌入式Linux概览
 
·与构建和维护操作系统栈相关联的挑战
 
·针对嵌入式项目的开源许可的重要性
 
·与嵌入式Linux有关的一些组织和标准
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第2章　Yocto项目
 
Yocto是国际单位制（International System of Units）（简写为SI,来自法语Le Système International d’Unités）指定的测量单元的最小部分。它命名了Yocto项目——用于构建针对嵌入式设备的定制的Linux发行版的一套综合的工具套件、模板和资源。说这个名字是轻描淡写，也确实是轻描淡写。
 
在本章中，我们通过设置由Yocto项目在Poky参考发行版中提供的OpenEmbedded构建系统，以及构建我们的第一个完全依赖于Poky默认提供的蓝图上的Linux操作系统栈来直接切入主题。我们在本章中执行的任务为接下来的章节布景，在接下来的章节里，我们分析Yocto项目的各个方面，从Poky工作流到OpenEmbedded构建系统（包括BitBake构建引擎），到定制操作系统栈，再到板支持包（Board support package，BSP）和应用开发工具包，以及更多。
 
我们以Yocto项目和OpenEmbedded的关系以及Yocto项目术语结束本章。
2.1　启动第一个Yocto项目构建
 
自己动手——或者从做中学习——无疑是获得新技能的最好方式。因此，我们通过构建第一个用于QEMU（Quick Emulator，一个适用于不同CPU架构的通用的开源机器模拟器）的Linux操作系统栈开始。
 
本章学习如何准备计算机以成为Yocto项目开发主机、获取和安装构建系统、设置和配置构建环境、启动和监控构建过程，以及最后通过在QEMU模拟器中启动新构建的Linux操作系统栈来验证构建结果。
 
接下来的部分简要描述了对Yocto项目主机来说的硬件和软件先决条件。如果不希望立即设置构建主机，Yocto项目提供构建器具（build appliance），它是在虚拟机中预先配置的系统，使得你能够在不安装任何软件的情况下尝试Yocto项目工具。2.1.7节简要描述了如何用Yocto项目的构建器具来进行测试。
2.1.1　先决条件
 
你可能已经猜到了：为了用Yocto项目工具构建Linux系统，需要一个运行着Linux的构建主机。
 
硬件条件
 
尽管Yocto项目工具具备构建Linux操作系统栈的能力，但是其需要带有x86架构CPU的构建主机。32位和64位CPU都是被支持的。出于吞吐量的原因，带有64位CPU的系统是首选的。Yocto项目的构建系统在可能的情况下利用并行处理（parallel processing）。因此，带有多个CPU或者一个多核CPU的构建主机能极大地减少构建时间。当然，CPU时钟速度也对包能够多快构建出来有影响。
 
内存也是重要因素。BitBake——Yocto项目的构建引擎，解析数千个“菜谱”（recipe）并且创建带有构建依赖项的缓存。而且，编译器需要内存来存储数据结构和更多其他数据。Yocto项目工具在小于1GB内存的系统上不能运行。推荐的是4GB或者更多内存。
 
磁盘空间也是考虑因素。当前，完整的构建过程——创建基于X11的带有图形用户界面（Graphical User Interface，GUI）的镜像——消耗大约50GB的磁盘空间。如果你想在将来为更多架构构建或向构建增加更多的包，那么需要额外的空间。推荐的是，系统的硬盘有至少100GB的可用空间。因为大容量的普通硬盘的价格已经是普遍用户可承受的了，推荐你用带有500GB或者更多空间的主机来承载Yocto项目的全部构建环境。
 
因为构建系统从磁盘读取大量数据并向磁盘写入大量构建输出数据，带有高I/O吞吐率的磁盘也可以极大地加速构建过程。使用固态盘可以进一步改善构建体验，但是，这些设备，特别是具有大容量的，在成本上是远高于具有旋转盘片的普通磁盘的。不管你正在使用传统的硬盘还是固态盘，额外的性能增加可以通过设置独立磁盘冗余阵列（Redundant Array of Independent Disks，RAID）来实现，例如RAID 0。
 
互联网连接
 
可从Yocto项目网站获取的OpenEmbedded构建系统仅仅包含构建系统本身——BitBake和引导它的元数据。对于它将要构建的软件来说，它不包含任何源包。这些源包是在构建运行时按需自动下载下来的。因此，你需要一个接至互联网的在线连接，最好是高速连接。
 
当然，下载的源包是存储在系统上并且对于将来的构建来说可以重用。你也可以提前下载所有的源包然后在没有接至互联网的连接的情况下离线地构建它们。
 
软件需求
 
首先，你需要当前的Linux发行版。随着每次版本发布，Yocto项目正在持续认可越来越多的发行版。使用以下发行版之一的前一个或者当前发布通常没有任何问题：
 
·CentOS
 
·Fedora
 
·openSUSE
 
·Ubuntu
 
一般情况下，32位和64位变体都是验证过的。然而，如果硬件支持64位版本，那么就推荐使用64位版本。可以在位于www.yoctoproject.org/docs/current/ref-manual/ref-manual.html的Yocto项目参考手册中找到所有被支持的发行版的详细列表。
 
除了Linux发行版，你需要安装一系列软件包以使构建系统运行。我们会在2.1.3节阐述安装。
2.1.2　获取Yocto项目工具
 
对你来说，获取Yocto项目工具有很多方式，或者更准确地说，Yocto项目参考发行版Poky：
 
·从Yocto项目网站下载当前发布。
 
·从发布仓库下载当前发布或者先前发布的版本。
 
·从自动构建器（Autobuilder）仓库下载一个当前的每夜构建。
 
·从由Yocto项目Git仓库服务器承载的Poky Git仓库中克隆当前开发分支或者其他分支。
 
每6个月，在每年4～5月和10～11月时间段内，Yocto项目团队发布构建系统的新的主版本（major version）。所有已发布的Yocto项目工具都经过了多轮的质量保证和测试。它们是稳定的，并且还附带了发布说明和更新过的描述特性的文档集。对Yocto项目新手来说，推荐使用当前的稳定发布版本。
 
解决了问题但没有增加新特性的次版本（minor version）于6个月发布周期中间的必要时刻提出。因为没有新特性，所以文档通常不会随着次版本的发布而变化。
 
以前的主版本和次版本被归档并且可以从下载仓库中下载。有时，新的主要发布引入新的层结构、新的配置文件或配置文件中新的配置项。因此，迁移现有的构建环境到更新的发布版本可能需要付出努力。留在前一个版本使得你可以延迟或者彻底取消迁移。
 
每夜构建追踪Yocto项目Git仓库中代码基的当前开发状态。这些构建接受了基本的质量保证和自动构建器测试。它们的测试没有像正常的主发布和次发布那样严格，但是你至少可以获取这样的信心——核心功能是可运行的。
 
从Poky Git仓库克隆当前的开发分支（主干分支）可让你对当前状态的开发工作直接访问。对这个分支的修改除了开发人员在他们提交签字前做过的测试以外，没有任何其他测试。虽然质量通常是高的，并且任何严重的核心功能破坏通常可以在开发人员迁进变更后的短时间内检测出来，但是很有可能，系统不能像期待的那样工作。除非你直接参与Yocto项目开发，否则没有必要直接工作在主干分支上。
 
除了主干分支，Poky的Git仓库还包含了里程碑分支、对各个版本的开发分支和长的标签（索引到各个分支的特定修订）列表。
 
在接下来的章节里，我们简要描述如何从各个地方下载Yocto项目的发布。我们也会细致地探索针对Poky的Yocto项目的Git仓库、板支持包、Linux内核以及更多内容。
 
下载当前的Poky发布版本
 
导航到https://www.yoctoproject.org/downloads，然后在Poky的最新发布版本处单击。这个链接把你转到详细的、存在指向到各个下载服务器和镜像的链接的下载网站。该网站也包含发布信息和勘误。
 
下载发布版本会把名字为poky-<codename>-<release>.tar.bz2的Poky参考发行版压缩包放在系统上。
2.1.3　设置构建主机
 
设置构建主机需要安装额外的软件包。所有4个主流的Linux发行版的包仓库中都包含这些直接可用的包。然而，在作为该发行版的默认配置下哪些包被预先安装方面，这些发行版是有区别的。
 
安装完额外的包后，需要解压Poky压缩包——它包括所有必要的配置数据、菜谱、便利性脚本和BitBake。
 
BitBake需要2.6或者2.7主版本的Python。BitBake当前不支持新的Python 3（Python 3引入了打破向后兼容的语言语法和新的库）。
 
安装额外的软件包
 
使用什么命令和安装什么额外的包取决于安装在构建主机上的Linux发行版。
 
为了在CentOS构建主机上安装必要的包，使用程序清单2-1的命令。
 
程序清单2-1　CentOS
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为了设置Fedora构建主机，执行程序清单2-2中的命令。
 
程序清单2-2　Fedora
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程序清单2-3显示了针对openSUSE构建主机的安装命令。
 
程序清单2-3　openSUSE
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在Ubuntu构建主机上，执行程序清单2-4的命令。
 
程序清单2-4　Ubuntu
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在安装成功以后，你可能希望验证正确版本的Python被安装了：python--version。输出应该显示2.6或者2.7的主版本号。
 
安装Poky
 
安装Poky时仅仅需要解压先前从Yocto项目网站下载下来的压缩包。推荐你在家目录中为所有有关Yocto项目构建的东西创建子目录。程序清单2-5显示了必要的步骤。
 
程序清单2-5　安装Poky
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现在构建系统已经准备好，可以设置构建环境和创建第一个Linux操作系统栈了。
2.1.4　配置构建环境
 
Poky提供了脚本oe-init-build-env来创建新的构建环境。这个脚本设置构建环境的目录结构和初始化核心集合的配置文件。它也设置一系列构建系统所需要的shell变量。你不直接执行oe-init-build-env脚本而是使用source命令来把shell变量设置输出到当前的shell：
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执行这个命令在当前目录中以由参数<builddir>提供的名字创建新的构建环境。你可以省略这个参数，那么脚本会使用默认的build作为名字。在设置了构建环境后，脚本改变目录到构建目录。
 
使用程序清单2-6所示形式的脚本来创建新的构建环境并且初始化先前创建的现有的构建环境。在创建新的构建环境时，脚本提供给你一些指示。
 
程序清单2-6　新构建环境设置
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在新创建的构建环境里面，该脚本增加了目录conf并且把两个配置文件放在里面：bblayers.conf和local.conf。我们会在第3章中详细解释bblayers.conf。现在仅仅看看local.conf，它是构建环境的主要配置文件。
 
在local.conf中，设置各个变量以影响BitBake构建自定义的Linux操作系统栈。你可以修改设置并且可以向文件中加入新的设置以覆盖在其他配置文件中做出的设置。通过贯穿本书的各个例子，我们会解释这种集成以及如何使用它。对于我们的第一个构建来说，我们聚焦在少量设置上，剩余的设置采用默认值。如果在文本编辑器中打开local.conf文件，那么你将发现在程序清单2-7中显示的设置（在众多里面，它包括从这个程序清单里面清除的注释行）。
 
程序清单2-7　conf/local.conf
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以井字符（#）开头的行是注释。如果有变量设置的行的行首有井字符，那么需要去除井字符以使得设置生效。显示的值是默认值。BitBake使用这些值，即使你没有明确启用它们。在程序清单2-7中显示的变量配置是在创建了新的构建环境以后通常希望改变的变量配置。它们描述在表2-1中。
 
表2-1　配置变量
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两个并发选项BB_NUMBER_THREADS和PARALLEL_MAKE的默认值是以使用所有可用核心的系统中的CPU核心数量为基础自动计算出来的。你可以通过将这些值设置得比你系统中的核心数量少来限制负载。使用比物理核心数更大的值是可能的，但是不加速构建过程。BitBake和Make对应地派生更多线程，但是它们仅仅在CPU核心可用的情况下运行。永远不要忘记变量设置前后的引号。也要注意到，对于PARALLEL_MAKE，应该包含-j，例如“-j 4”，因为这个值会被一字不差地传递到make命令。
 
设置MACHINE选择BitBake构建Linux操作系统栈所针对的目标机器类型。Poky提供了一系列针对QEMU和一些实际硬件板目标机器的标准机器。板支持包可以提供额外的目标机器。对于我们的第一个构建来说，选择qemux86——带有x86 CPU的模拟的目标机器。
 
变量DL_DIR告诉BitBake把源下载放在什么地方。默认的设置把文件放在构建环境顶级目录下的downloads目录中。TOPDIR变量包含到构建环境的完整（绝对）路径。源下载可以在多个构建环境之间共享。如果BitBake检测到源下载在下载目录中已经是可用的了，那么BitBake不会再次下载它。因此，推荐你设置DL_DIR变量来指向到构建环境之外的目录路径。当不再需要特定的构建环境时，可以简单地删除它而不会删除所有的源文件下载。
 
对于SSTATE_DIR也是这样的，它包含到共享状态缓存的路径。OpenEmbedded在处理构建了组成Linux操作系统栈的包所必需的很多任务中产生大量中间输出。和源下载类似，中间输出对将来的构建来说是可以重用的并且在多个构建环境之间共享以加速构建过程。默认情况下，配置把共享状态缓存目录放在构建环境顶级目录下面。建议你把这个设置改成构建环境之外的路径。
 
变量TMP_DIR包含到BitBake执行所有构建工作和存储构建输出的目录的路径。因为在这个目录下存储的输出是非常特定于构建环境的，所以保留它作为到构建环境的子目录是有意义的。在该目录下存储的数据量可能会最终占用很多GB的硬盘空间，因为它包含解压出来的源下载、交叉编译工具链、编译输出和针对目标机器的内核镜像以及根文件系统。
 
为了在构建中保留磁盘空间，可以增加
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它命令BitBake在构建完包之后删除针对构建包的工作目录。
2.1.5　启动构建
 
为了启动构建，从构建环境的顶级目录调用BitBake指定构建目标：
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在接下来的章节里，我们将深入到什么是构建目标以及如何使用它们来控制构建输出的细节。对于我们的第一个构建来说，我们使用创建了带有图形用户界面的完整Linux操作系统栈的构建目标。从在前面部分创建和配置过的构建环境的顶级目录中，执行以下命令：
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core-image-sato目标创建针对移动设备的带有用户界面的根文件系统镜像。依赖于构建硬件和用于下载源文件的互联网的速度，构建可能会花费1到数个小时不等的时间。
 
也可以命令BitBake先下载所有源而不构建，用以下的命令实现：
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在下载完成后，可以断开构建系统与互联网的连接，在以后的时间里离线运行构建。
 
如果BitBake遇到了它无法恢复的错误，那么通常会立即终止构建过程。然而，你可以命令BitBake继续构建，即使它遇到了错误，只要剩余的任务并不被这个错误所阻碍就行：
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-k选项告诉BitBake继续构建直到不依赖这个错误的任务被处理。
2.1.6　验证构建结果
 
因为我们的目标机器是模拟的系统，所以可以通过启动QEMU模拟器来验证构建结果。对此，Poky提供了一个便利的脚本，该脚本准备QEMU执行环境并用合适的内核和根文件系统镜像来启动模拟器：
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在最简单的形式下，runqemu脚本以目标机器名字作为参数被调用。然后，它在构建输出中自动为目标寻找合适的内核和根文件系统镜像。你必须输入系统管理员（或者sudo）密码以使脚本去设置虚拟网络接口。图2-1显示了运行中的系统。
 
你可以通过单击Utilities屏幕中的Shutdown按钮来终止QEMU虚拟机。其按照关机顺序来恰当地关闭系统。或者是，你可以简单地在你启动QEMU的终端上输入Ctrl-C。
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图2-1　带有core-image-sato目标的QEMU
2.1.7　Yocto项目构建器具
 
如果你仅仅想尝试Yocto项目和Poky而不设置Linux构建主机，那么可以使用Yocto项目构建器具。构建器具是完整的Yocto项目构建主机，包括带有OpenEmbedded构建系统和Poky需要的已安装的软件包的Linux操作系统，被捆绑为虚拟机镜像。它甚至包括了所有的源包下载，能加速第一个构建和使你能够在没有网络连接的情况下离线地构建。
 
构建器具可从Yocto项目网站https://www.yoctoproject.org/download/build-appliance-0下载。构建器具以ZIP压缩包的形式提供，需要在下载后于系统上把解压。
 
为了使用构建器具，需要使用在计算机上安装的VMWare Player或者VMWare Workstation。从VMWare网站www.vmware.com的下载部分，可以获取匹配计算机上的操作系统的VMWare Player或者VMWare Workstation。遵循由VMWare提供的安装指南。
 
一旦安装了VMWare Player或者VMWare Workstation，便可知在https://www.yoctoproject.org/documentation/build-appliance-manual上的构建器具手册提供了详细的、关于如何配置虚拟机和启动构建器具的指南。
 
如图2-2所示，启动构建器具时直接启动了针对BitBake的Hob图形用户界面。
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图2-2　Yocto项目构建器具
 
从下拉框中针对机器选择qemux86、针对基础镜像选择core-image-sato，然后开始构建。取决于主机系统和虚拟机配置，它可能要花费数个小时来构建镜像。你可以从Hob的Log屏幕上观察构建过程。Log屏幕显示了在运行队列中被分成独立任务的那些要构建的包。当前运行的任务被高亮显示。
 
在构建完成后，你可以直接从Hob中用QEMU模拟器启动镜像。
2.2　Yocto项目系列
 
Yocto项目不仅仅是单一的开源项目而是在一个名字下集合了多个项目。你已经见过了该项目系列中的最重要的成员：OpenEmbedded构建系统，它包括BitBake、OpenEmbedded核心和Poky（Yocto项目参考发行版）。
 
基本上，所有系列成员都支持OpenEmbedded构建系统。Yocto项目团队和OpenEmbedded项目（另一个组织）一起维护构建系统。随着构建系统进化，新功能被增加到子项目中。
 
表2-2提供了作为Yocto项目部分维护的子项目的概览。
 
表2-2　Yocto项目系列
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虽然在Yocto项目的子项目间有紧密的集成，但是开发者确保没有交叉的依赖且子项目是可以互操作的，并且其也可以独立于构建系统使用。
2.3　历史概览
 
OpenEmbedded和Yocto都植根于OpenZaurus项目——致力于提高第一个基于Linux的个人数码助理（personal digital assistant）（夏普Zaurus SL-5000D）代码的开源项目。SL-5000D，第一次发布于2001年，是目标定位于开发者的设备，并且夏普提供了必要工具来修改和更新设备的ROM代码。起初，这个项目聚焦在重新打包现有ROM代码以使得它对开发者更加友好。随着时间推移，这个项目进化了，起初的夏普代码被从源代码构建的基于Debian的Linux发行版完全替换。它迅速发展了构建系统，使得它对于创建新设备的项目和发行版独立的构建系统来说是必要的。OpenEmbedded项目诞生了。
2.3.1　OpenEmbedded
 
在2003年，OpenEmbedded项目通过整合OpenZaurus项目的成果和来自其他类似目标的嵌入式Linux项目（例如Familiar Linux和OpenSIMpad项目）的贡献而启动。
 
OpenEmbedded项目维护了构建系统以及描述如何构建软件包和组合操作系统镜像作为通用代码基的元数据。加到元数据目录中的包数量迅速增长到构建5000个包的2100个菜谱。
 
在2005年，项目团队决定拆分这个项目成BitBake构建系统和OpenEmbedded元数据。
 
OpenEmbedded从使用它作为构建系统的各种Linux发行版获得了支持。其中就有[image: ]发行版、Openmoko、WebOS和其他。商业团体让他们的产品采用该系统，其中有MontaVista软件和OpenedHand——开发了Poky Linux发行版的创业公司。
2.3.2　BitBake
 
BitBake，位于OpenEmbedded和Yocto项目的Poky参考发行版核心的构建引擎，是从Portage（Gentoo Linux的构建和包管理系统）派生而来。Portage包含两个组件：
 
·ebuild是处理从源代码构建软件包并安装它们的实际的构建系统。
 
·emerge是到ebuild的接口以及管理ebuild包仓库、解决依赖性和更多工作的工具。
 
所有的Portage都是用Python写的。BitBake从Portage进化而来，BitBake为使用原生和交叉开发工具链构建软件包而扩展了Portage、支持多个包管理系统和其他针对交叉构建所必需的其他功能性。
 
BitBake使用和Portage构建脚本相同的元数据语法，但是引入了新的特性，例如由类提供的继承机制、追加（appending）菜谱和全局配置文件等。
2.3.3　Poky Linux
 
OpenEmbedded极大地简化了为嵌入式设备（但不限于此）构建Linux操作系统栈的过程。然而，对于修改和调整系统来创建不同的发行版和移植系统到新的硬件来说，它仍然是一个带有相当陡峭的学习曲线的挑战。
 
软件创业公司OpenedHand为内部使用开发了Poky Linux——多功能的开发平台和针对移动设备的Linux发行版。Poky Linux为该公司应用于嵌入式设备的Matchbox窗口管理器提供了测试平台。Matchbox最显著地被Nokia 770和N800平板设备、Openmoko的Neo1973和“每个儿童一台笔记本”项目（One Laptop Per Child，OLPC）的XO笔记本电脑所使用。
 
Poky Linux是由OpenEmbedded构建的，它提供了更加直观的方法来为目标设备配置操作系统镜像。它也提供了一些针对易于调整的目标设备镜像的蓝图。因为Poky Linux是开源的，所以它迅速地被其他人采用以便构建嵌入式设备。
 
英特尔公司在2008年收购了OpenedHand，目的是进一步发展Poky Linux作为用于嵌入式设备的通用的发行版。
2.3.4　Yocto项目
 
为了构建Poky Linux来支持许多不同的架构和硬件平台，英特尔那时一直在寻找其他的商业团体——特别是其他的半导体生产商和嵌入式Linux公司——来支持这个项目并且为其做贡献。因为英特尔是芯片市场上的主导玩家，所以这证明对英特尔来说，让它的竞争对手和其他公司来支持它改进Poky Linux是困难的。
 
在2010年，英特尔与Linux基金会接洽，希望在基金会的赞助下，建立中立管理的协作项目，涉及开源社区，特别是OpenEmbedded项目。
 
Linux基金会在2010年10月26日公开宣布Yocto项目启动。在2011年3月1日，Linux基金会宣布Yocto项目与OpenEmbedded的技术对准（alignment）以及多个公司协作者对该项目的支持。这个声明被2011年4月6日的另一个报道所跟进，主要内容包括Yocto项目指导组（Yocto Project Steering Group）的信息和第一个Yocto项目发布。
2.3.5　OpenEmbedded和Yocto项目的关系
 
在OpenEmbedded和Yocto项目之间的技术对准对这两个项目都带来了一些主要的改进：
 
·对准开发（aligned development）：在开源项目中常见的问题是分裂——有相同的根源和类似目标的两个项目派生并且产生隔阂。资源被分割并且最终在两个分支上重复努力，提供类似的功能。最终，用户和支持者被强制在这两个努力之间做出选择。OpenEmbedded和Yocto项目的紧密对准保证了用户可以获得这两个项目的好处。
 
·BitBake元数据层：元数据层能使菜谱和配置文件逻辑分组成可以被轻松纳入并迁移到不同构建环境的结构。元数据层也简化了依赖管理，这是在构建操作系统栈时的复杂任务。
 
·OpenEmbedded核心元数据层（openEmbedded core metadata layer）：OpenEmbedded和Yocto项目开发团队同意创建这两个项目共享并且包含所有基准菜谱和配置设定的通用的元数据层。然后，每个项目根据其目标增加额外的元数据层。
 
虽然OpenEmbedded和Yocto项目之间有紧密的协作，但是这两个项目是独立的实体。它们都是开源项目并且都受到了由开源开发者和商业团体组成的社区的支持。
 
OpenEmbedded聚焦在尖端技术、菜谱和一大套针对不同硬件平台的板支持包。Yocto项目聚焦在构建系统本身和针对交叉开发的工具化上。Yocto项目的目标是提供强大却简单易用并且测试良好的工具以及核心的元数据集合，以启动嵌入式系统开发。额外的板支持包和其他组件是通过OpenEmbedded和Yocto项目生态系统来提供的。
 
OpenEmbedded项目也维护了层的索引，这是可检索的层、菜谱和机器的数据库。要寻找构建特定的开源包的菜谱，向层索引输入名字，可能的情况是某个人已经为它创建了菜谱。
2.4　Yocto项目术语
 
表2-3定义了一套经常和Yocto项目联合使用并且贯穿于Yocto项目的术语。贯穿本书，我们一致性地按照这里提供的定义来使用这些术语。
 
表2-3　Yocto项目术语
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2.5　总结
 
Yocto项目是与嵌入式Linux软件开发相关的项目系列。它的核心是OpenEmbedded构建系统和Poky参考发行版。Poky开始是由OpenedHand作为Poky Linux开发的，然后，它进化成了Yocto项目——在Linux基金会支持下的协作项目。它由企业和独立软件开发者所支持，它将技术与OpenEmbedded对准而形成宽泛的交付于开发嵌入式Linux系统的最先进的工具的社区。
 
上手Yocto项目和下载构建器具并从VMWare虚拟机管理器中启动它一样简单。虽然构建器具对于严肃的开发来说并不是值得推荐的，但是它提供了对于OpenEmbedded构建系统的好的指导而不需要设置Linux构建主机。
 
安装可用于Poky的Linux构建主机需要更多的步骤但是避免了虚拟机的开销以及性能影响。
2.6　参考文献
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第3章　OpenEmbedded构建系统
 
Poky是Yocto项目的参考发行版。它包含OpenEmbedded构建系统。它提供了构建Linux操作系统栈所要求的全部必要的工具、菜谱和配置数据。正如我们在前面一章中看到的，Poky是打包成简单包的几乎自包含的系统。仅仅有少量额外的组件需要安装在构建主机上以使用Poky。
 
本章先分析针对开源软件包的典型的工作流。然后解释OpenEmbedded工作流是如何将各个软件包的构建与创建完整的Linux操作系统栈和可启动文件系统镜像的过程集成起来的。有了这些知识，我们就可以详细了解Poky架构及其组件了。
3.1　构建开源软件包
 
如果你先前曾为Linux主机系统构建过开源软件包，那么你可能已经注意到了，工作流遵循特定的模式。这个工作流的一些步骤你自己执行，而其他的通常是通过某种自动化（例如Make或者其他开源到二进制的构建系统）来实施的。
 
·获取：获取源代码。
 
·解压：解压源代码。
 
·补丁：针对缺陷修复和增加的功能应用补丁。
 
·配置：依据环境准备构建过程。
 
·构建：编译和连接。
 
·安装：复制二进制和辅助文件到它们的目标目录。
 
·打包：为在其他系统上安装而打包二进制和辅助文件。
 
如果你正在构建仅仅用在你用来构建的主机系统上的软件包，那么通常你将在系统上安装了二进制以后就停止了。然而，如果你希望为了在其他系统上安装和使用而分发二进制，那么你将也包括打包步骤，它创建可以被包管理系统安装的包。
 
让我们来看看各个步骤。
3.1.1　获取
 
所有的一切都是以获取针对软件包的源代码开始。通常，开源软件项目有一个下载区域，从那里源代码、指令、文档以及其他信息可以以包的形式被下载，包通常也是压缩的。理论上听起来很像一个简单的任务，但事实上需要大量对细节的关注。当下载源代码包时，没有通用的要遵循的约定。
 
当然，每个开源项目有自己的统一资源定位地址（Uniform Resource Locator，URL）来访问它的网站、文件服务器和下载区域。另外，下载可能是通过一个或者更多协议访问的，例如HTTP、HTTPS、FTP、SFTP和其他协议。一些项目可能也提供对已发布版本和来自Git、Subversion、并发版本系统（Concurrent Versions System，CVS；也被称为并发修改系统）等的源代码控制管理系统（Source Control Management，SCM）的源代码开发分支的访问。
 
通常，从远程位置（例如下载站点或者仓库）获取的源可能由存储在本地文件系统上的补丁和辅助文件来补充。
 
对于如OpenEmbedded构建系统这样的自动化构建系统来说，这种获取源代码方式的变化性意味着它需要的是灵活，并且其能够为开发者最透明地处理这种变化性。
3.1.2　解压
 
在源代码被下载后，必须将其解开并且把它从下载位置复制到你将构建它的位置。通常，开源软件包被封装进包，大部分情况下封装成压缩的tar包，但是CPIO和其他序列化多个文件成单一包的格式也是在使用中的。最常用的压缩格式是GZIP和BZIP，但是一些项目使用其他的压缩方案。再一次说明，构建系统必须能够自动检测源包的格式并且使用正确的工具来解压它。
 
如果源是从源控制管理系统获得的，那么解压包一般意味着把它们从源控制管理系统检出到BitBake构建它们的地方。
3.1.3　打补丁
 
打补丁是通过增加、删除和变更源文件来修改源代码的过程。有很多理由说明为什么源代码在构建前可能要打补丁：应用缺陷和安全修复、增加功能性、提供配置信息、为交叉编译做出调整等。例如，Linux内核需要提供了数百个用于内核构建系统的配置项的文件，例如目标架构、硬件信息、设备驱动等。
 
应用补丁可能与复制文件到源代码的目录结构中一样简单。在这种情况下，构建系统当然需要知道把文件复制到哪里去。通常，补丁是使用补丁工具来被应用的，它把用diff工具创建的补丁文件作为输入。diff将原始文件和修改过的文件进行比较并且创建了不但包含变化而且包含如文件的名字和路径、修改的精确位置和上下文等元数据的差异文件。这个文件的格式是标准化的，被称为统一格式（unified format）。使用了统一格式的补丁文件可以包含一次打多个文件补丁的信息，并且它可以增加或者删除完整文件。因为所有关于文件被修改、增加或者删除的信息都是在补丁文件中包含的，所以构建系统不需要知道任何关于要打补丁的源代码的目录结构。
 
补丁被应用的顺序是很重要的，因为补丁可能是互相依赖的。以正确的顺序应用大量补丁可能是困难的任务。Quilt补丁管理系统通过创建补丁栈来维护顺序从而极大地简化了这个任务。在众多其他功能中，Quilt也允许撤回已经应用的补丁和所有依赖补丁。Quilt是一系列最开始为Linux内核开发而现在也经常被其他开源项目使用的shell脚本。
3.1.4　配置
 
以源代码的形式提供软件包，服务了这样的目的：用户可以自己针对大范围的目标系统构建软件。随变化性而来的是要求针对软件包的构建环境能够针对目标系统而被正确配置的多样性。精确的配置对于构建主机的CPU架构不同于目标系统的CPU架构这一交叉构建环境是特别重要的。
 
许多软件包现在为配置而使用GNU构建系统，也被称作Autotools。Autotools是一套目标是使源代码软件包可以移植到很多类UNIX系统的工具。Autotools是反映目标系统和依赖的变化性和多样性的相当复杂的系统。简言之，Autotools从一些列具有特殊源代码体特征的输入文件中创建configure脚本。通过一系列处理步骤，configure创建了特别用于目标系统的makefile。Autotools经常因为难以使用而受到批评。这种困难性，当然，依赖于视角。从用户的视角看，执行单一脚本来配置针对目标系统的源代码包构建环境当然是巨大的收益。希望向他们的软件用户提供便利性的开发者需要理解Autotools的工作方式以及如何正确创建必要的输入文件。而且，它值得努力，并且使用类似针对许多不同目标系统的OpenEmbedded构建系统的自动化构建系统极大地简化构建软件包。
 
一些软件包使用它们自己的配置系统。在这种情况下，自动化的构建系统需要提供对应调整配置步骤的灵活性。
3.1.5　构建
 
大部分的软件包使用Make来从源代码构建二进制文件例如可执行程序文件和库以及辅助文件。一些软件包可能使用其他工具，例如CMake或者针对使用了Qt图形库的软件包的qmake。
3.1.6　安装
 
安装步骤复制二进制、库、文档、配置和其他文件到目标系统的正确位置。程序文件通常被安装进/usr/bin（对于用户程序）和/usr/sbin（对于系统管理程序）。库被复制到/usr/lib以及位于/usr/lib之内的特定于应用的子目录。配置文件通常被安装到/etc。虽然关于在哪里安装特定文件有常用的惯例，但是一些软件开发者有时选择不同的目录来安装属于他们软件包的文件。文件系统层级标准（filesystem Hierarchy Standard，FHS）（https://wiki.linuxfoundation.org/en/FHS）是针对用于UNIX操作系统的文件系统布局的规格说明。
 
大部分软件包提供作为它们makefile一部分的install目标，它执行安装步骤。正确写下的安装目标使用安装工具来从构建环境中复制文件到它们各自的目标目录。安装工具也可以在复制文件时设置文件属主和权限。
3.1.7　打包
 
打包是捆绑软件、二进制和辅助文件到单一用于分发和在目标系统上直接安装的包文件的过程。打包可以像压缩的tar包一样简单，然后用户可以在目标系统上进行获取。
 
为了便利性和可使用性，大部分软件包捆绑它们的文件和安装程序或者包管理系统一起使用。一些系统包含安装软件和软件包并且创建用于自包含安装的可执行文件。其他系统依赖于已经安装在目标系统上的包管理器，并且仅仅捆绑实际的软件和用于包管理器的元数据信息。所有系统的共同点是，它们不但从软件包中复制文件到目标系统而且验证依赖性和系统配置以避免最终导致系统不可操作的不匹配。
 
Linux系统通常依赖作为发行版部分的包管理系统而不是使用自包含的安装包。好处是，包管理器，作为唯一的实例，维护系统上的软件数据库，并且软件包在尺寸上更小，因为它们不需要包含安装软件。然而，对每个Linux发行版来说，维护者决定它的包管理系统，这需要软件包针对不同的目标系统而被打包多次。
 
对Linux发行版来说最常用的包管理系统是RPM包管理器（RPM；最初是红帽包管理器）和dpkg（Debian的包管理程序）。对嵌入式设备来说，Itsy包管理系统（ipkg）已经获得了流行。Ipkg是类似dpkg的轻量级系统。Ipkg的开发是被中断的，并且很多一直使用ipkg的嵌入式项目现在在使用opkg，它是由Openmoko项目从ipkg派生出来的。Opkg是以C编写的——它是被Yocto项目积极维护的并且被OpenEmbedded和许多其他项目使用着。
 
安装和打包不一定是连续的步骤；并且它们也是可选的。如果你正在构建本地使用而非再分发的软件包，那么不需要打包软件。如果你是包维护者并且创建用于再分发的包，那么你可能不需要执行在构建系统上安装软件包的步骤。
 
这里简述的步骤本质上是相同的，不管你是在原生地构建软件包还是执行交叉构建。然而，在设置和配置构建环境以及为交叉构建构建包时，你必须要考虑错综复杂的事物。通过本书，我们解决交叉构建软件的复杂性。
3.2　OpenEmbedded工作流
 
图3-1说明了OpenEmbedded工作流。这个工作流不是BitBake固有的。BitBake完全不建立工作流。工作流和它的配置是被元数据定义的，它被组织成不同类别的文件。
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图3-1　OpenEmbedded工作流
3.2.1　元数据文件
 
元数据文件被划分成两个类别：配置文件和菜谱。
 
配置文件
 
配置文件包含简单变量赋值形式的全局构建系统设置。BitBake在全局数据字典中维护变量设定，并且它们可以在任何元数据文件中被访问到。变量可以被设置在配置文件中并且被另外的配置文件覆盖。菜谱可以设置和覆盖变量，但是在菜谱中所做的赋值对于菜谱来说仍然是本地的。BitBake对于赋值元数据变量采用了特殊的语法。赋值和覆盖元数据变量的优先级由多个因素决定，例如层结构、层优先级、文件解析顺序以及赋值语法。我们将在第4章中解释BitBake元数据语法和优先级的细节。
 
BitBake区分多个不同类型的配置文件，但是都有相同的文件扩展名.conf。
 
BitBake主配置文件（bitbake.conf）
 
BitBake的主要配置文件被命名为bitbake.conf。BitBake期望这个文件存在于在它的元数据搜索路径下列出的所有目录中。这个文件包含所有默认配置设置。其他配置文件和菜谱通常根据它们的特定需求而覆盖这个文件中的一些变量设置。
 
文件bitbake.conf是OpenEmbedded核心（OpenEmbedded Core）元数据层的部分，并且可以在那个层的conf配置文件子目录中找到。
 
层配置文件（layer.conf）
 
OpenEmbedded构建系统使用层来组织元数据。层本质上是目录和文件的层级结构。每个层有自己的名字为layer.conf的配置文件。这个文件包含了针对这个层的菜谱文件的路径设置和文件模式。文件layer.conf可以在层的conf子目录中找到。
 
构建环境层配置（bblayers.conf）
 
构建环境需要告诉BitBake它需要什么层来针对它的构建过程。文件bblayers.conf提供BitBake关于什么层要包含在构建过程中以及在哪里找到文件路径的信息。每个构建环境有自己的bblayers.conf文件，它可以在构建环境的conf子目录中找到。
 
构建环境配置（local.conf）
 
构建环境的本地配置是通过名为local.conf的配置来提供的。文件local.conf包含应用到特定构建环境的设置，例如到下载位置、构建输出和其他文件的路径；针对目标系统的配置设置，例如目标机器、包管理系统以及分发策略；和许多其他设置。文件local.conf可以在构建环境的conf子目录中找到。
 
发行版配置（<distribution-name>.conf）
 
发行版配置文件包含反映应用到由OpenEmbedded构建系统构建的特殊发行版的策略的变量设置。对于Poky参考发行版，默认的镜像名字也是Poky，它的配置设置包含在名为poky.conf文件中。发行版策略设置通常包含工具链、C库和发行版名字等。发行版通过设置在构建环境的local.conf文件中的变量DISTRO来被选择。当然，不限于由Poky作为参考所提供的发行版策略。你可以创建你自己的发行版策略文件并且在构建环境中使用它。
 
发行版配置文件通常在定义发行版的层（例如meta-yocto层）的conf/distro子目录中找到。
 
机器配置（<machine-name>.conf）
 
OpenEmbedded工作流最强力的特性之一是它能够严格区分构建过程中依赖于特殊硬件系统、机器和其架构的部分和不依赖的部分。这种能力极大地简化了板支持包的创建，允许它们仅仅提供依赖于硬件的必要部分，并补充构建系统的机器独立部分。因此，对另外机器构建相同的Linux发行版是如同用另一个板支持包替换板支持包一样简单的。
 
这个架构的主要部分由机器配置文件组成，该文件包含由构建需要机器特定适配的软件包的菜谱引用的机器相关性的变量设置。机器配置文件是以机器命名的，并且可以在板支持包层的conf/machine子目录中找到。
 
菜谱
 
BitBake菜谱形成构建系统的核心，因为它们定义针对软件包的工作流。菜谱包含用于BitBake的关于如何通过实施在3.1节中列出的过程步骤而构建特定软件包的指令。BitBake菜谱以它们的.bb文件扩展名标识。
 
菜谱包含简单的变量复制和以可执行元数据（executable metadata）形式存在的构建指令，构建指令本质上是执行过程步骤的函数。我们在下一章讨论BitBake内幕时会解释可执行元数据和BitBake任务的细节。
 
与配置文件相反，所有在菜谱中做出的变量赋值都是仅仅本地于菜谱的。虽然菜谱通常引用在配置文件中做出的变量设置并且有时为了它们的目的而覆盖变量设置，但是所有设置都是保持本地于菜谱的。
 
许多软件包是以很相似的方式被构建出来的，这种方式使用遵循相同过程步骤的几乎相同的构建指令。在调整仅仅一些特定于软件包的部分时重复性地复制相同的菜谱将导致大量多余的努力。因此，BitBake提供了类的概念——一种简单的允许菜谱可以容易地在通用工作流中共享的继承机制。类可以被任何BitBake层所定义并且被它们的.bbclass文件扩展所识别出来。
 
另外的针对菜谱、促进重用的BitBake机制是追加文件（append files）——通过它们的.bbappend文件扩展而被识别出来。追加文件通常由构建在其他层之上的层根据针对它们的特殊需求来优化那些层中包含的菜谱。在大部分情况下，它们会覆盖变量设置或者修改变量设置。追加文件拥有和从其他它们正在追加的层来的核心菜谱相同的基础文件名。
3.2.2　工作流过程步骤
 
由OpenEmbedded核心元数据层确立和由BitBake执行的工作流本质上遵循在3.1节中列出的步骤。
 
源获取
 
菜谱召集源（例如源文件包、补丁和辅助文件）的位置。BitBake可以从构建主机本地或远程地借助网络从外部源仓库获取源。源文件可以以大量不同的格式呈现，例如普通或者压缩的tar包。它们可以借由文件传输协议而被获取，也可以从例如Git、SVN等的源控制管理（Source Control Management，SCM）系统获取[1]。
 
菜谱通过在变量SRC_URI中包含源文件的统一资源标识符（Uniform Resource Identifier，URI）来指定源文件的位置。在SRC_URI中的统一资源标识符经常指向软件包的上游源仓库，例如文件下载服务器或者上游项目的源控制管理系统。
 
在尝试从由菜谱的SRC_URI变量指定的上游仓库中下载源软件包之前，BitBake先检查本地的下载目录以确认正确版本的源文件是否已经被获取下来。如果它在本地下载区域找不到源，那么BitBake尝试从一列被称为预先镜像（premirror）（如果它们被配置了）的镜像文件服务器上获取源文件。如果没有任何预先镜像包含必要的文件，那么BitBake尝试实际的、由SRC_URI指定的上游仓库。如果它从那里找不到文件或者如果上游仓库是无法访问的，那么BitBake尝试从第2个列表的镜像服务器下载文件。在本书的上下文中，我们称这些服务器为后镜像（postmirror），虽然在OpenEmbedded术语中，它们仅仅被称为镜像（mirrors）。
 
Yocto项目维护了具有高可用性的文件服务器，团队把所有上游软件包放在这些服务器上。Poky发行版配置命令BitBake在尝试直接从上游仓库下载文件之前使用Yocto项目镜像。使用Yocto项目镜像使得构建更少地依赖上游文件服务器的可用性。
 
你也可以通过设置作为你自己构建基础设施一部分的镜像来维护你构建中包含的源的直接控制。
 
源解压和打补丁
 
一旦源被下载到本地的下载目录，它们将被解压进本地构建环境中。如果任何补丁被指定成源下载的一部分，那么使用Quilt来应用它们。
 
通常，源包是不适合于交叉构建的，因此大部分补丁都是集成补丁，修改了使用BitBake进行正确构建的源代码。
 
配置、编译和安装
 
通过它的类，OpenEmbedded提供了各种模式来构建标准软件包，例如基于Make的包、基于GNU Autotools的包和基于CMake的包。这些模式提供了标准化的方法来指定定制化的环境设置。在第8章中，我们将探索用BitBake通过标准模式构建包以及定制化它们的细节。
 
虽然配置、编译和安装是构建过程中不同的步骤，但它们通常是在相同的类中被解决的，因为它们都包含调用包自己构建系统的部分。
 
安装步骤是使用pseudo[2]命令来执行的，它允许特殊文件的创建和被正确设置的属主、属组以及其他等权限。所有文件是被安装进私有的、存在于针对特定包的构建环境中的系统根目录中。
 
输出分析和打包
 
在输出分析中，由前一个步骤生成和安装的软件按照它的功能被分类成：运行时文件、调试文件、开发文件、文档和语言环境。这允许文件为包管理系统而被拆分进多个物理包中。
 
在分析之后，包通过使用一个或者多个常见的打包格式RPM、dpkg和ipkg而被创建。
 
BitBake为在构建环境配置文件local.conf的PACKAGE_CLASSES变量中包含的包管理系统类创建包。虽然BitBake可以为一个或者多个类创建包，但是它只使用第一个列出的类来为发行版创建最终的根文件系统。
 
镜像创建
 
针对发行版的根文件系统的各种镜像是使用来自打包步骤的包仓库创建的。使用包管理系统将包从包仓库安装进根文件系统试运行区域。
 
哪些包被安装进镜像，是由集合了针对基于定义的需求集的工作系统的功能集的镜像菜谱决定的。例如，最小镜像可能包含仅仅足够启动带有最少基础应用集合的命令行操作的包，而带有图形用户界面的镜像可能包含X服务器和许多其他应用包。
 
镜像创建是由core-image类处理的，其中，它评估变量IMAGE_INSTALL来判断要包含在镜像中的包的列表。
 
镜像可以以多种格式被创建，包括用于解压在格式化的文件系统中的tar.bz2，以及其他格式，例如ext2、ext3、ext4和jffs，它们可以被直接比特复制到合适的存储设备。
 
软件开发工具包生成
 
作为格外的步骤，它不是标准构建过程的一部分，带着创建可启动操作系统栈的目的，软件开发工具包（Software Development Kit，SDK）可以被创建。
 
软件开发工具包包含了针对开发主机的原生应用，例如交叉工具链、QEMU模拟器和安装脚本。它可能也包含和模拟器一起使用的、基于镜像创建步骤内容的根文件系统镜像。软件开发工具包可以被应用开发者用来创建和测试应用程序，其使用与构建目标系统时相同的环境，而没有实际使用OpenEmbedded构建系统。
 
软件开发工具包和它的工具可能从命令行直接应用在开发主机上，并且是通过与Eclipse集成开发环境集成而被使用。对于后者来说，Yocto项目提供了用于Eclipse的、可以直接被从Eclipse工作台安装的插件。
 
[1] 完整的协议和源控制管理包括HTTP、FTP、HTTPS、Git、Subversion（SVN）、Perforce（P4）、Mercurial SCM（Hg）、Bazar（BZR）、CVS、Open Build Service（OSC）、REPO、SSH和SVK。

[2] http://www.yoctoproject.org/tools-resources/projects/pseudo。
3.3　OpenEmbedded构建系统架构
 
3个基础组件组成了OpenEmbedded构建系统架构：
 
·构建系统
 
·构建环境
 
·元数据层
 
图3-2描绘了组件及其相互关系。
 
 
 [image: ] 


图3-2　Poky架构
 
除了少量随任何Linux发行版而来的额外软件包以外，OpenEmbedded构建系统为构建嵌入式Linux操作系统栈提供了所有必要组件。包含在内的是：BitBake构建引擎；一套为便利性而提供额外功能性的集成脚本；各种工具；OpenEmbedded核心——BitBake所需要的用以构建镜像的核心元数据集合；DocBook格式的完整的文档。Poky参考发行版也包括了最小集合的基础元数据层：Yocto项目板支持包（meta-yocto-bsp）和Yocto项目发行版（meta-yocto）。
 
正如我们在第2章中所看到的，脚本oe-init-build-env创建并初始化构建环境。这个脚本是包含在构建系统内的脚本之一。构建系统和构建环境形成1∶n的关系：构建系统可以和任何数量的构建环境相关联，但是构建环境仅仅可以和构建系统相关联。在你一次使用多于一个Yocto项目发布时，这是重要的、你需要知道的限制。你仅仅可以用构建环境和它原来被创建时用到的版本的构建系统。使用不同于原来被用来创建这个构建环境的构建系统来初始化构建环境会导致构建失败。
 
构建系统总是要包含元数据层，它提供菜谱和配置文件。当你用构建系统的oe-init-build-env脚本创建构建环境的时候，脚本自动设置包含了3个基础层的conf/bblayers.conf文件：meta、meta-yocto-bsp和meta-yocto。这些基础层足够来构建标准的Poky参考发行版。然而，作为嵌入式Linux开发者，你最终希望创建你自己的发行版、增加你自己的软件包并最终为目标硬件提供你自己的板支持包。这个目标是通过包含构建系统的其他元数据层来实现的。
 
在接下来的部分，我们将更加细节地探索构建系统的结构、构建环境和元数据层。
3.3.1　构建系统结构
 
不管你以tar包的形式下载Poky发行版并且解压它，还是你直接从Yocto项目Git仓库克隆它，它都会安装由类似程序清单3-1的目录和单一目录中的文件组成的简单结构。
 
程序清单3-1　OpenEmbedded构建系统结构
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因为OpenEmbedded构建系统是几乎自包含的，并且不安装任何它的组件到你构建主机的系统目录中，所以在相同的构建主机上使用构建系统的多个版本和不同构建环境是相当容易的。这是非常便利的特性，因为你最终用版本的构建系统来开发和维护产品代，同时用更新的版本来开发下一代以利用新的功能性和特性。
 
BitBake构建引擎，是OpenEmbedded构建系统不可分割的部分。它与构建一起演进，Yocto项目开发者向BitBake增加新功能性以支持构建系统所需要的新特性。结果，BitBake被包含在构建系统中，你可以在bitbake子目录中找到它。需要知道的是，一些Linux发行版包含你可以使用发行版包管理系统安装的BitBake包。如果你已经在开发主机上安装了BitBake作为发行版的一部分，那么我们建议卸载它，因为它可能干扰包含在构建系统中的版本。构建系统和BitBake是相互匹配的。疏忽地使用不匹配构建系统的BitBake版本可能导致构建失败。
 
目录bitbake包含包括了BitBake文档和man页面的doc子目录。文档是以DocBook格式写的，并且通过调用make命令，你可以构建PDF和HTML版本的手册。在下一章，我们更进一步看BitBake。
 
目录documentation包含针对Poky构建系统的文档。以下是你也可以在Yocto项目网站上找到的各种手册：
 
·应用开发工具集用户指南（adt-manual）
 
·板支持包开发者指南（bsp-guide）
 
·开发手册（dev-manual）
 
·Linux内核开发手册（kernel-dev）
 
·分析和追踪手册（profile-manual）
 
·参考手册（ref-manual）
 
·Yocto项目快速开始（yocto-project-qs）
 
·Toaster手册（toaster-manual）
 
各自的手册是以DocBook格式的源在独立的目录中提供的。为了创建PDF和HTML格式的手册，使用命令
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把<manual>替换成目录的名字。例如，
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创建把所有手册包含进一个文件的“mega-manual”。
 
LICENSE文件包含了针对Poky构建系统的许可信息。MIT和GPLv2许可混合使用。BitBake是在GPLv2许可下被许可的，并且所有的元数据是在MIT许可下被许可的。如果有任何源代码包含在针对各个菜谱的树中，例如补丁，那么它是以在各个菜谱中阐述的许可被许可的。
 
对任何文件的许可信息要么是在各自的文件中明确陈述的，要么是在其缺失的情况下默认为GPLv2。
 
重要的是注意，可能存在并且常见的是，许可一个包的源代码和构建那个包的元数据（菜谱）有差别。一定要保证不要混淆这两者，因为它可能对你正在开发的产品产生影响。
 
以meta开头的目录都是元数据层：
 
·meta：OpenEmbedded核心元数据层
 
·meta-hob：针对BitBake的Hob图形用户界面所使用的元数据层
 
·meta-selftest：oe-selftest脚本使用的用来测试BitBake的层
 
·meta-skeleton：用来创建自己的层的模板
 
·meta-yocto：Yocto项目发行版层
 
·meta-yocto-bsp：Yocto项目板支持包层
 
我们将在3.3.3节中解释元数据层的结构。
 
脚本oe-init-build-env创建和初始化构建环境。它有两种使用方式：以默认设置来创建空的构建环境和初始化先前被创建的构建环境。我们在第2章用前者的形式创建我们的第一个构建环境。该脚本的命令行是
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<buildenv>被替换成构建环境的名字。如果没有构建环境名字提供，那么脚本使用默认的名字构建。脚本使用提供的构建环境名字在当前目录下创建子目录。在那个目录中，它创建了2个被任何构建环境需要的配置文件bblayers.conf和local.conf的名为conf的子目录。在那之后，脚本初始化所有必要shell环境变量并且切换目录到构建环境。
 
如果构建环境目录已经存在并且是OpenEmbedded构建环境，那么oe-init-build-env仅仅初始化shell环境变量和切换目录。
 
第2个脚本，oe-init-build-env-memres，也像oe-init-build-env一样创建和初始化构建环境，但是也会启动内存驻留的BitBake服务器，它在TCP端口上监听以接收命令。这容易允许在远程构建服务器上运行BitBake并且从本地系统通过网络控制它。脚本的命令行是：
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每一个<port>参数或者<buildenv>和<port>两个参数都可以被省略，在这种情况下，默认的构建和12345被使用。
 
最后，有scripts子目录，它包含了一套用于和Yocto项目构建一起使用的集成和支持脚本。最常用到的脚本如下：
 
·bitbake-whatchanged：作为在两次构建之间对元数据做出的变化的结果，列出所有需要被重新构建的组件
 
·cleanup-workdir：从构建环境中移除废弃包的构建目录
 
·create-recipe：创建工作于BitBake的菜谱
 
·hob：启动Hob——用于BitBake的图形用户界面
 
·runqemu：启动QEMU模拟器
 
·yocto-bsp：创建Yocto项目板支持包层
 
·yocto-kernel：配置在Yocto项目板支持包层内的Yocto项目内核菜谱
 
·yocto-layer：创建工作于BitBake的元数据层
 
贯穿本书，我们使用来自scripts子目录的这些和其他脚本。在第一次介绍它们的时候，我们会解释其用法。
3.3.2　构建环境结构
 
OpenEmbedded构建系统在构建环境内执行它的全部工作。构建环境也有特定的布局和结构。布局以及其中的所有目录和文件是由构建系统自动化地创建的。构建环境的目录和文件结构是深度嵌套的。程序清单3-2显示了在构建已经运行后的前2级结构。
 
程序清单3-2　构建环境结构
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新创建的构建环境仅仅包含conf子目录和2个文件：bblayers.conf和local.conf。在第2章中设置和配置我们的第一个构建环境时，我们遇到过后者（此处指文件local.conf）。这个文件包含用于构建环境的所有配置设置。你也可以向其增加本地覆盖来自被包含层中的设置的变量设置。
 
文件bblayers.conf包含用于构建环境的层设置。列表3-3显示了一个典型的bblayers.conf文件。
 
程序清单3-3　bblayers.conf
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在这个文件中最重要的变量是BBLAYERS，它是空格分隔的、到所有该构建环境包含的层的路径列表。这是你可以增加在构建环境中被包含的额外层的地方。这个文件也设置BBPATH成构建环境的顶级目录，并且用空字符串来初始化菜谱文件列表BBFILES。
 
其他目录和文件是在构建过程中被创建的。所有的构建输出被放进tmp子目录。你可以通过设置在环境的conf/local.conf文件中的TMPDIR变量来配置这个目录。在tmp目录中的构建输出被组织进大量子目录中：
 
·buildstats：这个子目录存储根据构建目标和目标被构建时的日期/时间戳组织的构建统计。
 
·cache：当BitBake初步解析元数据时，它分析依赖性和表达式。解析过程的结果被写入缓存。只要元数据没有改变，BitBake在后续运行时直接从这个缓存获取元数据信息。
 
·deploy：针对部署的构建输出，例如目标文件系统镜像、包仓库和许可信息，被包含在deploy子目录中。
 
·log：你可以在此找到由cooker进程创建的BitBake日志信息。
 
·sstate-control：这个子目录包含用于根据架构/目标和任务组织的共享状态缓存的程序清单文件。
 
·stamps：BitBake把针对每个任务、根据架构/目标组织的完成标签和签名数据以及包名放在这个子目录中。
 
·sysroots：这个子目录包含根据架构/目标组织的根文件系统。内容包括针对构建主机的，包含交叉工具链、QEMU和在构建过程中用到的很多工具的根文件系统。
 
·work：在这个目录中，BitBake创建根据架构/目标组织的、它在这里构建实际软件包的子目录。
 
·work-shared：这个子目录和work类似，但是针对共享的软件包。
 
也有2个在tmp目录中值得解释的文件：abi_version和saved_tmpdir。前者包含针对tmp目录布局的版本号码。当布局变化时，这个号码增加。这个号码允许验证构建环境是否和构建系统是兼容的。后者包含tmp目录的绝对文件系统路径。很多在tmp目录下的文件包含绝对文件路径。很不幸，这种安排使得目录不可迁移。虽然这种限制可能不够方便，但是saved_tmpdir文件使得你可以方便地检查目录是否已经被从原始位置移出来了。
 
尽管构建环境，特别是通常位于其中的tmp目录，不可以被简单地迁移，但是BitBake本质上可以从共享状态缓存重新创建tmp目录的所有内容。共享状态缓存存储自其输入元数据（例如任务代码、变量等）创建的签名所识别的任务的中间输出。只要输入不变，那么签名就不变，使得BitBake使用来自共享状态缓存的输出而不是运行任务。这极大地缩短了构建时间，特别是针对那些花费长时间运行的任务，例如配置或者编译。
3.3.3　元数据层结构
 
元数据层是分组和组织菜谱、类、配置文件和其他元数据到逻辑实体中的容器。层通常构建在其他层之上并且彼此互相扩展。OpenEmbedded核心层形成了针对Poky构建系统的层架构的基础。它提供了针对大部分Linux操作系统栈需要的软件包的核心集合的菜谱，当然包括Linux内核、引导加载程序、图形、网络和许多其他包。OpenEmbedded核心也提供基础类以构建软件包、用包管理系统打包软件、创建文件系统和扩展BitBake功能性。
 
OpenEmbedded核心层本身，由BitBake、便利性和集成脚本所补充，针对构建用于模拟的设备的Linux操作系统栈来说是足够的。OpenEmbedded核心包含基础镜像目标和针对用于ARM、MIPS、PowerPC、x86和x86_64架构的QEMU模拟器的机器定义。
 
针对设备操作系统栈的构建环境通常包含其他层，例如用于实际硬件的板支持包层；指定用于用户账号、系统启动等操作系统配置的发行版层；用户界面层和用于用户空间应用、提供设备功能性的应用层。图3-3描述了架构。
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图3-3　层架构
 
层布局
 
所有层，不管它们服务的目的是什么，都有如程序清单3-4所示的相同的基本结构（目录名字是斜体化的以把它们和文件名区分开）。
 
程序清单3-4　层布局
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元数据层本质上是由目录和文件组成的结构。层顶级目录的名字并不严格；但是，按照惯例，所有的层目录名字以词meta开头、接下来是连字符（-）和层的名字。
 
每个层必须包含含有该层配置文件layer.conf的conf子目录。BitBake需要这个文件来设置针对元数据文件的路径和搜索模式。程序清单3-5显示了样本的layer.conf文件。
 
程序清单3-5　layer.conf
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第一个赋值向BBPATH变量增加层的目录。变量LAYERDIR被BitBake扩展成层的权威路径名字。然后，层的菜谱被增加到BBFILES变量。你可以看到，通配符表达式匹配在这层的菜谱目录的布局。用于菜谱和菜谱追加文件的通配符都需要被增加到BBFILES。
 
BBFILE_COLLECTIONS是由空格分隔的层名字的列表。每一层向列表增加它的名字。BBFILE_PATTERN包含正则表达式来匹配在BBFILES变量中的这一层的菜谱。这个变量是以层为条件的，因此变量名需要以层的名字作为前缀[1]。
 
因为层互相依赖和扩展，所以处理顺序是重要的。因此，每层通过设置BBFILE_PRIORITY来赋予优先级。层优先级处于1到10之间，1是最低优先级、10是最高优先级。如果2个层使用相同的优先级，那么它们在文件bblayers.conf中的变量BBLAYERS的顺序决定优先级。
 
可选的是，层也可以通过设置变量LAYERVERSION来定义版本号。层版本可以和LAYERDEPENDS变量一起使用以避免包含层的不兼容版本。如果层依赖于另外的层，那么这些依赖性可以通过增加这些层到LAYERDEPENDS变量来设置，LAYERDEPENDS包含了空格分隔的层名字的列表。如果依赖性是基于层的特定版本，那么版本号可以通过增加冒号（：）和版本号来指定。
 
子目录conf可能包含其他文件和目录，特别是distro和machine子目录。这些是可选的。典型的是，仅仅发行版层将包含distro子目录，并且仅仅板支持包层通常包含machine子目录。如果存在，那么这2个子目录的每一个都包含用于发行版和机器配置的文件[2]。
 
如果层定义自己的类，那么它们位于classes子目录中。
 
层的菜谱由类别和包分组。类别是一组逻辑上属于一起的包。例如，OpenEmbedded核心元数据层的recipes-connectivity类别包含构建用于网络、电话和其他连接功能软件的包的菜谱。在每个类别子目录中，有针对不同软件包的子目录。这些包子目录包含菜谱、补丁和其他构建软件包所需要的文件。通常，包子目录包含用于构建不同版本的特定包的菜谱。
 
创建层
 
使用针对板支持包、应用软件、发行版策略等的层对你自己的项目产生了很多好处。大部分项目从小处开始，但随后越来越多的功能性被增加。即使你一开始仅仅有1个或者2个菜谱，把菜谱放在你自己的层而不是增加它们进OpenEmbedded核心层或者任何Yocto项目层依然是好的实践。
 
你自己的层从常用菜谱中分离你自己的菜谱，使得对你来说容易从OpenEmbedded构建系统的一个版本迁移到下一个。你仅仅需要用新的构建系统创建新的构建环境，并且在这个构建环境中包含进层。
 
通过在层中使用bbappend文件，你可以从常用层中调整菜谱而不是复制或者重写它们。考虑下在meta/recipes-kernel/linux中用于构建Linux内核的菜谱。就绝大部分而言，它们已经提供了用于构建内核的所有必要的东西。对你自己的板支持包层，你通常需要仅仅改进几个设置来完全支持目标硬件。不必复制内核菜谱，你可以使用bbappend文件或者包含文件来按照需求定制基础菜谱。
 
用yocto-layer脚本创建层是简单和直接的。在引用了构建环境后，这个脚本在命令行搜索路径下是直接可用的。简单调用这个脚本如下：
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如果你想创建样例菜谱或样例bbappend文件，那么脚本提示你输入新层的优先级，然后在当前目录中创建包含conf/layer.conf文件和样例文件的层。所有你需要做的是，向你构建环境的conf/bblayers.conf文件中的BBLAYERS变量增加层以在构建过程中包含它。当然，你也需要根据你项目需求而修改样例菜谱或新菜谱、配置文件和类。
 
[1] 我们将在第4章讨论条件变量设置。

[2] 我们将在接下来的章中解释发行版层和板支持包层。
3.4　总结
 
本章展示了构建系统及其工作流和其组件的概览。
 
·开源软件包最常见的是遵循标准工作流构建的。
 
·OpenEmbedded构建系统为数百个从源代码构建出来的包自动化工作流步骤以创建具有完整功能性的Linux操作系统栈。
 
·BitBake不仅构建软件包而且也打包可以被通用包管理系统dpkg、RPM和ipkg所利用的可执行文件、库、文档等进包中。
 
·构建系统创建可以被安装在目标系统上的根文件系统镜像。
 
·可选的是，BitBake可以为开发者构建包含交叉开发工具的软件开发工具包以构建针对目标系统的应用。
 
·组成架构的3个核心组件是OpenEmbedded构建系统、构建环境和元数据层。
 
·Poky参考发行版包含OpenEmbedded构建系统和这3个元数据层——OpenEmbedded核心（meta）、Yocto发行版（meta-yocto）和Yocto板支持包（meta-yocto-bsp），这3个元数据层在构建环境被创建的时候自动化地加到了构建环境中。
 
·层分组元数据进逻辑实体，例如板支持包、发行版层和应用层等。
3.5　参考文献
 
Yocto项目文档，https://www.yoctoproject.org/documentation/current。
第4章　BitBake构建引擎
 
BitBake是类似Make和Apache Ant的构建工具。然而，因为它灵活且可扩展的架构，BitBake的能力远远超过典型软件构建引擎所提供的东西。BitBake的元数据语法不仅支持变量和简单命令的执行，而且可以嵌入整个shell脚本和Python函数。
 
BitBake源于Portage——Gentoo Linux发行版所使用的构建和包管理系统。BitBake是完全用Python编写的，这使它在大部分情况下是平台独立的——只要平台提供Python运行时环境。
 
与任何软件构建工具一样，BitBake自己不提供用以构建软件包的功能性。它必须由包含在元数据文件中的构建指令来补充。BitBake元数据文件类似Make的makefiles和Ant的build.xml文件。OpenEmbedded和Yocto项目提供必要的元数据以构建数千个软件包并且将它们集成进包含完整功能的Linux操作系统栈的文件系统镜像中。
4.1　获取和安装BitBake
 
BitBake是OpenEmbedded构建系统的核心组件，在前面的章节中已有描述。BitBake是Yocto和OpenEmbedded共同维护的Yocto项目的子项目。BitBake源仓库原来是托管在http://developer.berlios.de/projects/bitbake，但是在Yocto项目创建后，活跃的开发分支被移动到位于http://git.openembedded.org/bitbake的OpenEmbedded的Git仓库。
 
你从Yocto项目网站下载的或者从Yocto项目的Git仓库克隆出来的构建系统总是包含匹配Poky元数据的BitBake版本。因此，在使用Poky时，你不必要担心下载和安装BitBake[1]。然而，如果你有兴趣使用BitBake用于其他项目，例如追踪当前BitBake开发状态，或者期待向BitBake作贡献，那么你可以从OpenEmbedded仓库下载它并且在系统上安装它。
 
我们举例说明BitBake的下载和安装以便你可以看到BitBake如何工作。使用BitBake进行实验并且学习它的内部工作机制而不用OpenEmbedded构建系统自带的集成是一个有用的设置。
 
[1] 不鼓励使用非构建系统附带的BitBake版本。BitBake是和提供它的构建系统紧密集成的。
4.1.1　使用发布快照
 
已发布BitBake版本的压缩tar包可以通过浏览器从OpenEmbedded的Git仓库下载或者使用wget命令：
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执行
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解压包到home目录中，创建名字为bitbake-1.17.0且包含了BitBake源的子目录。
4.1.2　克隆BitBake开发仓库
 
如下命令
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克隆BitBake的Git仓库进home目录的bitbake目录中，并且检出主干（master）分支。和Git仓库一样，主干分支是实际的开发分支。
4.1.3　构建和安装BitBake
 
BitBake源树包含让你可以预先编译BitBake的Python源模块、创建文档并且最终在系统上安装BitBake的setup.py脚本。
 
从你已经解压或者克隆BitBake源的目录中，执行
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以编译BitBake并从DocBook源中创建HTML和PDF格式的文档。编译BitBake要求Python Lex-Yacc（PLY）包被安装在系统上。几乎所有Linux发行版都提供这个包。执行
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安装BitBake和它的库到开发系统上的默认Python安装目录中，在大部分Linux发行版上，它是/usr/lib/python<version>/site-packages。安装BitBake当然是可选的，因为你可以直接从它的源目录中使用BitBake。
4.2　运行BitBake
 
如果你已经用过Make，那么你知道，你可以执行它而不带任何参数，Make在当前目录中寻找被称为GNUmakefile、makefile或者Makefile的文件，并且构建它在文件中找到的默认目标。Ant是相当类似的，因为它在当前目录中搜索名字为build.xml的文件。这两个工具也让你可以显式地指定包含构建指令的文件作为命令行参数。
 
BitBake本质上以相同的方式工作。然而，BitBake总是必须要用菜谱的基名称（base name）或者目标作为参数而被调用：
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在这个例子中，core-image-minimal对应于菜谱core-image-minimal.bb。然而，与Make和Ant不同，BitBake不自动在当前目录中寻找菜谱。BitBake要求你在它可以定位和执行构建指令前设置执行环境。
4.2.1　BitBake执行环境
 
在启动时，BitBake首先在当前工作目录中寻找conf/bblayers.conf配置文件（见程序清单4-1）。
 
程序清单4-1　conf/bblayers.conf
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虽然这个文件是可选的，但是它出现在任何使用层架构的BitBake构建环境中，它包括所有由Yocto项目工具创建的构建环境。BitBake期望这个文件包含被称为BBLAYERS的变量，BBLAYERS包含指向目录的路径列表，包含在构建环境中的层可以在那里被找到。这些层目录中的每一个都被期望包含名为conf/layer.conf的文件（见程序清单4-2）。
 
程序清单4-2　conf/layer.conf
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层配置文件conf/layer.conf的目的是正确设置变量BBPATH和BBFILES以使得BitBake可以找到在该层中包含的菜谱、类和配置文件：
 
·BBPATH：BitBake使用这个变量来在名为classes的子目录中定位类（.bbclass文件）和在名为conf的子目录中定位配置文件（.conf文件）以及子目录等。
 
·BBFILES：这个变量包含针对菜谱文件的、带有通配符的路径列表。
 
层通常增加指向它顶级目录的路径到包含在BBPATH中的路径列表中。BitBake在它开始解析某一层中的文件时，会自动地设置变量LAYERDIR为到那个层顶级目录的路径。
 
层也增加指向它所提供的菜谱文件的路径到包含在BBFILES变量中的文件路径列表中。文件路径代表包含了层的菜谱的目录结构，根据惯例，它是带有2级子目录的布局，正如在第3章中所解释的。
 
3个变量BBFILE_COLLECTIONS、BBFILE_PATTERN、BBFILE_PRIORITY提供BitBake关于如何定位和在考虑到其他层的情况下如何对待这个层的菜谱的信息：
 
·BBFILE_COLLECTIONS：包含已配置层的名字的列表。这个列表被BitBake使用以在它的数据目录中找到其他BBFILE_*变量。通常每个层都增加它自己的名字到这个列表。
 
·BBFILE_PATTERN：告诉BitBake如何从BBFILES的这一层中定位菜谱文件的正则表达式。层所设置的变量值对应于它增加到BBFILES变量的路径。因为所有在BBFILES中的路径都以层的顶级目录开头，所以这个正则表达式反映了那个惯例。变量的名字必须追加下划线（_）和层的名字。
 
·BBFILE_PRIORITY：向包含在该层中的菜谱赋予优先级。变量的名字必须追加层的名字。
 
大的优先级值对应于高的优先级。如果带有相同名字的菜谱出现在多于一个层中，那么优先级是特别重要的。在这种情况下，BitBake从带有高优先级的层中选取菜谱，即使包含在低优先级层中的菜谱拥有比高优先级层中的菜谱更新的版本。
 
优先级也决定了BitBake以什么顺序追加追加文件到菜谱。来自高优先级层的追加文件在来自低优先级层的追加文件之后被增加。
 
在大部分情况下，你直接从执行或者构建环境的顶级目录中执行BitBake。如果，因为某些原因，从顶级目录执行不是合适的，那么你可以在启动BitBake前设置BBPATH变量：
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注意，BitBake期望BBPATH变量包含绝对路径；否则，它找不到配置文件conf/bblayers.conf。
 
在解析conf/bblayers.conf之后，BitBake寻找配置文件conf/bitbake.conf，它提供了构建系统设置。如果层没有被使用并且因此没有conf/bblayers.conf文件存在，那么BBPATH变量需要进行如前所示的设置，并且conf/bitbake.conf必须包含用于BBFILES的变量赋值。
 
在定位和解析conf/bitbake.conf以及其他配置文件之后，BitBake定位和解析所有类。至少一个包含在文件base.bbclass中的base类必须存在以使得BitBake正确地操作。这个类提供了基本的功能和任务，包括默认的build任务。
4.2.2　BitBake命令行
 
用--help选项运行BitBake提供了这个工具的命令行选项的概览（见程序清单4-3）。
 
程序清单4-3　BitBake命令行选项
 

 [image: ]

 

 [image: ]

 

 [image: ]

 
第一眼，命令行选项的数量看起来是巨大的，但是它们可以被简单分解成一些功能块。
 
显示程序版本和帮助
 
命令行选项--version和--help或者-h分别向控制台打印程序版本号和程序清单4-3中的帮助信息。
 
执行带依赖处理的构建
 
用目标（菜谱文件不带.bb后缀的基名称）来调用BitBake，运行由变量BB_DEFAULT_TASK定义的默认任务，通常是build：
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BitBake评估目标和任务的所有依赖性，并且在实际构建目标前以正确的、由依赖链所强加的顺序执行所有依赖任务。没有被实现的依赖性会导致错误。
 
任何错误条件都导致BitBake停止执行，即使其他任务是可以被执行的。使用-k选项，
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命令BitBake继续构建，即使一个或者多个任务已经失败了。BitBake尽可能地构建直到失败的任务阻止目标和任何依赖于它的事物。
 
使用不带版本和修订的目标总是构建软件包的最新版本或者由PREFERRED_VERSION变量指定的版本。版本和修订号码可以被加到目标名字上以构建特定的版本而不管它是否是最新版本并且不管PREFERRED_VERSION的值。如下命令
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分别构建editor软件包的1.0版本和2.0版本/修订r3。
 
执行不带依赖处理的构建
 
使用-b或者--buildfile选项和菜谱文件的名字，包括.bb后缀，执行菜谱的默认任务但是不带构建依赖：
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如果core-image-minimal的任何依赖都不被实现，那么BitBake以错误消息退出而不尝试构建依赖。
 
执行特定任务
 
目标的特定任务可以使用-c或者--cmd选项来执行：
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由于其正在执行默认任务，所以依赖都是被遵守的，并且如果它们还没有被实现那么便会被构建。使用
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尝试运行编译任务而不构建任何依赖。
 
强制执行
 
BitBake为每一个成功完成的任务创建时间戳。如果，在任务的后续运行上，任务的时间戳是当前的或者是更新于那个任务所依赖的所有任务的时间戳，那么BitBake不运行这个任务。选项-C或者--clear-stamp命令BitBake运行任务而不管时间戳：
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这些选项也可以和-b或者--buildfile选项结合。
 
-C或者--clear-stamp选项等同于使用
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任何构建系统的重要功能是，如果任何输入变化，那么决定构建过程的什么部分必须被再次执行的能力。为了这个目的，BitBake实现了共享状态缓存。共享状态缓存在任务级别操作，并且为每个菜谱的每个任务决定它的输入是什么以及存储任务增加什么输出到构建过程。如果任务的输入没有变化，那么在后续构建上，它的输出不变。如果是那种情况，那么BitBake从共享状态缓存获取和恢复任务的输出而不是运行实际的任务。从共享状态缓存获取和恢复任务输出的操作被称为set-scene。如果set-scene是不被希望的，那么可以使用--no-setscene选项来关闭它：
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选项--no-setscene也可以结合-b或者--buildfile选项。
 
共享状态缓存是强有力的功能，其通过重用来自缓存的已经处理过的任务输出来极大地加速构建过程。
 
展示元数据
 
为了调试目的，列出所有元数据是非常有帮助的。选项-e或者--environment在BitBake已完成解析过程后立即显示所有元数据、变量和函数。
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当和目标或者菜谱名字一起使用的时候，命令展示BitBake应用到构建那个包的环境设置：
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这些选项也可以和-b或者--buildfile选项结合。
 
因为展示包含函数的所有元数据会产生大量滚动在屏幕上的输出，所以建议使用例如grep的实用工具来过滤需要的信息。
 
另外有帮助的选项是-s或者--show-versions，它展示所有菜谱和版本号的列表：
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这些选项总是列出整个菜谱名单，使用过滤实用工具可能有助于缩短列表成你正在寻找的条目。
 
创建依赖性关系图（Dependency Graph）
 
BitBake可以用DOT语言创建描述包依赖性的图形。DOT是可以描述无向图和有向图并且用属性注释它们以及节点和边的普通文本图形描述语言。来自Graphviz包（www.graphviz.org）的软件应用可以读取DOT文件并且以图形形式渲染它们。如下命令
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在当前工作目录中使用DOT语言创建3个描述zlib包的依赖性的文件：
 
·package-depends.dot：实际包级别且详细说明子包的依赖性关系图
 
·task-depends.dot：任务级别的依赖性关系图
 
·pn-depends.dot：包名级别且不详细说明子包的依赖性关系图
 
作为一种对-g选项的选择，--graphviz选项可以被使用。
 
如果Graphviz包是被安装在开发系统上的，那么你可以从这些文件创建依赖性关系图的图形化渲染。如下命令
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创建包含依赖性关系图的、png格式的图片。依赖性关系图往往变得相当大，因为所有依赖性，包括例如编译器和C库在内的通用依赖性，都被展示。你可以使用-I或者--ignore-deps选项来省略通用的包：
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这些命令把expat包从依赖性关系图中去除。不幸的是，你必须要逐个指定每一个要从依赖性关系图中去除的包，因为没有方法可以用单一选项一次性去除通用依赖性。
 
由BitBake生成的依赖性关系图也包括传递依赖，使得图比必要的大。你可以用Graphviz包中的tred命令去除传递依赖：
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BitBake也包括了内置的、用于依赖性关系图的可视化工具——依赖性浏览器。使用
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启动依赖性浏览器，显示在图4-1中。
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图4-1　依赖性浏览器
 
依赖性浏览器按照每个包列出运行时、构建时和逆向依赖性。运行时依赖性是软件包在运行时所要求的全部依赖性。构建时依赖性必须在构建软件时被实现。逆向依赖性列表显示所有依赖于这个包的包。
 
提供和覆盖配置数据
 
选项-r或者--read和-R或者--postread通过便利的方法来提供额外的配置数据或者覆盖现有的设置而不修改构建环境的任何配置文件，例如bitbake.conf或者local.conf。
 
作为替代通过命令上的shell直接设置变量的方法，正如前面我们所看到的，-r或者--read可以用来在工具读取任何其他文件之前向BitBake提供配置数据：
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这种技术可以用于自动构建系统替代bblayers.conf文件来设置BBPATH和BBLAYERS变量以动态地设置构建环境。
 
使用
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允许方便地覆盖由构建环境的任何其他配置文件做出的变量设置，因为BitBake在它解析完所有配置文件以后再处理postfile.conf。例如，机器或者发行版配置可以被动态地覆盖，或者变量可以为了调试目的而被设置。
 
运行BitBake服务器
 
BitBake是客户端–服务器应用。每次你运行BitBake，它就在后台启动名为cooker的服务器或者后端进程以及用于用户界面的客户端或者前端进程。cooker后端进程进行所有元数据文件处理以及实际的构建，最终创建多个线程。当以这种多合一模式启动时，后端和前端进程使用基于管道的进程间通信（Interprocess Communication，IPC）来交换信息。
 
后端和前端进程也可以在不同的系统上独立地启动，使得你可以远程启动和监控构建过程，为了从构建环境中启动BitBake服务器进程，使用如下命令：
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这个命令启动了作为后台进程、监听在IP地址<ip>和端口<port>的BitBake服务器，你可以绑定服务器到任何IP地址，例如本地（localhost）或者你构建系统的任何网络接口的IP地址。你也可以使用任何端口，只要它不是特权所有或者正在使用中。在启动BitBake时，你必须指定--servertype=xmlrpc。虽然这看起来是冗余的，因为process和xmlrpc是当前仅有的2种被支持的进程间通信方法，并且process不能和服务器模式一起使用，在未来，BitBake可能支持额外的用于服务器模式的进程间通信方法。
 
为了使用默认的文本终端类型的用户接口连接到运行中的BitBake服务器并且执行命令，使用如下命令：
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它在远程服务器上启动针对<target>的构建过程。
4.3　BitBake元数据
 
BitBake使用元数据来控制构建过程。总的来说，元数据描述软件包，也描述它们是如何被构建以及它们如何互相关联和互相依赖。BitBake区分2种类型的元数据：
 
·变量：变量被赋予值和等价于值的表达式。变量可以是对整个构建系统全局有效的或者对当前的上下文本地有效，例如对于特定的菜谱。许多BitBake元数据变量不仅包含单一的值，也包含由空格分隔的值的列表。
 
·可执行元数据：可执行元数据是嵌入在菜谱和类中的由BitBake在菜谱的上下文中执行的函数和任务。
 
元数据被组织进5类文件：
 
·配置文件（.conf）：放在配置文件中的元数据是全局的并且影响所有引用它们的菜谱。配置文件可能只包含变量而没有可执行元数据。如果相同的变量在多个配置文件中被赋值，那么由层优先级建立的顺序决定哪个设置生效。配置文件bitbake.conf有最低的优先级，构建环境的本地配置文件local.conf有最高的优先级。
 
·菜谱文件（.bb）：菜谱包含描述特定软件包以及如何构建该软件包的元数据。菜谱通常提供任务形式的，带有用于下载、解压、打补丁、编译、打包和安装软件包的指令的可执行元数据。
 
·类文件（.bbclass）：类文件提供一种简单的、用于菜谱共享相同构建指令的继承机制。BitBake在层的classes子目录中搜索类文件。菜谱可以通过使用inherit指令，用类文件的名字引用它们来包含类文件。类是全局的，这意味着，位于层中的菜谱可以从构建环境包含的任何其他层中继承类。
 
·追加文件（.bbappend）：追加文件是菜谱文件的扩展。通常，层使用追加文件来扩展包含在其他层中的菜谱。追加文件必须拥有和它所扩展的菜谱相同的基名称，但其是.bbappend后缀而不是.bb后缀。追加文件也必须要有和它正在追加的菜谱相同的相对于层的根目录的路径。追加文件要么增加额外的元数据要么修改定义在菜谱中的元数据。追加文件的内容是逐字追加到原始菜谱的。如果来自不同层的追加文件追加相同的菜谱，那么层的优先级决定BitBake以何种顺序追加文件到菜谱。
 
·包含文件（.inc）：通过使用include和require指令，任何元数据文件可以包含其他文件。包含文件通常提供多个元数据文件共享的元数据。包含文件的内容被插入到正在包含的元数据文件的各个指令所在的位置。这当然承担着圆形夹杂的风险，BitBake会检测并对这种情况作出警告。文件包含不限于相同的层，但是层中的菜谱可以包含来自另一层的文件。.inc文件后缀是完全惯例的。一个元数据文件可以包含任何其他元数据文件；然而，包含可执行元数据的文件可能仅仅被菜谱、追加文件和类所包含。
 
BitBake在启动后立即解析元数据文件并且创建元数据缓存。这个缓存本质上是BitBake的元数据字典的持久形式。只要元数据没有变化，BitBake从缓存中读取它会极大地减少启动时间。
4.4　元数据语法
 
BitBake元数据文件使用相当简单明了的语法。在某种程度上，它类似于你可能熟悉的、来自Makefiles和shell脚本的语法。
4.4.1　注释
 
在元数据文件内的注释被前缀以#符号。注释必须在第一列开始，除非它们被置于shell或者Python函数内部（见程序清单4-4）。
 
程序清单4-4　注释
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就像任何编程语言一样，有含义注释的频繁使用使得代码对别人来说更容易被阅读和理解，并且总是被鼓励的。
4.4.2　变量
 
BitBake变量是无类型的。BitBake把所有赋给变量的值都视作字符串。
 
变量名
 
BitBake变量名可能包含大写和小写字母、数字以及特殊字符：下划线（_）、连接符（-）、逗号（,）、加号（+）和波浪号（～）。它们也可以以任何这些字符开头。
 
虽然前面的任何字符在变量名中都是被允许的，但是依据惯例，只有大写字母和下划线是被使用的，并且所有的变量名以大写字母开头。
 
变量范围
 
在配置文件（也就是，以.conf结尾的文件）中定义的变量是全局的并且在所有菜谱中可见。在菜谱中定义的变量是仅仅本地于菜谱的。菜谱由它们自己的名字空间，在菜谱中被赋值的全局变量仅仅当BitBake处理那个菜谱的时候才保持该值。
 
变量赋值
 
所有BitBake变量赋值都是带有包围值的成对分隔符的字符串字面量。分隔符要么是双引号（"）要么是单引号（'）。按照惯例，双引号是更受欢迎的。
 
直接赋值（=）
 
可以使用=符号来给变量赋值。使用
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把value赋给变量VAR。在变量赋值中的引用可以通过使用反斜杠（\）作为转义字符或者单引号来实现：
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为了可阅读性，第2种方法是更受欢迎的。
 
默认赋值（?=）
 
可以使用?=赋值操作符赋予变量默认值：
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如果变量以前没有被设置过，那么它被赋予默认值。如果它在默认赋值之前已经被设置过了，那么保留它的值。在前面的赋值序列中，如果A以前没有被设置过，那么A包含value1。B包含value2，因为第一次使用?=操作符设置了变量。
 
=操作符覆盖任何以前的默认赋值，因此，C包含value5。
 
弱默认赋值（??=）
 
当使用弱或者惰性默认赋值操作符??=时，赋值直到解析过程结束才发生，以至于针对变量的最后而不是第一个??=赋值会被使用：
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在这个例子中，如果A以前没有被设置过，那么A包含value1。如果B以前没有被设置过，那么B包含value3，因为赋值直到解析过程结束才发生。C包含value4，D包含value6，因为?=和=操作符覆盖??=操作符。
 
变量扩展
 
BitBake变量可以引用其他BitBake变量的内容：
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可以使用${}引用操作符和变量名来引用变量的内容。在这个例子中，VAR2包含“The quick brown fox jumps over the lazy dog.”。
 
直接变量扩展
 
变量扩展直到变量实际被使用到时才发生。简单地赋值包含变量扩展的表达式不会扩展引用的变量。然而，赋值操作符:=引起了赋值上的直接扩展：
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变量VAR4包含“The quick brown fox falls on the lazy dog.”因为在VAR2赋值中包含的VAR1直到VAR2的内容在使用:=操作符赋值VAR4而被引用时才被扩展。然而，截至那时，VAR1的值已经被设置成了falls on。
 
Python变量扩展
 
BitBake可以对变量赋值中的Python表达式进行求值：
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@操作符告诉BitBake把随后的表达式视作Python代码。这个代码必须被求值成值。在这个例子中，TODAY将包含类似于“Today is：Friday April 1,2016.”的值。
 
变量追加和前新增（Prepending）
 
变量内容可以使用追加和前新增操作符来和其他字符串字面量以及来自其他变量的内容连接。
 
带空格的追加（+=）和前新增（=+）
 
+=和=+操作符分别追加和前新增变量，同时在值之间增加空格：
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这个例子结果是，变量VAR1包含12　34，变量VAR2包含67　89以及变量VAR3包含12　34　5　67　89。
 
不带空格的追加（.=）和前新增（=.）
 
.=和=.操作符分别追加和前新增变量而不在值之间放置额外的空格：
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这个例子的结果是，变量VAR1包含1234，变量VAR2包含6789，变量VAR3包含123456789。
 
使用_append和_prepend操作符追加和前新增
 
也可以使用加到变量名上的特殊的_append和_prepend操作符来被追加和前新增变量值：
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这个例子的结果是，变量VAR1包含1234，变量VAR2包含6789，变量VAR3包含123456789。
 
_append和_prepend操作符不插入任何空格。如果空格是需要的，那么你必须用字符串字面量包括它们。
 
去除（_remove）
 
在变量中包含空格分隔的值列表的单一值可以通过_remove操作符去除：
 

 [image: ]

 
这个例子的结果是，变量VAR1包含字符串789　123456789　789。
 
条件变量赋值
 
变量OVERRIDES包含由冒号（:）分隔的值的列表。每个值代表需要被实现的条件：
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BitBake从右到左处理条件，这意味着，右边的优先级高于左边的。
 
条件变量设置
 
变量通过用下划线（_）追加条件到变量名而被有条件地设置：
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在这个例子中，变量PROTECTION包含lotion，因为条件sun被包含在OVERRIDES列表中。考虑如下的例子，其中2个条件都被包含在OVERRIDES列表中：
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在这个例子中，变量PROTECTION包含sweater，因为条件snow相对于条件rain有更高的优先级。
 
在下面的例子中，变量PROTECTION包含umbrella，因为条件hail不被包含在OVERRIDES列表中：
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像任何其他元数据，变量OVERRIDES也可以引用其他变量的内容：
 

 [image: ]

 
条件变量设置允许默认值的赋值在特殊条件被满足时用特定的值覆盖它。这个方法被构建系统频繁使用，例如，特定参数需要被传递到编译器用于编译器机器依赖的代码。
 
条件追加和前新增
 
条件也可以用来追加和前新增变量：
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这个例子的结果是，PROTECTION被设置成sweater umbrella。
 
用更高优先级（更加靠右于OVERRIDES）追加和前新增会更优先，正如条件变量赋值的情况一样。
4.4.3　包含
 
元数据文件可以包含其他元数据文件以允许共享的设置。常见的用例是构建相同软件包的不同版本的菜谱。包含文件提供共享的设置，例如构建指令、安装目录等，它们由特定于要构建的版本的设置以及实际菜谱来补充，例如下载位置和源文件的名字。
 
BitBake提供2个针对可选包含和必须包含的包含指令：
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当用include指令实现可选包含时，BitBake尝试定位包含文件，但是即使不能找到文件，它也会悄无声息地继续操作。相反，用required指令实现的必须包含使得BitBake以错误信息退出。
 
对大部分用例来说，用required指令包含一个文件是受欢迎的，因为如果BitBake不能定位包含文件它便会警告你，这可以防止错误，例如在路径和文件名字中的错别字。然而，有时受欢迎的是，提供不要求直接改变元数据文件的定制化方法。对这样的情况来说，把include指令放进元数据文件会提供用于可选的定制化的机制。如果定制化是希望的，那么包含文件可以被提供，但是如果它是不必要的并且包含文件不存在，那么BitBake简单地忽略包含。
 
指令include与required可以和相对路径以及绝对路径一起使用：
 

 [image: ]

 
当相对路径被使用的时候，BitBake尝试使用由BBPATH变量指定的文件路径列表来定位文件。BitBake使用它找到的、有正确路径段和文件名的第一个文件。
 
在BitBake定位到包含文件后，它解析包含文件的内容，并且在它遇到包含指令的位置把内容插入到起始包含文件。因此，包含文件可以覆盖原先由起始包含文件所做出的设置，反过来也一样，使得包含指令被放置到起始包含文件的恰当位置是重要的。
 
当然，包含文件必须符合起始包含文件的BitBake元数据语法。菜谱和类可以包含含有配置项以及可执行元数据的文件。然而，配置文件只可以包含含有配置项但不含有可执行元数据的文件，因为后者在配置文件中是不被支持的。
 
被包含的文件本身可以包含其他文件。那个实践存在循环包含的风险，因为BBPATH搜索顺序的原因，特别是对于被相对路径包含的文件。然而，BitBake检测循环包含并且以错误信息终止。
4.4.4　继承
 
通过类，BitBake提供了简单的继承机制。类可以被菜谱、追加文件和其他类用inherit指令来继承。
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类是带有.bbclass文件名后缀的、被放置进元数据层的classes子目录中的元数据文件。指令inherit仅仅使用类名，它是不带后缀的类文件名的基名称。它仅仅可以用在菜谱、追加文件和其他类文件中。
 
第一眼看来，继承似乎是非常相似并且最终冗余于包含的。然而，区别在于BitBake如何处理和解析类：
 
·BitBake通过它们的类名来识别类而不是通过它们的文件名和路径，这意味着类名字必须是在所有构建环境包含的元数据层中唯一的。
 
·BitBake在解析完配置文件之后和解析菜谱之前会解析一次类。包含文件是在BitBake遇到包含指令时被解析的。如果相同的包含文件是被多个其他文件所包含的，那么在起始包含文件的上下文中，BitBake多次解析相同的文件。这使得类对于由许多不同菜谱共享的构建指令来说是更加高效的机制。然而，对于菜谱构建相同软件包的不同版本来说，使用包含文件是好的选择，因为通常一次仅有特定软件包的一个版本是被构建的。
 
·BitBake的DataSmart写时复制（Copy-on-Write，COW）数据存储仅仅维护类的一个副本，即使类文件被数百个菜谱使用，使用包含文件也可能导致数据的重复。
 
通用类的使用简化了很多菜谱。例如，针对构建软件包的autotools类利用GNU Autotools配置机制可以将菜谱减少为数行代码（见程序清单4-5）。
 
程序清单4-5　使用autotools类
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前面的菜谱构建GNU nano编辑器，它是自动工具化的软件包。菜谱本身仅仅指定了SRC_URI和包名字，而所有构建自动工具化的软件包的复杂度都是被隐藏在autotools类中的。
4.4.5　可执行元数据
 
菜谱、追加文件和类可以包含可执行元数据的定义。可执行元数据是BitBake可以执行的shell或者Python函数。
 
BitBake把可执行元数据和变量等同对待：函数名是和代表被赋予的值的函数代码一起存储在数据字典中的。结果就是，函数可以像普通变量一样被追加和前新增，并且可能有元数据的属性。
 
定义在菜谱和追加文件中的元数据函数的范围是本地于特定文件的，而定义在类中的函数是全局的。
 
shell函数
 
shell函数被定义在元数据文件中，正如你会在普通shell脚本中定义它们（见程序清单4-6）。
 
程序清单4-6　可执行元数据shell函数
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在函数体内的代码遵循普通shell的语法。实际上，BitBake在执行shell函数时调用shell的解释器/bin/sh。理想的是，所有shell函数应该被写成无关于系统默认的特殊的shell解释器。在所有由Yocto项目官方支持的Linux发行版上，默认的shell解释器是Bourne Again Shell（bash）。为了使你自己的代码可移植，建议避免shell特定的扩展并且遵循针对bash衍生的共同特性，例如.sh、.bash、.ksh和.zsh。
 
Python函数
 
可执行元数据也可以被定义为Python函数（见程序清单4-7）。
 
程序清单4-7　可执行元数据Python函数
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关键词python告诉BitBake其后的代码被解析成Python代码。
 
为可执行元数据使用Python使得你能导入任何Python模块并且利用许多可用的函数。在函数体内，你必须注意Python针对代码段的缩进方案。建议使用空格替代制表符用于缩进。
 
全局Python函数
 
函数可以通过使用def关键词而被全局定义，并且不管它们被定义在什么文件中，如程序清单4-8所示。
 
程序清单4-8　全局Python函数
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语法和定义任何标准Python函数完全相同。
 
因为函数是全局的，我们可以从任何其他Python元数据函数中调用它。
 
匿名Python函数
 
菜谱、追加文件和类可能使用__anonymous关键词作为函数名字或者一起省略函数名来定义匿名Python函数（见程序清单4-9）。
 
程序清单4-9　匿名Python函数
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在特殊单元解析过程的结尾，BitBake执行匿名函数。例如，定义在菜谱中的匿名函数在菜谱已经被解析后执行。
 
任务
 
前面的部分描述了如何定义shell和Python函数作为可执行元数据。问题是，BitBake如何从元数据文件中执行函数？我们已经看到BitBake在完成解析菜谱或者类后如何执行匿名函数。
 
BitBake把特殊函数认作任务。任务是被定义在菜谱和类中的，并且可以：
 
·针对特殊菜谱直接从BitBake命令行调用
 
·被BitBake作为构建过程的部分而自动化地执行
 
程序清单4-10提供了例子。
 
程序清单4-10　定义任务
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为了将shell或者Python函数定义为任务，它的名字必须被前缀以do_。除了这个，任务和任何其他可执行元数据完全类似。指令addtask被用来增加任务到BitBake任务列表和定义任务执行链。
 
在程序清单4-10中的代码定义了任务clean并且用addtask将其增加到任务列表。这个技术允许任务可以从BitBake命令行调用。让我们假设程序清单4-10的代码被放在名为myrecipe.bb的菜谱中。使用
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调用菜谱的clean任务。菜谱使用before和after与addtask指令一起增加任务build、download、unpack、compile和install，创建执行链。运行以下命令：
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首先运行download任务，其次是unpack任务，再次是compile任务，然后是build，以及最后是install任务。
 
当BitBake被以菜谱作为参数调用但没有指定要运行的任务时，那么BitBake运行默认任务。默认任务是通过变量BB_DEFAULT_TASK来被定义的。通过base类设置该变量为：
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其使得build成为类似于针对makefiles的all目标的默认任务。菜谱和类当然可以覆盖BB_DEFAULT_TASK以将其设置为不同的任务。
 
从函数中访问BitBake变量
 
BitBake变量可以从shell和Python函数中被访问到。
 
从shell函数中访问变量
 
从shell函数内，BitBake变量可以直接通过使用变量扩展表示法而被访问（见程序清单4-11）。
 
程序清单4-11　从Shell函数中访问变量
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可以从shell函数中读取变量和写变量。然而，写变量仅仅在shell脚本的范围内局部性地改变它的值。在程序清单4-11中，BPN是在do_install中被覆盖的BitBake变量。被覆盖的值仅仅对do_install函数有效。考虑到BitBake创建针对do_install函数的带有所有变量设置和扩展的shell脚本并且执行该脚本，那个惯例是容易理解的。
 
从Python函数中访问变量
 
从Python函数中访问BitBake比从shell函数中访问稍微复杂一点儿，因为BitBake变量不能被直接读取或者写而是必须用特殊函数从BitBake数据字典中获取并且通过BitBake数据字典操作（见程序清单4-12）。
 
程序清单4-12　从Python函数访问变量
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函数getVar和setVar通过BitBake的数据字典提供对变量的访问，它是由全局Python变量d所引用的。BitBake的数据字典是作为Python类实现的。函数getVar和setVar是该类的方法。对于两个函数的第一个参数都是要被访问的变量的名字。对getVar的第二个参数是告诉函数是否扩展变量表达式的布尔型（Boolean）值。对setVar的第二个参数是变量的新值。
 
创建本地的数据字典副本
 
使用setVar和全局数据字典全局性地修改那个变量，并且为所有后续的操作修改了它的值。如果不需要，那么可以创建数据字典的副本：
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createCopy方法创建对数据字典的新引用。因为BitBake的数据字典使用写时复制，变量的实际副本直到写操作访问时才被创建。
 
访问包含值列表的变量
 
许多BitBake变量包含值是由分隔符分隔的值列表。通常，从数据字典中获取出来后，这些列表变量被转化成Python数组（见程序清单4-13）。
 
程序清单4-13　访问变量列表
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程序清单4-13的样例代码从数据字典中获取变量SRC_URI，它是空格分隔的URI字符串。然后它使用split操作符把字符串拆分成字符串数组。如果没有在数据字典中找到变量SRC_URI，那么术语or""返回空的字符串以使代码具有故障保护能力。
 
你会发现这个样例代码的变体被频繁使用在菜谱和类中以获取和处理列表。
 
追加和前新增函数
 
类似变量，可以使用_append和_prepend操作符追加和前新增函数（见程序清单4-14）。
 
程序清单4-14　追加和前新增函数
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在程序清单4-14中的代码会产生组合的printdate函数（见程序清单4-15）。
 
程序清单4-15　组合函数
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当然，通常你不在同一个文件中追加和前新增函数。追加和前新增的典型用例是继承类和增加到由该类定义的函数的菜谱或者是扩展由其追加的菜谱定义的函数的追加文件。
 
追加和前新增可用于shell和Python函数。
4.4.6　元数据属性
 
所有BitBake元数据（也就是，变量以及函数）可以有属性（attribute），或者被称为标识（flag）。属性提供标记额外信息到元数据的方法。
 
BitBake元数据语法通过将括号（[]）中的属性名添加到变量和函数名来提供设置属性：
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可以用+=、=+、.=和=.操作符来追加和前新增属性。用来为属性赋值的表达式可能使用变量扩展。然而，不可能通过BitBake元数据语法读取属性的值。
 
可以从Python函数中使用BitBake数据字典方法getVarFlag和setVarFlag来读取和写属性的值（见程序清单4-16）。
 
程序清单4-16　元数据属性（标识）
 

 [image: ]

 
方法getVarFlag的第一个参数是变量的名字，第二个参数是标识的名字。setVarFlag使用3个参数：变量名、标识名和标识值。
4.4.7　元数据名（键）扩展
 
扩展也可以被应用到元数据名。实际的扩展发生在数据处理过程的正结尾，紧接在条件赋值、追加和前新增之前。
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变量A2包含foo，因为表达式A${B}="foo"的完全赋值直到表达式A2="bar"之后的解析过程的结尾才被判断。
4.5　源下载
 
一开始便有源，源可以在任何地方以任何格式呈现。因此，能够构建由数百个软件包组成的Linux操作系统栈的构建系统必须要能从大量源获取它们，其通常被称为上游仓库（upstream repositories）。上游仓库可以是本地的或者是远程的文件服务器或者软件配置或者例如Git、Subversion等的修订控制系统。可以例如tar的包形式打包源代码，且通常使用各种格式压缩这些包。当使用源代码控制管理系统（Source Control Management，SCM）时，通常以源树的形式一个文件一个文件地检出源代码。
 
除了提供用于从许多不同源获取源代码包的必要功能性，重要的是，构建系统提供一致和透明的从构建菜谱访问仓库而不要求最终用户了解仓库与协议实现的特性的方法。
 
BitBake通过它的fetcher架构提供了必要的框架。在BitBake术语中，获取是取得源文件的过程。来自BitBake fetch2库（bitbake/lib/bb/fetch2）的Python Fetch类通过遵循如下格式的源URI来为源代码获取呈现统一的接口：
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就大部分而言，BitBake获取器（fetcher）URI符合IETF的RFC3986标准，除了路径的处理以外。RFC3986提供了绝对和相对路径。参考标准定义有效的绝对路径为：
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BitBake支持用于绝对路径的第二种形式，但是不识别第一种形式。根据标准，有效的相对路径可以被指定成：
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BitBake确实支持使用那种格式的相对路径，同时额外识别下面这个不符合RFC3986的格式：
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这个格式被支持是为了带有获取器库的前期实现的向后兼容性以避免重写旧的菜谱。
 
BitBake URI也没有由IETF标准提供的查询（query）和片段（fragment）的标记。
 
Fetch基类延迟URI的实际处理和访问资源到特定的、由URI的方案（scheme）所确定的实现。可选参数列表依赖于获取器的特殊实现。某些方案可能访问需要带用户名和密码的身份验证的资源。那些可以通过使用标准标记而被包含在URI中。
 
Fetch基类的重要细节是，在实例化中，被传到Fetch基类的源URI参数可能不只包含单一的URI而是以前面形式的、甚至可能使用不同方案的URI列表。
4.5.1　使用Fetch类
 
虽然BitBake提供了获取器架构和获取器实现，但是它不提供用于获取源文件的默认任务。为了使用获取器，你必须要在菜谱中实现任务，或者更倾向于在BitBake类中实现它。程序清单4-17显示了样例do_fetch任务的实现。
 
程序清单4-17　样例do_fetch任务
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样例任务的第5行首先从BitBake数据字典中获取SRC_URI变量。这个变量被假设成包含空格分隔的、到源仓库的URI的列表。列表被转化成Python列表变量（或者数组）。然后，第10行从Fetch基类创建了fetcher对象。第11行尝试从仓库中下载源。样例任务的其他代码提供用于调试的日志信息并且处理由获取器导致的异常。
 
使用这个do_fetch任务的菜谱将仅仅指定SRC_URI变量。所有下载源的实际工作是由任务和获取器实现来处理的。事实上，由OpenEmbedded核心（OpenEmbedded Core）元数据层提供的base.bbclass类实现了非常类似于样例的do_fetch任务。
 
这留下了样例任务代码没有直接回答的问题：获取器下载源到哪里？如果你分析BitBake获取器库的代码，那么你会注意到，获取器期望变量DL_DIR来包含它们下载源文件所到的目录路径。
4.5.2　获取器实现
 
BitBake提供针对几乎所有被开源项目使用的常见类型的上游仓库的获取器实现。接下来的部分将分别讨论最常被用到的获取器和它们的参数。
 
本地文件获取器
 
本地文件获取器从使用file：//URI方案访问到的文件系统中获取文件。这并不意味着这些文件存在于本地主机上。它们也可能位于从远程文件服务器上被挂载的文件系统上。
 
包含在URI中的路径可以是绝对的或者相对的：
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在相对路径的情况下，获取器使用变量FILESPATH和FILESDIR来定位文件：
 
·FILESPATH包含由冒号（：）分隔的路径列表。获取器从列表中的第一个路径开始搜索文件。搜索每个目录直到有第1次的匹配。如果存在多个包含那个名字的文件的目录，那么获取器下载它找到的第一个文件。
 
·如果没有任何目录被包含在FILESPATH，那么获取器检查变量FILESDIR是否被设置。如果它是被设置的，并且包含单一的有效路径，那么获取器使用那个路径来定位文件。
 
如果在绝对路径的情况下，文件不存在，或者在相对路径的情况下，FILESPATH和FILESDIR都没有包括包含文件的路径，那么获取器引发错误。
 
本地文件获取器实际并不“下载”——也就是说，从由URI指定的路径复制文件到DL_DIR。而是它的download方法仅仅验证文件是存在的。本地文件直接从它们的原始位置被访问。
 
通常，SRC_URI指定单一文件。然而，获取器也可以要么通过在路径名字或者SRC_URI中的任何位置使用通配符要么通过把SRC_URI指向目录来访问多个文件：
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这两个形式都同等适用于绝对和相对路径。
 
本地文件获取器的实现可以在文件bitbake/lib/bb/fetch2/local.py中找到。
 
HTTP/HTTPS/FTP获取器
 
经常地，源是使用HTTP、HTTPS或者FTP协议从上游文件服务器下载下来的。BitBake默认使用GNU Wget实用程序来提供对这些协议的获取器实现。然而命令，包括任何命令行选项，都可以通过设置FETCHCMD_wget变量来指定。
 
以下是这个获取器支持的参数：
 
·md5sum：用于下载验证的MD5校验和。如果提供了，那么获取器计算针对下载后文件的MD5校验和，并且和由这个参数提供的值进行比较。如果它们不同，那么获取器引发错误。
 
·sha256sum：用于下载验证的SHA256校验和。如果提供了，那么获取器计算针对下载后文件的SHA256校验和，并且和由这个参数提供的值进行比较。如果它们不同，那么获取器引发错误。
 
·downloadfilename：如果提供了，那么获取器把下载后的文件重命名为这个文件名。
 
·name：对URI的符号引用。
 
提供用于下载验证的校验和对于获取器来说是强制的。md5sum参数和sha256sum参数必须提供其一。如果两者都提供了，那么它们必须匹配。
 
以下是针对SRC_URI的例子：
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大的MD5和SHA256校验和可能使得SRC_URI难以阅读和维护。因此，它们可以使用这个语法在SRC_URI外部被指定：
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当在SRC_URI中指定多于一个URI时，需要使用符号引用以在SRC_URI变量外部提供对所有下载的校验和：
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HTTP/HTTPS/FTP获取器的实现可以在文件bitbake/lib/bb/fetch2/wget.py中找到。
 
SFTP获取器
 
SFTP获取器允许从带有或者不带有身份认证的安全FTP站点下载文件：
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在URI中使用用于身份认证的密码是不被支持的。你必须使用SSH密钥用于身份认证。
 
获取器期望sftp命令是在开发主机上可用的。没有针对这个获取器的BitBake变量来覆盖命令和命令行参数。
 
SFTP获取器支持和HTTP/HTTPS/FTP获取器相同的参数：md5sum、sha256sum、downloadfilename和name。
 
SFTP获取器的实现可以在文件bitbake/lib/bb/fetch2/sftp.py中找到。
 
Git获取器
 
Git已经成为众多开源项目的首选源控制管理。当然，Linux内核社区正在使用它来管理内核开发。获取器克隆仓库并且能够同时检出多个分支。
 
这个获取器支持的参数如下：
 
·protocol：用于访问仓库的传输协议。被支持的协议是git、file、ssh、http、https和rsync。如果参数是忽略的，那么获取器默认成git。
 
·branch：要检出的分支。如果参数是忽略的，那么获取器默认成master。可以通过用逗号（,）分隔它们来指定多个分支。
 
·name：关于分支的符号名字。如果多个分支被检出，那么被这个参数提供的名字的数量必须匹配分支的数量。
 
·tag：要从分支获取的Git标签。如果没有提供参数，那么获取器默认成HEAD。
 
·rebaseable：告诉获取器，上游仓库可能在将来变基（rebase），导致标签和它们的SHA1散列变化。这个参数命令获取器保留本地缓存以使得未来合并可以被实施。为可变基Git仓库设置这个参数为rebaseable=1。如果参数没有被提供，那么默认是rebaseable=0。
 
·nocheckout：命令获取器在解包时不从分支检出源代码。那个指令对于使用自己的代码用于检出源代码的菜谱是有用的。如果参数没有被提供，默认值是nocheckout=0。如果菜谱使用它自己的代码用于源处理，那么设置它为nocheckout=1。
 
·bareclone：告诉获取器创建仓库的裸克隆，并且不从分支上检出源代码。把这个选项用在通过提供它们自己的例程来从分支检出源代码和追踪分支需求的菜谱中。如果参数没有被提供，那么默认值是bareclone=0。如果菜谱使用它自己的例程，那么设置它为bareclone=1。
 
以下是用于Git获取器的SRC_URI的例子：
 

 [image: ]

 
常见的错误是，当尝试用不同的协议访问Git仓库时，设置在URI开头的方案为http（或者另一个协议）而不是指定protocol参数。当然，那不会工作，因为方案告诉BitBake获取器基础设施用什么获取器。方案表示协议但是其可用protocol参数覆盖。
 
Git获取器的实现可以在文件bitbake/lib/bb/fetch2/git.py中找到。
 
Git子模块获取器
 
Git子模块获取器是Git获取器的扩展，处理那些仓库的树嵌入外部Git树的仓库。获取器检测Git仓库是否包含子模块，并且在克隆了主仓库后更新它们。
 
获取器的方案是gitsm。URI格式和参数与Git获取器的相同：
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Git子模块获取器的实现可以在文件bitbake/lib/bb/fetch2/gitsm.py中找到。
 
Subversion（SVN）获取器
 
为了从Subversion仓库检出源代码模块，BitBake提供SVN获取器。
 
这个获取器支持的参数如下：
 
·protocol：用来访问仓库的传输协议。被支持的协议是svn、svn+ssh、http和https。如果参数是被忽略的，那么获取器默认成svn。
 
·module：要检出的仓库模块。这个参数是必需的。
 
·rev：要检出的模块的修订。如果参数是被忽略的，那么HEAD被使用。
 
可以不带或者带身份认证使用SVN获取器：
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Subversion获取器的实现可以在文件bitbake/lib/bb/fetch2/svn.py中找到。
 
并发版本系统（Concurrent Versions System，CVS）获取器
 
用CVS获取器访问使用并发版本系统的仓库。这个获取器支持的参数被展示在表4-1中。
 
表4-1　被CVS获取器所支持的参数
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以下是被这个获取器支持的URI的例子：
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CVS获取器的实现可以在文件bitbake/lib/bb/fetch2/cvs.py中找到。
 
其他获取器
 
除了在前面部分细节描述的获取器之外，BitBake支持这些不经常用到的仓库和修订控制系统：
 
·Bazaar：针对GNU项目修订控制系统Bazaar的获取器。方案是bzr://。获取器的实现可以在文件bitbake/lib/bb/fetch2/bzr.py中找到。
 
·Mercurial：针对跨平台的、分布式修订控制系统Mercurial的获取器。方案是hg://。获取器的实现可以在文件bitbake/lib/bb/fetch2/hg.py中找到。
 
·Open Build Service：访问由SUSE Linux发行版使用的开放构建服务（Open Build Service，OBS）管理的源的获取器。方案是osc://。获取器的实现可以在文件bitbake/lib/bb/fetch2/osc.py中找到。
 
·Perforce：访问由专有商业修订控制系统Perforce管理的源的获取器。方案是p4://。获取器的实现可以在文件bitbake/lib/bb/fetch2/perforce.py中找到。
 
·Repo：访问使用Android repo工具用于仓库管理的Git仓库的获取器。方案是repo://。获取器的实现可以在文件bitbake/lib/bb/fetch2/repo.py中找到。
 
·SVK：从SVK仓库中访问资源的获取器。方案是svk://。获取器的实现可以在文件bitbake/lib/bb/fetch2/svk.py中找到。
 
URI语法和这些获取器的使用遵循和更主流获取器一样的规则。获取器可能使用额外或者不同的参数以适应它们的特殊功能性。
4.5.3　镜像
 
菜谱设置SRC_URI变量为源代码的上游位置。除了SRCI_URI，BitBake支持镜像下载站点，从那里它可以替代性地获取源代码包。
 
BitBake使用已定义的序列来访问文件位置和站点：
 
·BitBake首先检查由DL_DIR指定的本地下载目录，是否在SRC_URI中提供的文件已经被下载了。如果已经被下载了，它跳过访问任何上游和镜像站点，并且使用在DL_DIR中的文件。如果一些文件是存在的，另外一些不存在，那么BitBake增量地下载文件。如果SRC_URI是源代码控制管理系统，那么它验证在DL_DIR中的正确分支和标签，并且根据需要最终更新它们。
 
·如果在SRC_URI中提供的文件不是本地可用的，那么BitBake尝试从PREMIRRORS变量指定的镜像站点中下载它们。
 
·如果前镜像站点不提供包，那么BitBake使用SRC_URI从上游项目站点直接下载文件。
 
·如果从上游项目站点下载是不成功的，那么BitBake使用由MIRRORS变量提供的镜像站点。
 
·如果下载站点都没有提供需要的文件，那么BitBake抛出错误消息。
 
使用镜像和前面的序列是BitBake的默认行为。如果你不想使用镜像，那么你需要将PREMIRRORS或MIRRORS变量或两者都设置成空字符串。
 
PREMIRRORS和MIRRORS变量指定用于键匹配SRC_URI的正则表达式和指向各自镜像的URI组成的元组列表：
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元组的键和URI是由一个或者多个空格字符分隔的，元组之间是用新行符来各自分隔的。通常，镜像使用HTTP协议用于文件下载，但是其他文件下载协议，例如FTP、HTTPS和SFTP也是有效的，只要BitBake有对应的获取器。
 
对文件下载的操作是简单直接的。例如，如果BitBake遇到使用FTP方案的SRC_URI，那么它会寻找在MIRROR变量中的匹配键，然后为镜像的URI替换SRC_URI方案和路径。使用上面的镜像列表：
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有效地转化成：
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然而，如果镜像的URI指向下载站点，那么对于例如Git的源代码控制管理系统仓库镜像如何工作？在这种情况下，BitBake期望仓库被打包成tar包。它从镜像下载tar包，并且本地解压它包含的仓库。
 
Yocto项目于http://downloads.yoctoproject.org/mirror/sources处提供了在高可用性基础设施上的源镜像。这个镜像在所有Yocto项目构建环境中均由Poky参考发行版策略默认启用。
 
创建镜像
 
创建你自己的镜像站点有优点，例如为团队最小化网络访问和控制产品的Linux发行版从哪个源被构建。你可以通过从Yocto项目镜像下载所有源包并且把它们放在一台内部网络服务器的目录中来创建你自己的镜像站点。你也可以从Yocto项目构建环境的下载目录中创建镜像，该环境用于构建Linux发行版。本地下载目录已包含所有必要源，但是尚未采用适合镜像站点的格式。默认，并且为了节省构建时间，BitBake不为源代码控制管理系统创建源tar包。你可以通过增加如下内容到conf/local.conf文件来命令BitBake在本地下载目录中创建tar包：
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在构建已经成功完成后，简单地复制所有在下载目录中的文件到镜像服务器。你必须复制文件。你不能使用到文件的符号链接，因为获取器不跟随符号链接。
 
在镜像服务器被设置后，你可以使用它的URI用于MIRRORS和PREMIRRORS变量。
4.6　HelloWorld——BitBake方式
 
前面的章节解释了BitBake要素并且为使用BitBake作为构建系统奠定了基础。现在是时候用简单的例子来说明问题了——BitBake的HelloWorld。这可能不是你可以用BitBake处理的最原生的例子，但是它示例了如何使用它来给作为目标的构建主机构建开源软件包。
 
这个例子从源构建nano文本编辑器（http://nano-editor.org）。nano使用GNU Autotools用于配置。为了这个工作在构建主机上的例子，你需要安装包含Autotools的GNU开发包。你当然也需要BitBake。
 
首先，我们需要为我们的BitBake HelloWorld项目设置构建环境。程序清单4-18显示了它的布局。
 
程序清单4-18　BitBake HelloWorld构建环境布局
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我们简单地从BitBake安装目录复制BitBake的默认文件base.bbclass和bitbake.conf到构建环境。就本例而言，它们包含所有需要的设置。
 
文件bblayers.conf设置构建环境并且也包含我们的meta-hello层，它最终包含用于构建nano编辑器的菜谱（见程序清单4-19）。
 
程序清单4-19　bblayers.conf
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文件首先设置BBPATH变量为构建环境的顶级目录并且初始化BBFILES为空字符串。然后，它增加meta-hello层到BBLAYERS。为了简化性，这个例子是全部自包含的，并且在构建内包含meta-hello。
 
正如前面简要列出的，所有BitBake层都必须包含layer.conf配置文件，它被显示在程序清单4-20中。
 
程序清单4-20　layer.conf
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这个文件本质上是样板文件模板的副本。仅有的必要调整是搜索模式和优先级设置。
 
最后，我们需要菜谱来构建nano编辑器。我们把这个菜谱放进层的顶级目录meta-hello的子目录recipes-editor中。到我们层的菜谱的完整路径匹配在layer.conf中BBFILES内的表达式。程序清单4-21显示了菜谱。
 
程序清单4-21　nano.bb
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这个菜谱使用了很多BitBake元数据语法的主要概念：变量设置、变量扩展、Python变量扩展、变量属性、从Python代码中访问BitBake变量、Python任务、shell任务等。
 
为了构建nano文本编辑器，从构建环境的顶级目录中简单的执行：
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如果所有东西工作正常，那么你应该看到类似于程序清单4-22的输出。
 
程序清单4-22　构建Nano文本编辑器
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nano可执行程序位于你可以运行它的tmp/work/nano-2.2.6-r0/nano-2.2.6/src中。
 
你可以用如下命令清理构建环境：
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当然，这是非常简单的例子。构建系统，例如OpenEmbedded构建系统，构建完全的Linux操作系统栈，必须提供更多功能性并且包含数百个菜谱和很多类。另外，OpenEmbedded构建系统能够针对不同架构和许多不同机器类型来进行构建，也为它们构建必要的交叉工具链。
4.7　依赖处理
 
构建系统极少只构建单一的软件包。如果多个软件包被构建，那么依赖通常存在于那些包中的一些之间，意味着构建系统必须能够处理这样的依赖。构建系统必须能够检测所有对包做出的变更，重新执行任何因变更而失效的任务，然后也重新执行任何来自于依赖变更包的一个或者多个任务输出的软件包的任务。
 
构建系统通常区分2种类型的依赖：
 
·构建依赖：对成功构建的软件包来说所需要的组件。这些可以是头文件、静态库或其他组件。
 
·运行时依赖：对软件包正常操作所需要的组件。这些可以是库、配置文件或其他组件。
 
为了表达依赖，构建系统必须实现一种让软件包声明它们的名字或者功能性的方法，以及一种让其他软件包将那个名字或者功能性引用为依赖的方法。
4.7.1　配置
 
用于软件包的BitBake菜谱使用PROVIDES变量来声明它们的名字和功能性，然后其他菜谱可以用其来表达它们对那个软件包的依赖。BitBake给出了3种不同的配置的变体，在本书中，它们被称为隐式配置、显式配置和符号配置。
 
隐式配置
 
BitBake从菜谱的文件名中获得用于软件包、软件版本和软件修订的值。它将这些值用于配置，除非它们被菜谱的内容显式地覆盖，如在下个章节所解释的。
 
BitBake文件名遵循下面的惯例：
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惯例用下划线（_）连接包名、包版本和包修订；例如，
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BitBake解析文件名并且对应地设置变量PN、PV和PR：
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如果菜谱名不提供包修订，那么PR默认成r0。如果它不提供包版本，那么PV默认成1.0。当然，在通过菜谱名使用隐式配置时，你不能指定包修订而不指定包版本。如果你想提供包修订而不指定包版本，那么你必须使用显式配置。然而，这样做通常没有多大意义，因为包修订仅仅在包版本的上下文中才有意义。
 
通过赋值
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包总是声明它的包名。
 
显式配置
 
3个变量PN、PV和PR可以由菜谱自己通过对它们赋值来显式地设置。这样的显式配置覆盖任何从文件名中获取到的设置。BitBake对应地设置PROVIDES变量。
 
符号配置
 
菜谱也可以覆盖或者添加到可用于指定该包的符号名字的PROVIDES变量。然后依赖于它的包可以引用符号名字。如果多个包或者同一个包的多个版本提供相同的功能性，那么这是有意义的：
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这个用在菜谱中针对nano文本编辑器的声明将增加符号名字virtual/editor到名字列表。增加符号名字到PROVIDES而不是全部覆盖变量是一直被推荐的。符号名字实际上做什么不重要，但是为了避免符号名字和实际其他菜谱名字的无意冲突，开发者已经采用惯例来使用前缀virtual/用于符号名字[1]。
 
明显的是，如果多个包使用相同的符号名字，那么构建系统必须有一种方法来决定使用哪个菜谱。我们会在4.7.3节解决这个问题。
 
[1] 因为符号名字中前斜杠的使用，很明显在Linux构建主机上，符号名字永远不会与实际菜谱中的名字发生冲突，因为在UNIX系统上，前斜杠是用来分隔路径段的。
4.7.2　声明依赖
 
菜谱通过分别向DEPENDS和RDEPENDS变量增加它们所依赖的包名来声明构建依赖和运行时依赖：
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两个变量都包含一个它们所依赖的空格分隔的实际或者符号名字列表。当然，那些包必须通过PROVIDES变量来提供它们的名字，正如前面部分所简要描述的。
 
虽然依赖是被声明在菜谱级别的，但是在菜谱级别上强制它们是相当不高效的。例如，在菜谱级别强制构建依赖将意味着，构建包的菜谱的所有任务都必须在已经成功完成了之后，依赖于那个包的菜谱的第1个任务才可以开始。对于并行构建过程来说，那将是不那么优化的，因为例如获取源代码、解压它、给它打补丁等的任务是不依赖于已经成功完成构建过程的另外一个包的。然而，配置和编译包的任务依赖于包的构建过程的成功完成。因此，BitBake在任务级别强制依赖。强制是通过使用元数据属性deptask和rdeptask来实现的。每个任务有包含必须是从DEPENDS中列出的每个包中完成的空格分隔任务列表的deptask属性：
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对于代码例子，包含在DEPENDS中的每个菜谱的do_populate_staging任务都必须在这个菜谱的do_configure_task可以运行之前完成。
 
rdeptask属性完成对运行时依赖的相同功能：
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在这个例子中，菜谱的do_package_write任务不能在运行时所依赖的所有包完成其打包步骤之前运行。
4.7.3　多个提供器
 
通过符号配置，多个包可能满足其另一个包的构建或运行时依赖。例如，可能有两个包提供用于一个电子邮件程序的文本编辑器功能。电子邮件程序本身不关心这两个文本编辑器的哪一个提供这个功能性，只要其中一个是可用的就行：
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这两个编辑器包都提供邮件包所需要的virtual/editor功能性。BitBake如何选择两个编辑器包的其中之一来构建？通过PREFERRED_PROVIDER变量，你可以选择BitBake构建的提供virtual/editor的包：
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最常见的是，这个变量被放进配置文件中，例如发行版策略配置文件。
4.8　版本选择
 
许多元数据层包含多个菜谱以构建相同软件包的不同版本。例如OpenEmbedded核心元数据层提供多个菜谱来构建Linux内核的不同版本。
 
默认情况下，BitBake总是选择构建包的最新版本的菜谱，正如PV变量所指示的。然而，你可以通过指定PREFERRED_VERSION变量来覆盖默认行为：
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你必须根据实际包名来设置这个变量。有时，版本号是由额外信息所追加的，例如Git标签或者一个次版本号。在这个情况下，你通过向版本字符串增加百分号（%）来告诉BitBake，额外的信息是不相关的：
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菜谱可能设置DEFAULT_PREFERENCE变量来指示比它版本号更低或者更高的优先级：
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默认情况下，BitBake将选择editor-1.2.bb菜谱而不是editor-1.1.bb菜谱，因为它是更新的版本。然后，通过使用DEFAULT_PREFERENCE，构建旧版本的菜谱的优先级被提高。对于DEFAULT_PREFERENCE的默认值是5。
 
推荐你仅仅对实验性的构建更新版本的菜谱使用DEFAULT_PREFERENCE来降低它们的优先级：
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如果你不知道菜谱正在使用它，那么使用DEFAULT_PREFERENCE除了降低实验性菜谱的优先级外还很容易导致不良结果和混乱。
4.9　变体
 
菜谱通常构建用于目标系统的软件包的变体。然而，对于一些包，变体是不同应用所需要的。典型的例子是在一个目标变体和一个原生或者主机变体上所需要的编译器。为了从相同的菜谱启用一个包的多个变体，BitBake提供了BBCLASSEXTEND变量：
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如果这个指令被用在一个菜谱中，那么它命令BitBake除了为目标变体也为构建主机构建软件包的一个原生变体。在这种功能性背后的机制是，BitBake又一次执行继承native类的菜谱。为了使这种机制正确工作，你必须在一个叫作native.bbclass的文件中定义natvie类。
 
BBCLASSEXTEND包含一个由空格分隔的列表，允许你用不同的类来按照需要多次执行菜谱。
 
基于正在构建的变体，在一个菜谱中包含的变量或者任务可能需要包含不同的值或者执行不同的处理步骤。这可以通过条件地覆盖变量或者任务来实现。使用以下命令：
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依赖于BitBake正在构建的变体而赋予VARIABLE不同的值。所有不使用变体覆盖的变量和任务是由所有变体所共享的。
 
变体target是隐式的。也没有类target被定义。所有用在BBCLASSEXTEND中的其他类都必须被它们各自的.bbclass文件所定义。
4.10　默认元数据
 
BitBake定义、使用和依赖于一些默认元数据对象。你会发现它们在许多菜谱和类中被引用。在接下来的部分，我们讨论这个核心的变量和任务列表。
 
当然，OpenEmbedded、Poky和其他元数据层随着它们扩展BitBake的功能性而增加更多的元数据。当谈到在第7章中构建一个定制化Linux发行版的上下文、在第8章中开发用于软件包的菜谱、在第9章中配置和编译Linux内核、在第10章中开发板支持包的时候，我们讨论许多这些扩展及其元数据并且介绍它们。
4.10.1　变量
 
BitBake引用和使用数个变量。它期望设置那些变量，否则它会引发一个错误并且终止执行。BitBake从它当前的上下文中内部地获取这些变量中的一些，并且对应地设置它们。其他则被bitbake.conf文件设置成默认值。对一个第3类来说，你必须显式地为项目提供设置。
 
内部获取的变量
 
BitBake从它当前的上下文中获取针对以下变量的值，并且对应地设置它们：
 
·FILE：到BitBake正在处理的文件的完整路径。文件可以是一个配置文件、一个菜谱、一个类等。
 
·LAYERDIR：当BitBake处理那一层时，它把这个变量设置为到当前层的目录的完整路径。
 
·TOPDIR：BitBake设置这个变量为到你已经执行了BitBake的所在目录的完整路径。BitBake期望你要么从构建环境的顶级目录运行它，要么显式地设置这个变量为你构建环境的顶级目录，正如前面所显示的。
 
项目特定的变量
 
这些变量是特定于BitBake项目的。你需要显式地为项目设置它们。
 
·BBFILES：空格分隔的针对菜谱的路径列表。用于一个层的layer.conf配置文件扩展这个变量以增加它自己的菜谱。
 
·BBLAYERS：当BitBake处理那一层时，它把这个变量设置为到当前层的目录的完整路径。
 
·BBPATH：BitBake使用这个变量在一个名为classes的子目录中定位类（.bbclass文件）、在一个名为conf的子目录中定位配置文件（.conf文件）以及在其他子目录中定位文件。变量包含一个由冒号（：）分隔的目录路径列表。层通常增加它们的顶级目录到这个变量：BBPATH.="：${LAYERDIR}"。
 
标准运行时变量
 
标准运行时变量被很多BitBake模块所引用。因此，它们必须包含有效的值以使BitBake正确运行。这些变量通常被conf/bitbake.conf文件初始化。BitBake源包提供了一个包含默认设置的conf/bitbake.conf文件。如果你从头开始启动一个BitBake项目，正如我们对HelloWorld项目所做的，你可以使用这个文件作为起始点。
 
OpenEmbedded核心元数据层，它形成Poky构建系统的基础，包含一个初始化更大的变量列表的conf/bitbake.conf文件来满足包含在那个层中的众多类的要求。随着我们在接下来的章节中探索更多Poky的功能性，我们将在它们适合的上下文中介绍这些变量。
 
·B：到BitBake构建一个源包所在的目录的完整路径。通常BitBake解压源包所到的是相同目录：B=${S}。对于树外构建，B可以被设置成指向一个不同的构建目录。
 
·BUILD_ARCH：构建主机的CPU架构。在大部分情况下，自动使用BUILD-ARCH=${@os.uname()[4]}来获取值，在Linux系统上它返回系统的架构。
 
·CACHE：到用于元数据缓存的目录的完整路径，它通常存在于构建环境的内部：CACHE=${TOPDIR}/cache。当BitBake在一个构建环境中第一次被运行时，它解析所有元数据文件和菜谱并且创建一个在后续运行时从那里读取的缓存。这改进了执行速度。一个元数据变化使缓存失效并且导致BitBake重新创建它。
 
·CVSDIR：到BitBake检出CVS仓库所在目录的完整路径。对于这个目录默认是下载目录的一个子目录：CVSDIR=${DL_DIR}/cvs。
 
·D：到一个任务（例如一个安装任务或者一个镜像创建任务）放置其输出的所在目录的完整路径。例如，一个使用make install的安装任务引用这个变量用于安装路径。
 
·DEPENDS：这个变量用一个空格分隔的包名来描述包依赖性。
 
·DEPLOY_DIR：到BitBake放置所有用于部署的文件所在的基础目录的完整路径，例如目标镜像、包源和许可程序清单（license manifest）。默认情况下，这个目录存在于构建环境中：DEPLOY_DIR=${TMPDIR}/deploy。
 
·DEPLOY_DIR_IMAGE：到BitBake复制目标二进制镜像所在目录的完整路径。它典型地指向DEPLOY_DIR：DEPLOY_DIR_IMAGE=${DEPLOY_DIR}/images的一个子目录。
 
·DL_DIR：到下载目录的完整路径。默认设置把这个目录放在构建环境中：DL_DIR=${TMPDIR}/downloads。为了避免多次下载相同的源文件和当工作于不止一个构建环境时的时间和硬盘空间的消耗，建议设置变量为构建环境外的路径。
 
·FILE_DIRNAME：到包含BitBake正在处理的文件的目录的路径。自动使用FILE_DIRNAME=${@os.path.dirname(bb.data.getVar('FILE'))}来获取值。
 
·FILESDIR：到BitBake寻找本地文件所在目录的完整路径。BitBake仅仅当它不能在任何列于FILESPATH中的目录中找到文件时使用这个变量。对这个变量的最常见的用例在追加文件中。
 
·FILESPATH：这个变量包含一个冒号分隔的、BitBake的本地获取器为了匹配本地文件所搜索的完整目录路径列表。默认设置是FILESPATH="${FILE_DIRNAME}/${PF}∶${FILE_DIRNAME}/${P}∶${FILE_DIRNAME}/${PN}∶${FILE_DIRNAME}/files∶${FILE_DIRNAME}"。
 
·GITDIR：到BitBake检出Git仓库所在目录的完整路径。对于这个目录默认是下载目录的一个子目录：GITDIR=${DL_DIR}/git。
 
·MKTEMPCMD：BitBake用来创建临时文件的命令：MKTMPCOMMAND="mktemp-q${TMPBASE}"。
 
·MKTEMPDIRCMD：BitBake用来创建临时目录的命令：MKTMPCOMMAND="mktemp-d-q${TMPBASE}"。
 
·OVERRIDES：冒号分隔的条件覆盖的优先级列表。BitBake从右到左处理这个列表，所以后面列出的有更高优先级。
 
·P：用横线（-）连接的包名、版本：P="${PN}-${PV}"。
 
·PERSISTENT_DIR：到BitBake持久存储文件所在目录的完整路径。默认设置是PERSISTENT_DIR="${TOPDIR}/cache"。CACHE和PERSISTENT_DIR变量可以互换使用。其中之一必须被设置。如果PERSISTENT_DIR没有被设置，BitBake退回使用CACHE。
 
·PF：用横线（-）连接的包名、版本和修订：PF="${PN}-${PV}-${PR}"。
 
·PN：从菜谱文件名获取的包名。
 
·PR：从菜谱名获取的或者显式设置的包修订。
 
·PROVIDES：空格分隔的、声明一个包提供了什么的名字列表。其他菜谱可以使用这些名字来声明它们对这个包的依赖。
 
·PV：从菜谱文件名获取的或者显式设置的包版本。
 
·S：到BitBake放置已解压文件所在目录的完整路径。默认情况下，对于包来说这是一个工作目录的子目录：S="${WORKDIR}/${P}"。
 
·SRC_URI：为源包下载URI。
 
·SRCREV：用于从源代码控制管理系统下载所用的源修订。
 
·SVNDIR：到BitBake检出Subversion仓库所在目录的完整路径。对于这个目录默认是下载目录的一个子目录：SVNDIR=${DL_DIR}/svn。
 
·T：到一个BitBake处理一个包菜谱时存储临时文件（例如任务代码和任务日志）的所在目录的完整路径。默认情况下，这个目录存在于包的工作目录中：T="${WORKDIR}/tmp"。
 
·TARGET_ARCH：针对BitBake正在构建的CPU架构。
 
·TMPBASE：到一个BitBake使用MKTMPCMD和MKTEMPDIRCMD命令来创建临时文件和目录的所在目录的完整路径。BitBake模块、类和任务根据它们的需求而设置这个变量。
 
·TMPDIR：到BitBake放置所有构建输出（例如包构建、根文件系统阶段、镜像和包源）的顶级目录的完整路径。它通常存在于构建环境内部：TMPDIR="${TOPDIR}/tmp"。对于这个变量名字的选择和它的默认设置有点不那么幸运。虽然从BitBake总是可以重建它们的角度来说，在TMPDIR内的文件和目录是临时的，但是目录包含所有构建输出和制品。这使得目录实际上比它的名字所暗示的更加重要。
 
·WORKDIR：到BitBake构建一个包并且存储所有与包的构建过程相关的日志信息的目录的路径。默认设置是WORKDIR="${TMPDIR}/work/${PF}"。
 
正如你所看到的，许多变量引用其他变量，特别是针对文件和目录的路径。这创建了一个使你能够通过仅仅改变在一个配置文件的变量来简单定制构建环境的非常灵活的架构。
4.10.2　任务
 
BitBake代码也包含一个由base.bbclass提供的base类的默认实现。你可以使用这个类作为你自己的基于BitBake的构建系统的起点。当然，OpenEmbedded核心元数据层提供了一个扩展的base类。
 
BitBake的默认base.bbclass提供以下的任务：
 
·build：这是BitBake在执行菜谱时的默认任务，除非另一个任务是通过变量BB_DEFAULT_CLASS的。默认base类不实际实现任何有用的用于执行的东西。你需要在菜谱中覆盖它或使用它作为另一个任务的锚点，正如我们在HelloWorld例子中所做的。
 
·listtasks：带有任何目标执行这个任务显示所有可适用于目标的任务。其中包含目标的菜谱所定义的任务以及菜谱从类中所继承的任何任务。注意，任务必须以它们任务散列值的顺序列出，并不是按照字母排序或者以它们的执行为顺序。
4.11　总结
 
这一章展示了BitBake的概览——OpenEmbedded和Poky背后的构建引擎。
 
·BitBake是由OpenEmbedded和Yocto项目作为OpenEmbedded构建系统的核心组件而联合开发的，被2个项目共享。Yocto项目的Poky参考发行版发布包含针对特定发布、匹配Poky元数据的BitBake版本。
 
·BitBake要求执行或者构建环境伴随特定元数据变量被正确地设置。Poky包含shell脚本来正确设置和初始化构建环境。
 
·BitBake元数据区分变量和可执行元数据或者函数。元数据函数可以作为shell或者Python代码来实现。任务是特别声明的、被BitBake作为目标的构建过程的一部分执行的元数据函数，或者是可以被显式地从BitBake命令行调用的元数据函数。
 
·元数据被组织成配置文件、菜谱、类、追加文件和包含文件。
 
·BitBake的元数据语法提供各种表达式以操作变量内容。变量可能包含单一值或者由分隔符所分隔的值的列表。
 
·条件变量赋值以及变量追加和前新增允许基于上下文来覆盖变量。OVERRIDES变量包含条件的优先级列表。
 
·作为shell代码实现的元数据函数可以直接访问元数据变量，而Python函数需要通过BitBake数据字典来访问它们。
 
·来自Python元数据函数的返回值可以直接被赋予元数据变量。
 
·BitBake的依赖处理允许在包级别声明依赖。为了优化并行执行，BitBake强制在任务级别的依赖性。
 
·用于包的符号名允许包基于提供的功能性而不是实现包的名字来申明依赖性。变量PREFERRED_PROVIDER允许选择实现的包。
 
·包可能提供多个菜谱以构建包的不同版本。BitBake总是构建带有最高版本的最新包，除非不同的版本是通过PREFERRED_VERSION指定的。
 
·变体或者类扩展提供一种用于针对不同应用（例如目标和构建主机）多次构建相同包的机制，而不用重写整个菜谱。
4.12　参考文献
 
BitBake的源包包含可以被格式化成HTML或者PDF输出的DocBook格式的文档。在线文档位于www.yoctoproject.org/docs/2.0/bitbake-user-manual/bitbake-user-manual.html。
第5章　故障排除
 
作为软件开发者，你应当非常清楚，不是“万一”而是“何时”会在构建软件中出问题这一疑问非常重要。复杂构建系统的故障排除可能是使人畏缩的任务。失败可能源自构建系统的很多不同方面：在菜谱中和类中的代码、配置文件设置、交叉开发、要构建的软件包、打包等。其大体归结为：
 
·定位和识别失败的原因
 
·寻找和应用解决方案
 
手头上有恰当的工具并且知道如何有效地使用它们，这可为正确地定位和识别问题的根本原因（root cause）节省大量时间和努力。OpenEmbedded构建系统提供了一组帮助你寻找导致构建失败的问题的工具。然而，寻找针对问题的解决方案，可能是具有挑战性的。由于潜在的大量问题及其起源，对于如何解决构建问题没有单一和简单的回答。问题解决需要许多关于识别问题模式以及修改和应用类似问题的解决方案的经验。我们不阻止你进行问题解决，但是鼓励你设置符合现实的预期。依赖于你的软件开发经验，你能相当轻松地找到对一些问题的解决方案，而其他则代表着更大的挑战。然而，有可能你不是唯一经历特定问题的人。互联网及其搜索引擎使软件开发者可非常轻松地找到对几乎所有问题的解决方案。
 
接下来的部分解释由OpenEmbedded构建系统提供的各种调试工具以及如何使用它们。
5.1　记日志
 
BitBake记录发生在构建过程中的所有事件。所记录的事件是
 
·插入到可执行元数据中的调试语句
 
·来自由任务和其他代码执行的任何命令的输出
 
·由任务和其他代码执行的任何命令所发出的错误消息
 
所有日志消息被路由到各种日志文件，从这些文件中，它们可以被获取。BitBake为它所执行的每个任务以及它自己的主构建过程创建日志文件。任何由BitBake任务和其他代码执行的命令发送到stdout和stderr的全部输出都被重定向到日志文件。在正常操作中，BitBake不显示在执行时的任何日志输出，除非有警告或者错误条件。
5.1.1　日志文件
 
BitBake为它的所有进程维护独立的日志文件。其中包含它的cooker进程，它是主构建进程，也是对每个菜谱的每个任务来说的主进程。cooker进程为它所运行的每个任务派生独立进程。
 
通用日志文件
 
BitBake将所有通用日志文件（例如cooker的look文件）存储在由LOG_DIR变量指向的目录中。默认情况下，这个目录是用于临时构建文件的目录中的名为log的子目录：
 

 [image: ]

 
在那个目录中，你为每个BitBake进程（例如cooker）找到子目录。日志文件由目标机器进一步划分。例如，如果你正在为qemux86机器构建系统，那么cooker子目录包含含有实际日志文件的qemux86子目录。虽然这个设置需要一些努力来从目录树中导航，但是它更容易使你找到相关日志文件。
 
BitBake在进程启动时使用时间戳来命名日志文件，这有效地维护了日志文件的历史。拥有日志文件的历史以及从后续构建中互相比较文件可以帮助你有效地追踪构建失败。BitBake总是为其时间戳使用协调世界时（Coordinated Universal Time，UTC）而不是使用本地时间，这使得它们在使用不同时区的远程构建服务器时是容易比较的。
 
cooker日志文件包含所有BitBake在运行时也写到控制台的日志输出。程序清单5-1显示仅仅针对来自预先构建的包中的镜像的简短cooker日志文件。
 
程序清单5-1　cooker日志文件
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cooker日志文件中的一条重要信息是构建配置，它告诉你这个构建使用什么设置。这个信息在调试“它昨天工作，为什么今天不工作了？”这类问题时非常有价值。常见地，配置中的变化可能导致构建失败，比较成功构建的cooker日志文件和失败构建的cooker日志文件可帮助你追踪问题。下面的变量组成了列在cooker日志文件开头的构建配置：
 
·BB_VERSION：BitBake版本号。BitBake和元数据层一起演化。使用元数据层的更新版本，例如OpenEmbedded核心和更老的BitBake版本，可能导致问题。这就是Poky把核心元数据层和BitBake一起打包的原因之一。然而，BitBake向后兼容，使得你可以使用更新的版本和更老的元数据层。
 
·BUILD_SYS：构建系统的类型。变量作为UILD_SYS="${BUILD_ARCH}${BUILD_VENDOR}-${BUILD_OS}"被定义在bitbake.conf中。BUILD_ARCH包含uname-m的输出，BUILD_OS包含uname-s的输出，BUILD_VENDOR是通常为空的定制字符串。
 
·NATIVELSBSTRING：用破折号连接的发行者ID和发布号码，正如用命令lsb_release获取的。
 
·TARGET_SYS：目标系统的类型。这个变量作为TARGET_SYS="${TARGET_ARCH}${TARGET_VENDOR}${@['-'+d.getVar（'TARGET_OS',True）,''][d.getVar（'TARGET_OS',True）==（''or'custom'）]}''被定义在bitbake.conf中。
 
·MACHINE：BitBake正在为其构建的目标机器。
 
·DISTRO：目标发行版的名字。
 
·DISTRO_VERSION：目标发行版的版本。
 
·TUNE_FEATURES：针对目标CPU架构的优化参数。
 
·TARGET_FPU：用于目标架构的浮点单元的身份识别。
 
·meta[-xxxx]：用于元数据层（如果它们是从Git仓库中检出的）的分支和提交ID。
 
对于程序清单5-1中的例子，在使用x86上的64位架构的Fedora18构建主机上，作者已经使用了从Yocto项目的Git仓库中检出的Poky。目标系统是使用Poky发行版策略为QEMU构建的32位Linux系统。
 
任务日志文件
 
BitBake为它所运行的每个菜谱的每个任务创建日志文件。默认情况下，BitBake在T变量指向的目录中存储任务日志文件。默认情况下，这个目录是菜谱工作目录的子目录：
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这对除了清理工作目录的clean任务以外的所有任务都适用。因为运行clean任务最终也删除工作目录和它的子目录，所以对于clean任务，T变量被有条件地设置成：
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日志文件被存储到根据其执行菜谱的包名命名的子目录中。
 
用于任务的日志文件被命名为log.do_<taskname>.<pid>，其中pid是任务被BitBake运行时的进程ID。进程ID用于区分多次执行的相同任务的任务日志。这使得比较场景前和场景后以及比较成功的任务执行和失败的执行是简单直接的。更大的任务号码通常意味着更多的当前运行。名字为log.do_<taskname>的符号连接指向包含最当前运行的日志输出的日志文件。
 
除非在元数据文件中有不正确的语法，否则几乎所有构建失败都与菜谱任务的执行有关。当定位针对失败任务的日志文件时，通过打印它的完整路径和错误消息到控制台，BitBake提供了大量帮助。程序清单5-2显示了用于构建nano文本编辑器的菜谱当前失败的任务。
 
程序清单5-2　任务失败
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以ERROR开头的行包含构建失败的相关信息，例如指向问题根本原因的线索、失败的任务以及到日志文件的完整路径。你可以简单地使用日志文件的路径在你喜欢的编辑器中查看任务失败原因的额外信息。即使你清除控制台或者关闭它的窗口，你仍然可以稍后从cooker日志文件中获取这个输出。
5.1.2　使用记日志语句
 
一个若不是最常用到的，那就是更常用到的，用于在编程中调试的方法是向代码中插入允许遵循执行路径和通过打印变量内容来检查数据的调试消息。
 
BitBake提供多个级别来指示消息的严重性：
 
·Plain（普通）：完全按照传递的方式记录消息而不带任何额外信息。
 
·Debug（调试）：记录前缀了DEBUG:的消息。记日志功能也期望在1和3之间指示调试级别的数字型参数。然而，只有对于Python函数，调试级别才被实际求值。对于shell函数，所有消息都被记录而不管调试级别。
 
·Note（注意）：记录前缀了NOTE:的消息。它被用来通知用户需要知道的条件或者信息。
 
·Warn（警告）：记录前缀了WARNING:的消息。警告指示最终应该被用户关注的问题；然而，它们不导致构建失败。
 
·Error（错误）：记录前缀了ERROR:的消息。错误指示需要被解决以成功完成构建。然而，构建可以继续直到没有需要构建的任务。
 
·Fatal（致命）：记录前缀了FATAL:的消息。致命条件使得BitBake在消息已经被记录后立即终止构建过程。
 
依赖于上下文，所有消息被写入到各自的日志文件中。注意，警告、错误和致命消息页被输出到控制台。调试消息仅仅当BitBake的调试级别等于或者高于消息的级别时才被写到控制台。BitBake的调试级别是通过增加-D参数到BitBake的命令行来设置的。
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分别选择调试级别1、2或者3。普通消息永远不被写到控制台。
 
日志消息可以被插入到定义在支持可执行元数据的文件中的任何函数：也就是，菜谱、追加文件和类。对Python和shell可执行元数据来说，提供了匹配日志级别的记日志函数（见表5-1）。
 
表5-1　日志函数
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Python函数作为BitBake库的一部分实现。你可以在文件bitbake/lib/bb/__init__.py中找到实现。BitBake的Python记日志使用了和扩展了Python的记日志的类。文件bitbake/lib/bb/msg.py为日志消息提供格式化和过滤类。特别是，类BBLogFormatter提供用于不同消息级别的色彩化。如果色彩化被启用，那么警告消息以黄色显示，错误和致命消息以红色打印。
 
shell函数是由logging.bbclass实现的，logging.bbclass是由OpenEmbedded核心元数据层提供的。
 
在程序清单5-3和5-4中的伪代码说明了对于Python和shell可执行元数据的记日志功能的使用。
 
程序清单5-3　Python记日志例子
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程序清单5-4　shell记日志例子
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在你自己的类和菜谱中有用的地方使用记日志消息是可取的和被鼓励的。指示处理过程的消息应该使用调试级别。指示警告和错误的消息应该使用恰当的级别。通常，你不应该使用致命级别而应替代性地使用错误级别，它给了BitBake完成并行运行的其他任务的处理、清理和使构建环境处在一致状态的机会。使用致命级别会导致BitBake立即终止执行，它可能使得构建环境处于BitBake无法在后续执行时自动恢复的状态。
5.2　任务执行
 
对于任何给定的菜谱，BitBake以由依赖性定义的特殊序列执行一系列任务，对菜谱使用命令listtasks会得到你为该菜谱定义的所有任务的列表（见程序清单5-5）。
 
程序清单5-5　该列出用于菜谱的任务
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输出是以字母顺序列出所有任务，并简要说明每项任务的功能。然而，它不提供关于在一般构建过程中什么任务被运行以及以何种顺序运行的信息。
 
正如我们在第3章中所看到的，对任何软件包的构建很大程度上遵循下面这些标准步骤：
 
·获取：从下载站点或者克隆源仓库获取包源代码包，以及所有可应用的补丁和其他本地文件。
 
·解压：从包中解压源代码、补丁和其他文件。
 
·打补丁：应用补丁。
 
·配置：在目标环境中为构建准备资源。
 
·构建：编译源，归档对象进入库，以及将对象链接进可执行程序。
 
·安装：复制二进制和辅助文件到它们在模拟的系统环境中的目标目录中。
 
·打包：根据被选择的包管理系统创建安装包，包括任何程序清单。
 
你可以通过分析由在OpenEmbedded核心元数据层中的类创建的任务依赖性来遵循构建链，方法是在类文件中搜索关键字addtask：
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使用输出，你可以判定任务依赖性（见程序清单5-6）。
 
程序清单5-6　任务依赖性
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对于程序清单5-6，我们使用了应用到典型用户空间软件包的任务。例如内核的特殊包使用不同的过程。我们也按照执行序列排序了列表并且省略了对于典型的包构建过程来说不相关的任务。
5.2.1　执行特定任务
 
对给定的菜谱单独执行任务和在连续执行之间做出调整，这在调试构建失败时可能是非常有帮助的。
 
使用
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为给定的<target>菜谱执行<task>。常见的场景是第一次构建包且在编译包的时候发现错误，对源代码做出调整或者修改配置，然后再次运行compile任务来验证变更是否已经解决了问题：
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单独重新执行任务允许你在构建过程的任何阶段做变更然后仅仅执行被变更影响的任务。因为BitBake为任务的每次执行创建日志文件，所以被进程ID所区分，你可以轻松地分析修改的效果。
 
一旦变更有了希望的结果，你需要把它们和一般构建过程集成起来。因为在包的构建目录中做出的修改是不永久的并且在清理构建目录时会被擦掉，所以需要通过修改菜谱、创建追加文件、包含额外的补丁等来增加它们到构建过程。
5.2.2　任务脚本文件
 
对一个任务的每次执行，BitBake创建包含当运行任务时其所执行的命令的脚本文件。任务脚本文件位于和任务日志文件相同的目录中：
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任务脚本文件被命名为：
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<pid>后缀用于区分对于多次执行的相同任务的脚本文件。不带进程ID后缀的文件run.do_<taskname>是一个符号链接，其指向BitBake为任务的最新运行执行的脚本文件。
 
用于Python任务的脚本文件是从继承和访问BitBake数据字典的BitBake构建环境内部执行的。用于shell任务的脚本文件包含整个构建环境，并且是通过派生进程执行的。在很多情况下，它们可以直接从命令行运行。
 
文件log.task_order包含任务及其对应的脚本文件和用于最新执行的进程ID的列表。
5.3　分析元数据
 
整个BitBake构建过程是由元数据驱动的。可执行元数据提供过程步骤，它们是通过不同变量的值来配置的。这些变量中的很多依赖于特定菜谱的执行上下文。例如，类似SRC_URI的变量是由每个菜谱定义的。很多变量也引用其他变量，它们在执行上下文中扩展。条件变量设置和追加是用于动态调整执行上下文的强大概念但是在调试构建失败时也增加了复杂性。
 
从变量名字和设置中的简单的错别字到不正确的变量扩展和条件赋值，对构建过程来说，失败或产生不正确的输出的可能很多。因此，能够分析构建系统用于不同上下文内的变量设置是重要的。命令
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打印用于全局BitBake环境的数据字典到控制台。在其潜在地被特定菜谱上下文覆盖之前检查默认设置是有用的。用带有目标的命令显示用于那个特定目标的数据字典条目：
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这个命令的缺陷是它列出变量和函数，因为变量不是别的而是可执行元数据。BitBake在相同的数据字典中存储变量和函数。列出每个函数的代码会使得输出相当冗长难以分析。不幸的是，不管BitBake还是OpenEmbedded都没有提供仅仅列出变量的功能。然而，通过包含程序清单5-7中的代码到类文件中，这个功能可以被简单地增加。
 
程序清单5-7　showvars任务
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当和
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一起使用时，任务以字母顺序列出目标执行环境的所有变量而不列出函数。
5.4　开发shell
 
起源于从源到对象、库和可执行文件的编译和链接在交叉构建时调试是有挑战性的。你不能仅仅改变到源目录、输入make、检查错误消息以及改正问题。用于软件包的构建环境通常被配置成主机系统上的原生构建。交叉构建环境要求不同的并且常常是相当复杂的用于工具、头文件、库等的设置以进行正常操作。
 
Poky参考发行版为它自己的BitBake构建过程创建交叉构建环境。通过命令devshell，它也可以在shell中向开发者提供交叉构建环境。命令
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为目标启动、带有交叉构建环境的终端。交叉构建环境的设置与Poky用于完成自己构建的shell完全匹配。在那个shell内，你可以像使用构建主机上的原生构建一样使用开发工具。环境参考正确的交叉编译器以及任何头文件、库和其他被需要的文件构建软件包。
 
如果devshell命令所靶向的软件包的任何依赖性还没有被构建，那么Poky预先构建它们。
 
如果你正在从带有窗口管理器的图形用户界面上使用BitBake，那么它自动尝试判断需要用的终端程序并且在新窗口中打开它。变量OE_TERMINAL控制使用何种终端程序。它通常被设置成auto。你可以将它设置成在构建环境的conf/local.conf文件内被支持的终端程序之一。终端程序必须被安装在开发主机上。可以通过设置OE_TERMINAL="none"来完全禁止devshell的使用。
5.5　依赖性关系图
 
在第4章中，我们看到包是如何使用它们菜谱中的DEPENDS和RDEPENDS变量来声明对其他包的直接的构建时和运行时依赖性的。你可以简单地意识到，这个实践可以如何导致长且复杂的依赖性链。
 
当然，BitBake必须能够解析这些依赖性链以用正确的顺序来构建包。使用它的依赖性解析器，BitBake也可以创建用于分析和调试的依赖性关系图。
 
BitBake使用DOT普通文本图形描述语言来创建依赖性关系图。DOT以一种可以被人和计算机程序共同读取的语言来提供一种描述带有节点和边缘的无向和有向图的简单方法。来自Graphviz（www.graphviz.org）包的程序以及许多其他程序可以读取DOT文件并且将其渲染成图形展示。
 
为了为目标创建依赖性关系图，用-g或者--graphviz选项调用BitBake。使用
 

 [image: ]

 
为<target>创建以下的依赖性文件：
 
·pn-buildlist：这个文件不是DOT文件但是包含以目标开始的逆向构建顺序的包列表。
 
·pn-depends.dot：包含首先声明节点然后声明边缘的有向图中的包依赖性。
 
·package-depends.dot：本质上和pn-depends.dot一样但是紧接节点之后为节点声明边缘。这个文件可能更易于被人读取，因为它会将终结于节点的边缘和节点一起分组。
 
·task-depends.dot：声明在任务级别上的依赖性。
 
BitBake也提供了内置的用于包依赖性的用户界面——依赖性浏览器。你可以用如下的命令启动依赖性浏览器：
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依赖性浏览器使你能够在图形用户界面内分析构建时和运行时依赖性以及逆向依赖性（依赖于那个包的包），如图5-1所示。
 
 
 [image: ] 


图5-1　依赖性浏览器
 
如果Graphviz包安装在开发系统上，那么你可以使用它来创建依赖性关系图的可视化渲染：
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从DOT文件创建PNG文件。
5.6　调试层
 
BitBake的层架构提供了优雅的组织菜谱的方法。然而，它也引入了复杂度，特别是当多个层提供相同的菜谱或用追加文件修改相同的菜谱时。
 
工具bitbake-layers提供一些帮助分析和调试构建环境所用的层的函数。调用
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提供可以和工具一起使用的命令列表：
 
·help：不带任何参数或者通过指定help作为参数，工具显示可用的命令列表。如果你提供命令，那么它将显示对于那个命令的额外帮助信息。
 
·show-layers：展示构建环境所用的层以及它们的路径和优先级的列表。
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·show-recipes：以字母顺序展示菜谱的列表，包括提供给它的层。
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·show-overlayed：展示叠加的菜谱的列表。如果另带有相同名字的菜谱存在于一个不同的层中，那么这个菜谱是叠加的。
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当构建叠加的菜谱时，BitBake发出告警并且构建来自带有最高优先级的层的菜谱。
 
·show-appends：展示带有追加文件的菜谱列表。追加文件以应用顺序显示。
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·show-cross-depends：展示所有依赖于其他层中元数据的菜谱的列表。
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·flatten<directory>：通过解析菜谱叠加和追加并把输出写入由参数directory提供的单层目录来扁平化层级结构。一些规则适用：
 
·如果层包含叠加的菜谱，来自带有最高优先级的层的菜谱被使用。如果层具有相同的优先级，那么在构建环境的conf/bblayers.conf文件的BBLAYERS变量中的层顺序决定哪个菜谱被使用。

·如果多个层在相同的子目录中包含具有相同名字的非菜谱文件（如镜像、补丁或者类似文件），那么它们将被来自最高优先级层的那个所覆盖。

·来自列在构建环境的conf/bblayers.conf的BBLAYERS变量中的第一个层的conf/layer.conf文件被使用。

·追加文件的内容按照层的优先级或者当追加相同菜谱的层有相同优先级时按照它们在BBLAYERS变量中的顺序被简单地增加到各自菜谱。
5.7　总结
 
本章介绍了大量由OpenEmbedded构建系统提供的用于辅助排除构建失败故障的工具。分离问题的根本原因仅仅是第一步。第二步是找到解决方案，它可能更具挑战性。然而，在很多情况下，其他开发者可能已经遇到过相同或者类似的问题，并且搜索互联网常常引发一个或者更多关于问题和可能解决方案的讨论。
 
·日志文件是用于识别失败位置的好起点。任务日志文件包含任务所执行的命令的全部输出。
 
·插入你自己的日志消息到菜谱和类中可以帮助查明构建失败。
 
·多次执行特定任务允许对比结果。任务日志文件不被连续的执行所覆盖。
 
·打印元数据显示它们的任务上下文中的变量，包含变量扩展和条件赋值。
 
·开发shell允许在BitBake使用的相同的交叉构建环境中执行make目标。
 
·依赖性关系图支持追踪由软件包之间未被解决的依赖性导致的构建失败。
 
·bitbake-layers实用程序提供了一组辅助调试使用多个层的构建环境的函数。
第6章　Linux系统架构
 
在前面的章节中，我们介绍了Yocto项目和OpenEmbedded构建系统的核心概念和组件。在我们详细探索如何用Yocto项目构建我们自己的定制Linux发行版之前，是时候后退一步看看是什么组成了Linux系统。
 
理解Linux系统的架构为OpenEmbedded核心用来创建各种系统组件（例如根文件系统、内核镜像和引导加载程序）的方法提供了上下文。
 
我们首先看看Linux系统的剖析，然后将其分解成它的组件。
6.1　Linux或者GNU/Linux？
 
你可能已经注意到了，在一些上下文中，Linux操作系统被称为Linux，而在另一些上下文中则被称为GNU/Linux。这种区别背后的原因是，严格来说，名字Linux仅仅指的是作为操作系统的基础或者核心的Linux内核。
 
为了操作系统可以有用，更多的应用和库是被需要的——开发工具、编译器、编辑器、shell、实用程序等——它们不是内核的一部分。大量的这些应用是由Richard Stallman在1984年启动的GNU项目所提供的。可能来自GNU项目的最知名的工具是GCC编译器、GLIBC库和EMACS编辑器。关于GNU很少知道的是，它也包含被称为Hurd[1]的操作系统内核。
 
因为几乎所有用于桌面和服务器应用的Linux操作系统都包含很多GNU项目软件包，所以很多人认为GNU/Linux是用于操作系统的更加恰当的名字，而当仅仅指的是内核时，Linux是合适的。
 
嵌入式Linux操作系统通常不包含大量工具和应用，因为它们是专用于特定用例的。通常，除了对嵌入式设备来说必要的特定应用以外，你会发现有限集合的标准工具，例如shell、编辑器和少量实用程序。常见的是，那组应用是在单一的工具盒子（例如BusyBox）中提供的。
 
[1] https://www.gnu.org/software/hurd/hurd.html。
6.2　Linux系统的剖析
 
图6-1描述了Linux系统架构的高度概览。引导加载程序不严格是Linux系统的一部分，但是对于启动系统它是必需的，所以在用Yocto项目构建完整功能性的系统的上下文中其也是相关的。
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图6-1　Linux操作系统架构
 
Linux操作系统可以被划分成两个级别，内核空间以及用户或应用空间。这种区分不只是概念性的，而是起源于事实——来自内核空间的代码相对于来自用户空间的代码是在不同的处理器操作模式下被执行的。
 
所有内核代码都是在非受限制或者特权的模式[1]中被执行的。在这种模式下，架构的指令集的所有指令都可以被执行。相反，应用代码是在受限制或者用户的模式中被执行的。在这个模式下，直接访问硬件的指令——输入/输出（Input/Output，I/O）指令——或者其他可以改变机器状态的指令是不被允许的。对特定内存区域的访问通常也是被限制的。
 
从用户模式改变到内核模式需要CPU切换上下文，它是由依赖于架构的特殊指令来实现的。例如，在遗留的x86 CPU上，int 80h软件中断或者陷阱实现了那个目的。新的x86_64 CPU提供syscall指令，是它被使用而不是int 80h陷阱。
 
[1] 和几乎所有事情一样，有规则的例外。uClinux项目（http://www.uclinux.org）构建了一个针对没有内存管理系统的微控制器的Linux系统。
6.3　引导加载程序
 
虽然在系统的生命周期中引导加载程序仅仅在启动时扮演了非常短时间的角色，但它是非常重要的系统组件。从某种程度来说，配置引导加载程序对任何运行在标准PC方式硬件上的Linux系统来说都是常见任务。对于嵌入式系统，设置引导加载程序成为非常特殊的任务，因为用于嵌入式系统的硬件不仅仅非常异于标准PC架构，而且还以很多不同变体的形式出现。这不但对不同的CPU架构来说是成立的，对实际的CPU或者片上系统（System-on-Chip，SoC）以及很多和CPU或者片上系统组合的组成硬件平台的外设来说也是成立的。
 
通常，引导加载程序被划分成两类：引导器（loader）和监控器（monitor）。在前一个情况下，引导加载程序仅仅提供仅有的功能性来初始化硬件和加载操作系统。在后一个情况下，引导加载程序也包含用户可以通过其与引导加载程序交互的命令行接口，它可以用于硬件配置、再编程（reprogramming）、初始化、测试以及其他任务。使用那些功能，在开发阶段，监控器向工程师提供了大量灵活性，但是当部署产品时也带来了一些挑战。最终用户不应该能够不经意地进入监控模式。
 
对于Linux不缺少引导加载程序。即使仅详细讨论最常被使用的引导加载程序也可以填满一本完整的书。在这一部分，我们聚焦在引导加载程序的角色上并且介绍最流行的一些引导加载程序，强调那些被Yocto所支持的引导加载程序。
6.3.1　引导加载程序的角色
 
在电力被应用到处理器板后，在任何软件应用可以被执行前，大部分硬件组件需要被初始化。每个处理器架构有它自己的、在硬件可以被使用前需要被执行的初始化步骤的集合。引导加载程序通常仅仅初始化对操作系统内核启动来说必要的硬件。所有其他的硬件和外设是在稍后的启动过程阶段由操作系统本身初始化的。一旦操作系统内核控制了硬件，它可能重新初始化最初由引导加载程序所设置的硬件组件。
 
大部分处理器有一个默认地址，从其中可以读取第一个要被执行的指令。其他处理器从被定义的位置读取该地址。硬件设计者使用那个信息来对应地安排启动芯片（bootrom）的布局和地址范围。虽然常被称为启动芯片，但是这个设备经常是电子可擦写可编程只读存储器（Electrically Erasable Programmable Read-Only Memory，EEPROM），或者现在的闪存（flash memory）。
 
启动芯片包含通常被称为第一阶段引导加载程序（first-stage bootloader）的东西。这个引导加载程序可以是仅仅数行从安全数字（secure digital）芯片加载二次引导加载程序的代码或者是提供用以初始化外围设备以及从其他设备（例如硬盘或者网卡等）启动系统的功能性的更加复杂的系统。后者的例子是在标准PC中发现的BIOS。
 
在由引导加载程序执行的硬件前期初始化中最重要的步骤是内存和内存控制器的初始化。通常，CPU在带有逻辑和物理地址之间直接映射的实模式（real mode）中开始。在实模式中，CPU不使用内存管理单元（Memory Management Unit，MMU），该单元提供抽象、虚拟和物理内存间的映射以及内存保护和重分配。操作系统内核通常作为它的第一个硬件配置步骤来初始化内存管理单元。然而，根据平台的不同，对引导加载程序来说，启用和配置内存管理单元可能是必要的。
 
在硬件初始化之后，引导加载程序定位操作系统，通常是内核，加载它进入内存，传递配置参数并且把控制转交给操作系统。此时，引导加载程序已经完成了它的责任并且终止。操作系统稍后回收所有引导加载程序使用的内存空间。
6.3.2　Linux引导加载程序
 
作为Linux系统开发者，对项目来说，你有很多用于引导加载程序的选择。引导加载程序在功能性、处理器和操作系统支持方面有差异。它们中的很多不但可以启动Linux也可以启动其他操作系统。另一个区别是它们可以从什么介质启动操作系统。除了软盘（floppy disk）、硬盘和USB存储设备，它们中的很多也可以通过BOOTP和TFTP从LAN启动。
 
当选择引导加载程序时，架构和启动介质支持是首先要考虑的。在开发中，监控功能性可以极大地加速往返开发工程化和优化启动参数。然而，当开发已经完成并且已完成产品被部署时，监控功能性可能成为惹麻烦的事，因为用户可能不经意地（或者是故意地）进入监控模式。一些提供监控能力的引导加载程序可以被重新配置以允许或者禁止对监控特性的访问或者可以用密码来保护监控模式。然而，最安全的选项，是在编译时就移除监控能力。
 
表6-1提供了常见被Linux使用的一些引导加载程序的概览。不是所有在表中展示的引导加载程序都有Yocto项目或者OpenEmbedded菜谱。为了更加完整的Linux引导加载程序的描述，它们是被包含的。不是所有的嵌入式系统都是同等创建的，最终你可能发现你自己正在写用于引导加载程序的、比默认被Yocto项目支持的那些更加适合应用的菜谱。
 
几乎所有引导加载程序都允许在默认被启动（在可配置的超时之后）之前从菜单选择不同的系统。这是对笔记本、桌面和服务器计算机来说的常见实践，给用户选择以启动失败安全或者有限的系统或者在系统被修改后的预先工作的配置。对嵌入式系统来说，这个功能性可以被用来回退到早期版本，例如，如果系统升级已经失败了。
 
表6-1　Linux引导加载程序
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在我们更细节地讨论引导加载程序之前，关于架构的一点注意：对x86的引用总是隐含着PC平台。这个平台在内存布局、总线和外设方面大部分是标准化的。它也包含BIOS，也提供对二次引导加载程序和操作系统配置信息的第一阶段引导加载程序。这使得它是相当不同于其他架构的，例如ARM和PPC，对它们没有标准化的平台。虽然不同平台使用带有相同架构内存布局的CPU，但是总线和外设可能非常不同。那些平台通常也没有BIOS或者任何其他标准化的用于获取系统配置的方法。那要求引导加载程序被特定地改变成适合特殊平台。
 
LILO
 
LILO（Linux引导加载程序，LInux LOader）曾经是用于针对x86系统的几乎所有Linux发行版的标准引导加载程序。最初由Werner Almesberger在1992年到1998年之间开发的，John Coffman从1999年到2007年之间接管维护，而自2010年起，Joachim Wiedorn一直在维护项目。虽然自从2013年GNU GRUB已经作为用于很多Linux发行版的默认引导加载程序而成功地替代了LILO，但是项目仍然是活跃的。LILO相对于很多其他引导加载程序的主要优势是，它是文件系统不可知的。操作系统可以存在任何文件系统上，包括NTFS、EXT4、FAT32以及相对新的BTRFS，并且LILO可以无关地启动它。LILO可以直接从软盘和硬盘启动Linux内核镜像。LILO是很好的文档化的并且作为很多应用的切实可行的选项，在这些应用中，例如GRUB的更复杂的引导加载程序是不需要的。
 
ELILO
 
ELILO（基于EFI的Linux引导加载程序，EFI-based LInux LOader）是由Hewlett-Packard做出的用于支持基于EFI的硬件的LILO的分支。另外，它通过BOOTP、DHCP和TFTP协议处理网络启动。
 
GRUB
 
GRUB（GNU GRand Unified Bootloader）最初是由Erich Stefan Boleyn设计和实现的。从2013年开始，它开始替代LILO作为用于Linux发行版的主流的引导加载程序。
 
GRUB最终被GRUB 2所替代，现在被称为GRUB Legacy。今天，术语GRUB通常指的是GRUB 2。
 
PUPA研究项目为GRUB 2创建了基础，并且最终演化成了GRUB 2。GRUB 2是完全的重写，并且它相关于GRUB Legacy仅仅是因为它的名字。GRUB 2使用来自Etherboot[1]开源软件包的驱动来处理借由BOOTP、DHCP和TFTP协议的网络启动。
 
SYSLINUX
 
Syslinux是包含多个用于不同目的轻量级引导加载程序的一揽子项目：
 
·SYSLINUX：用于FAT和NTFS文件系统，可以处理硬盘、软盘和USB盘的引导加载程序。
 
·ISOLINUX：用于可启动El Torito CD-ROM的引导加载程序。
 
·EXTLINUX：用于Linux EXT2/EXT3/EXT4和BTRFS文件系统的引导加载程序。
 
·PXELINUX：用于借由BOOTP、DHCP和TFTP使用大多数网络硬件所支持的预启动执行环境（Preboot Execution Environment，PXE）的引导加载程序。
 
虽然稳定，但是Syslinux是一个活跃的项目，其最新发布也支持启动基于EFI的硬件。
 
U-Boot
 
U-Boot（统一引导加载程序，Universal Bootloader），也被称为Das U-Boot，可以被认为是嵌入式引导加载程序中的瑞士军刀。基于PPCBoot和ARMBoot项目，并且最初由来自DENX软件工程的Wolfgang Denk所开发，U-Boot是最具有丰富特性、灵活的、被活跃开发的当前可用的引导加载程序之一。
 
对硬件平台的大量支持仅仅是U-Boot的众多特性之一。在这个写作的时间，U-Boot支持超过1000个平台，其中超过600个是基于PowerPC的以及超过300个是基于ARM的。如果项目使用任何这些架构，那么机会是硬件平台已经被U-Boot所支持。即使它不是被支持的，你将有很大可能找到一个可以派生自己的平台支持代码的相近匹配。
 
U-Boot也支持用于平台配置的设备树（device trees）。设备树，也被称为开放固件（open firmware）或者扁平的设备树（Flattened Device Tree，FDT），是字节码（byte code）形式的数据结构其中包含例如寄存器位置和大小、地址、中断等平台特定的参数，该参数被Linux内核所需要以正确地访问硬件和启动。U-Boot复制设备树数据结构到内存位置。设备树背后的理念是，在运行时提供平台配置参数，允许Linux内核可以被编译成用于多个平台，而不用关于特殊平台的特定信息。
 
U-Boot有很好的文档记录。主要文档是The DENX U-Boot and Linux Guide（DULG）[2]。除了那个指南，有非常细节的、包含在U-Boot源中的README文件。
 
U-Boot源仓库位于http://git.denx.de。
 
BURG
 
BURG（新统一引导加载程序，Brand-new Universal loadeR）是从GRUB衍生的近来的引导加载程序。初衷是为了支持更广泛的操作系统和有很多主题以在启动中定制引导加载程序的外观的能力。BURG还没有被广泛使用，因为它还没有被主流Linux发行版所采用。像GRUB，它仅仅支持x86系统但是提供GRUB的所有特性，包括借由BOOTP、DHCP和TFTP的网络启动。
 
systemd-boot
 
systemd-boot是定位于UEFI系统的简单的引导加载程序。它执行位于EFI系统分区（EFI System Partition，ESP）上的镜像。所有用于引导加载程序的配置文件和操作系统需要存在于EFI系统分区上。Linux内核需要通过设置CONFIG_EFI_STUB参数来配置EFI启动，以便systemd-boot可以直接将其作为EFI镜像执行。
 
RedBoot
 
RedBoot（Red Hat嵌入式调试和启动固件，Red Hat Embedded Debug and Bootstrap Firmware）是基于eCos硬件抽象层的引导加载程序。eCos是免费的、开源的、实时的、定位于嵌入式应用的操作系统。eCos和RedBoot最初是由Red Hat所开发和维护的，但是该公司已经中断了开发，所有源因此被GPL重新授权。活跃的开发和维护已经被eCosCentric公司所接管[3]，eCosCentric是由来自Red Hat的核心eCos开发者所建立的。
 
因为它的eCos传统，RedBoot为几乎所有架构支持很多嵌入式硬件平台，这些架构中就有ARM、MIPS、PPC和x86。
 
RedBoot的网络支持包括BOOTP和DHCP。它可以通过以太网使用TFTP和通过串行连接使用X-modem或者Y-modem协议下载镜像。
 
带有交互命令行接口的监控功能允许RedBoot配置、镜像下载和管理以及启动脚本化。这样的特性可以用于开发以及用于部署在现场的系统以进行远程升级。
 
[1] http://etherboot.org/wiki/index.php。

[2] www.denx.de/wiki/DULG/Manual。

[3] www.ecoscentric.com。
6.4　内核
 
操作系统的内核的两个主要功能是：
 
·管理计算机资源
 
·允许其他程序执行和访问资源
 
计算机的核心资源通常是由以下组成的：
 
·CPU：CPU是用于程序的执行单元。内核负责分配程序到处理器（调度）和设置执行环境（分派）。
 
·内存：内存为程序存储指令和数据。多个程序竞争内存，并且程序可以要求比在系统中物理可用的更多的内存（虚拟内存）。内核负责向程序分配内存、保护内存并且决定如果程序请求了多于可用的内存时会发生什么，在大部分情况下，它是小于计算机的物理内存的。
 
·I/O设备：I/O设备代表用于数据的源和水槽，例如键盘、鼠标、显示器、网络接口、存储等。内核负责通过统一的、从底层硬件的规格中抽象出来的编程接口来服务程序与设备交换数据的请求。
 
操作系统内核架构通常被分类成单内核（monolithic kernel）和微内核（microkernel）。单内核执行所有内核功能，包括在核心内核进程和内存上下文中的设备驱动。微内核仅仅执行核心功能，例如在核心内核上下文中的进程和内存管理，并且作为用户空间进程执行设备驱动。微内核允许更简单的系统配置和维护，因为设备驱动可以在系统运行时被加载和卸载。然而，那种便利性是以性能损失为代价的，因为微内核使用进程间通信（Interprocess Communication，IPC）来在内核模块之间交换数据。
 
虽然Linux内核为在执行时可以被加载和卸载的设备驱动提供可加载的内核模块，但是Linux被认为是单内核，因为这些模块被直接插入进内核的执行上下文中。因为它们是运行在内核的执行上下文中，Linux内核模块拥有对所有系统资源的访问。因此，进程间通信对于交换数据是不必需的，故而没有性能损失。
 
微内核架构的支持者声明，它是优于单内核架构的，因为它是更加干净的设计并且故障的设备驱动不能破坏整个系统。按照他们的说法，这个优势比因为增加的上下文切换和进程间通信所导致的性能损失更重要。这个问题成了在Linus Torvalds和Minix OS创造者Andrew S.Tanenbaum之间的长期存在的辩论[1]。
 
[1] Andrew S.Tanenbaum，“Linux Is Obsolete,”1992年1月29日，https://groups.google.com/forum/#!msg/comp.os.minix/wlhw16QWltI/XdksCA1TR_QJ。
6.4.1　主要Linux内核子系统
 
Linux内核被划分成一组显示在图6-2中的子系统。
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图6-2　Linux内核子系统
 
架构依赖代码
 
虽然大部分Linux内核代码独立于其执行所在的架构，但是有些部分仍然需要把CPU架构和平台考虑进去。
 
在Linux内核源树中，所有架构和平台特定的代码位于linux/arch子目录中。在那个子目录中，是另一个用于每个被Linux内核所支持的架构的目录。每个架构目录包含含有架构特定的内核代码的kernel子目录。汇编文件head.S（或者用于一些架构的不同的head_*.S文件）为CPU提供启动代码。
 
设备驱动
 
设备驱动处理所有Linux内核支持的设备。在大部分情况下，它们是硬件设备，但是一些驱动实现软件设备。一个例子是软件看门狗定时器（software watchdog timer）。
 
设备驱动组成Linux内核代码的大部分。在Linux内核源树内，设备驱动代码位于linux/drivers目录，它为特定硬件类别（例如Bluetooth、FireWire、I2C SCSI等）的各种驱动被进一步划分成子目录。
 
内存管理
 
仅有内核拥有对系统物理内存的不加限制的访问，因此负责安全地允许进程来访问它。大部分现代CPU包含提供一种通常远大于系统的实际物理内存的内存空间虚拟编址的内存管理单元。虚拟编址允许每个进程有它自己的、被内核从其他进程那里保护的私有内存空间。
 
当进程运行，内核必须保证进程的虚拟内存空间被映射到物理内存。内存以在Linux上通常是4k大小的页（page）或者段（segment）从虚拟地址被映射到物理地址[1]。然而，那不意味着进程每次只可以分配4k内存。Linux提供了被称为slab分配器的东西。虽然是基于4k页，但是slab分配允许更大块的内存被分配，减少由分配和释放引起的碎片，并且通过追踪slab的使用状态来重用以前分配的内存。
 
虚拟编址允许分配比物理存在于系统中的更多的内存。当物理内存被耗尽，内核可以把页从内存移动到例如硬盘的外部存储上。这个过程被称为交换（swapping），因为内存页从内存中被交换到了磁盘上。然而，大部分嵌入式系统没有硬盘。虽然交换到闪存设备是可能的，但是它相当不高效，并且会缩短闪存设备的寿命。
 
你可以在内核源树的linux/mm目录中找到内存管理代码。
 
虚拟文件系统
 
文件系统是当应用终止后用于持久数据存储的组织方案。它提供了用于写、读取、更新和擦除数据的机制并且管理在存储介质上的可用空间。
 
不像其他操作系统，Linux给了用户用于大量应用和存储介质的很多不同文件系统的选择。除了核心的Linux文件系统ext2、ext3和ext4，Linux提供对许多其他文件系统的支持，包括VFAT、NTFS、ZFS和新的Btrfs。
 
伴随着大的多样化是提供介于应用对于持久存储的需求和文件系统细节之间的抽象的挑战。对于例如创建、写、读取文件和浏览目录的基础操作，应用不需要知道它们的数据被存储在的文件系统的类型。
 
为了这个目的，Linux提供了用于文件操作的、被称为虚拟文件系统（Virtual File System，VFS）的通用抽象接口。虚拟文件系统是在底层文件系统实现和系统调用接口（System Call Interface，SCI）的文件操作之间的交换结构（switching fabric）。文件系统实现本质上是存在于虚拟文件系统层之上和统一的数据缓冲之下的数据管理插件。数据缓冲的目的是优化到物理存储设备的数据访问。数据缓冲层实现了一套通用的应用程序编程接口和函数集合，用于从文件系统实现到处理存储设备规格的底层设备驱动程序的数据访问。
 
虚拟文件系统的有趣方面是，它不限于存在于物理存储设备上的文件系统，但是同样地也为例如网络文件系统（Network File System，NFS）和服务器消息块（Server Message Block，SMB）的网络文件系统以及例如proc文件系统的伪文件系统提供相同的统一的接口。
 
针对虚拟文件系统和文件系统的源存在于Linux内核源树的linux/fs目录中。
 
进程管理
 
内核的进程管理负责进程的执行。应用编程领域通常区分进程和线程。在这个上下文中，进程指的是应用的执行上下文，线程指的是在进程内的独立执行路径。进程至少有一个线程，即它的主线程，从这里，它可以派生额外的线程。进程的所有线程共享相同的执行上下文、内存空间和其他资源。因此，线程也通常被称为轻量级进程（lightweight process）。
 
Linux内核不区分进程和线程的概念。它们都是作为代表包含代码、数据、栈和CPU寄存器的完整执行上下文的线程来被实现的。
 
进程管理分配计算机系统的核心资源，CPU。所有线程竞争可用CPU，调度器（scheduler）的任务是选择合适的线程来运行和分配它们可用的CPU（或者CPU核心）。Linux内核的默认调度算法是完全公平调度器（Completely Fair Scheduler，CFS）。完全公平调度器的目标是最大化全局CPU利用率同时也最大化系统的交互性能。像它所替代的以前O（1）调度器，完全公平调度器提供了调度时间，它独立于等待被执行的进程的数量。
 
Linux内核也提供了具有静态优先级的实时调度策略。最新增加到实时调度策略的是时限调度（deadline scheduling），使用基于最靠近过期时限的动态优先级的策略。
 
网络栈
 
Linux内核的网络栈本质上是参照著名的ISO开放系统互联（Open Systems Interconnection，OSI）的层式架构来建模的，正如由ISO/IEC 7498-1所定义的那样。
 
在网络层，Linux当然支持IPv4和IPv6协议，但是也支持AppleTalk、IPX、X.25、帧中继（Frame Relay）和其他的协议。传输层协议包括TCP、UDP、SPX等。
 
套接字层（socket layer）提供了应用程序和在内核中的网络协议栈之间的抽象。套接字是通信端点，它是由它的域（domain）和类型（type）来定义的。域指示例如IPv4（AF_INET）或者IPv6（AF_INET6）的协议家族。类型指示通信语义（semantics），例如基于连接的双向字节流（SOCK_STREAM）或者原始协议访问（SOCK_RAW）。
 
网络协议栈实现可以在内核源树的linux/net中找到。
 
进程间通信
 
进程间通信（Interprocess Communication）是一套用于在进程或者线程间进行数据交换的方法。进程间通信方法通常被划分成消息传递（message passing）、共享内存（shared memory）、同步（synchronization）和数据流（data stream）。
 
Linux内核进程间通信方法的实现可以在linux/ipc找到。这些函数创建用于System V和可移植操作系统接口（Portable Operating System Interface，POSIX）进程间通信机制的高层抽象的核心。
 
系统调用接口
 
系统调用接口（System Call Interface，SCI）是Linux内核和运行在用户空间的应用之间的连接。通过系统调用接口，内核提供一套通用的用于进程管理、文件管理、设备管理、进程间通信和系统管理的函数调用的应用程序编程接口。
 
Linux内核的系统调用接口由超过300个函数组成。精确的数字依赖于架构。大部分函数是通用的，虽然它们的实现可能是架构依赖的。一些函数可能是架构特定的并且仅仅被特定的架构所支持。系统调用接口实现与架构依赖部分可以在linux/arch的linux/kernel子目录中找到。
 
每个系统调用代表已定义的从用户空间进入内核的进入点。系统调用总是构成从用户模式到内核或者特权模式的CPU上下文切换。在旧的x86 CPU上，通过使用int 80h软件中断或者陷阱来调用此上下文切换。新的x86 CPU提供sysenter指令，它是比陷阱更加高效的。每个系统调用都有通过其可以被识别的唯一号码。这个号码也被称为系统调用槽（system call slot）。这个数字是从其系统调用接口通过单一应用程序编程接口来多路复用（multiplexes）和去多路复用（de-multiplexes）系统调用的关键。你可以在文件/usr/include/asm/unistd.h中找到属于特定系统调用的数字。依赖于架构，这个文件可能包含其他含有实际系统调用列表的其他文件。
 
如果手册页被安装在系统上，那么你可以使用man syscalls或者info syscalls来获取关于系统调用的更多信息。
 
用strace工具，你可以追踪系统调用和信号。例如，
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以它们的调用顺序显示被ls命令用以列出当前目录中的条目的系统调用。strace源也是用于针对不同架构的系统调用的好资源。你可以在Source-Forge的http://sourceforge.net/projects/strace找到项目的源。在目录linux下面的代码树中，有用于各种架构的子目录。每个这些子目录都包含一个名为syscallent.h的文件，它以系统调用的槽的顺序列出所有被那个架构支持的系统调用。
 
对每个架构来说，Linux内核源维护系统调用表。对于x86架构，你可以在arch/x86/syscalls/syscall_32.tbl（用于32位）和arch/x86/syscalls/syscall_64.tbl（用于64位）找到它们。
 
在Linux内核源树中没有所有系统调用都在那里实现的单一位置。然而，你可以通过从Linux内核源树内使用显示在程序清单6-1中的命令来以它的名字轻松地找到特定系统调用的实现。
 
程序清单6-1　exit系统调用的实现
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例子使用exit系统调用。简单地在命令行中用不同的系统调用名字替换exit以找到用于那个系统调用的实现。这个例子也显示了使用SYSCALL_DEFINE宏的系统调用函数定义。依赖于系统调用函数期望的参数数量，在它的名字中具有参数数量的不同宏被使用。
 
调用系统调用函数需要存储所有CPU的寄存器，在特定寄存器中传递系统调用号码和它的参数，然后发出陷阱。精确地什么需要被完成以及如何完成，依赖于架构并且经常是写在汇编代码中的。通常，用户空间应用不直接调用系统调用（虽然它们可以），而是通过包含在C库中的封装函数。
 
[1] Linux内核的默认页大小最长时间以来一直是4k，因为它已经是在粒度和管理开销之间的好的折衷，因为Linux为每个页维护一个64字节（依赖于架构和调试选项）的管理结构。对于具有4GB内存，这意味着64MB；对16GB，它是256MB。具有大量内存的系统通常使用大的页大小来减少被用于页表的内存量。页大小作为#define PAGE_SIZE（1UL<<PAGE_SHIFT）而被定义在asm/page.h中，并且可以通过修改PAGE_SHIFT来被改变。
6.4.2　Linux内核启动
 
既然我们已经讨论了主要的内核子系统，那么让我们从高层看看Linux内核启动过程。为了这个讨论的上下文，理解控制是如何从引导加载程序传到内核然后最终传到用户空间应用程序（init进程）是足够的。事实上，Linux内核经过很多用于各种硬件组件和子系统的初始化阶段。很多这些阶段依赖于硬件平台。
 
在引导加载程序已经复制Linux内核镜像进入内存之后，它把控制传给是内核镜像的前新增部分的启动加载器（bootstrap loader）。为了节省空间，内核镜像通常是压缩的，并且为内核创建恰当的执行环境、解压内核、在内存中重定位内核、然后传递控制给内核是启动加载器的职责。启动加载器直接把控制传给在模块中的内核进入点，对大部分架构来说，它是head.o。
 
模块head.o包含用于特定CPU的架构特定但是平台独立的初始化代码。这个模块是从汇编语言文件head.S中衍生出来的，head.S位于linux/arch/<ARCH>/kernel目录内，其中<ARCH>被特定架构所替换。
 
从高层来看，head.o模块执行下面的任务：
 
·验证正确的架构和CPU
 
·检测CPU类型和功能性，例如硬件浮点型能力
 
·启用CPU的内存管理单元并且创建内存页的初始表
 
·建立基础的错误报告和处理
 
·切换到在main.c中的非架构特定的内核启动函数start_kernel()
 
在linux/init中的main.c包括大段的Linux内核启动代码，从架构设置、内核命令行处理、第一内核线程的初始化到挂载根文件系统和执行第一个用户空间应用程序。
 
在执行了基础套的内核初始化之后，start_kernel()函数调用rest_init()，它派生第一个内核线程。这个线程是通过将函数kernel_init()作为第一个参数调用kernel_thread()而派生的。这个函数称为init线程。此时，有两个线程正在执行：start_kernel()和kernel_init()。前者启动调度器然后在cpu_idle()函数中无限循环。后者成为init()线程，即是带有进程ID（PID）为1的所有用户空间进程的父进程。
 
在最后，kernel_init()启动第一个用户空间应用。如果init命令作为内核命令行的一部分而被传递，那么kernel_init()首先尝试启动那个程序。如果没有init命令被传递，那么函数会尝试一组它从根文件系统中加载的默认程序。它以这个顺序尝试/sbin/init、/etc/init、/bin/init和/bin/sh直到成功。如果没有一个成功，那么内核以著名的错误消息“No init found.Try passing init=option to the kernel.See Linux Documentation/init.txt for guidance.”退出。
 
通常，第一个用户空间进程是稍后启动其他用户进程的init或者启动系统的一部分。通常由Linux桌面和服务器所使用的init系统是System V Init、systemd和Upstart。嵌入式系统尝试使用例如BusyBox的更轻量级的启动系统或者直接启动它们的核心应用。
6.5　用户空间
 
既然内核已经完成了它的初始化，启动了init进程并在其内执行了第一个用户空间应用，那么系统已经进入了用户区或者用户空间。用户空间是所有运行在操作系统的内核之外并且包含所有库和应用程序的代码。用户空间提供了系统所需要的用来服务其预想目的的所有功能性。
 
用户空间的配置和它包括的库与应用程序在每个系统之间各不相同。然而，总有几乎所有系统都包括的库：C标准库（LIBC）。正如init进程是所有进程的父进程，LIBC可以被认为是所有库的父库。即使显示在程序清单6-2中的经典的Hello World，其应用程序也需要大量的逻辑以把2个字放在屏幕上。
 
程序清单6-2　Hello World
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这个程序调用printf()，它是由LIBC应用程序编程接口提供的众多函数之一，减轻应用程序员执行更繁重的实现核心功能性的任务的负担。LIBC应用程序编程接口是由ANSI C标准所指定的。对于UNIX系统来说，ANSI C标准是作为POSIX库的一部分而被描述的，POSIX库是ANSI C库的超集。POSIX是IEEE标准。当前的版本是POSIX.1-2008或者IEEE Std 1003.2008。
 
很多LIBC应用程序编程接口直接映射到内核的系统调用。事实上，经常地，函数的实现仅仅是对系统调用的封装。
 
对于Linux系统来说，多个LIBC的实现是可用的。它们在库本身的内存占用、与ANSI的C标准兼容性、性能、模块化和可配置性方面有变化。表6-2提供了常见实现的概览。
 
表6-2　用于Linux的C标准库
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EGLIBC的目标是轻量级并且可配置的、支持交叉编译、与GLIBC二进制兼容的LIBC。
 
二进制兼容性允许为GLIBC编译的应用程序运行在具有EGLIBC的系统上而不需要重新编译。其他LIBC实现通常仅仅提供应用程序编程接口的兼容性并且需要重新编译。
 
虽然最初是想被用于嵌入式系统，但是正在增加的数量的桌面和服务器Linux发行版已经使得EGLIBC成为它们的默认。因此，正在努力逐步停止不同的EGLIBC和GLIBC分支，赞成在GLIBC的庇护下的共同开发工作。在写作本书的时候，EGLIBC已经被官方地合并进了GLIBC。我们在这里提到EGLIBC是出于历史原因。
6.6　总结
 
Linux操作系统栈是由很多不同组件所组成的。在本章中，我们仔细检查了它的架构以为关于OpenEmbedded构建系统如何构建组件和组装它们成为工作的Linux系统的讨论创建基础。
 
·引导加载程序在系统启动中扮演着短暂但是重要的角色。引导加载程序的职责是初始化硬件、加载与启动操作系统内核。
 
·Linux内核是大型和复杂项目。它被划分成各种提供内核功能性和把它从底层硬件抽象出来的子系统。
 
·内核的系统调用接口（System Call Interface，SCI）是内核和用户空间应用的桥梁。
 
·用户空间或者用户区是指所有运行在内核以外的代码。内核启动第一用户空间进程。
 
·LIBC为应用程序提供了一组常用的应用程序编程接口和函数。LIBC去除了对应用开发者来说处理系统错综复杂之处的需要，并且使得应用程序在不同系统之间变得可移植。
6.7　参考文献
 
内核文档，https://www.kernel.org/doc/Documentation。
第7章　构建定制Linux发行版
 
在前面的章节中，我们为使用Yocto项目工具来构建定制Linux发行版奠定了基础。现在到了我们把知识用在工作中的时间了。
 
第2章简要列出了针对构建系统的先决条件和如何设置构建主机、配置构建环境以及启动一个构建，该构建创建一个准备运行在QEMU模拟器中的系统。本章我们将重用那个构建环境。如果你还没有准备构建系统，那么我们推荐你回到第2章并遵循步骤完成。执行使用Poky默认设置的构建验证设置。其中会下载大部分源代码包并且建立共享的状态缓存，这两个都加速了本章提供的例子的构建时间。
 
在第3章和第4章中，我们解释了OpenEmbedded构建系统和BitBake语法。本章和接下来的章节显示了使用那个语法的BitBake菜谱的例子或者片段。虽然语法大部分是简单直接并且类似于典型的脚本语言，但是有一些特定于BitBake的构造。参考第4章，你会找到语法例子和解释。
 
当用Yocto项目实验时，你肯定会遇到构建失败。它们可能因为各种原因而发生，并且故障排除是具有挑战性的。你可以参考第5章以了解帮助你追踪构建失败的工具。
 
第6章概要描述了Linux发行版的组成部分。虽然引导加载程序和Linux内核对于工作的Linux操作系统栈来说是不可分割的，但是用户空间组成了它的大部分。在本章中，我们主要关注如何通过Yocto项目提供的菜谱和OpenEmbedded项目的其他兼容层来自定义Linux操作系统栈、用户空间库和应用程序。
7.1　核心镜像——Linux发行版蓝图
 
OpenEmbedded核心和其他Yocto项目层包括一些样例镜像。这些镜像提供用于典型Linux操作系统栈的根文件系统配置。它们包括从仅仅启动设备到命令行提示的非常基础的镜像到包含X窗口系统（X11）服务器和图形用户界面的镜像。这些参考镜像被称作核心镜像（core images），因为它们各自菜谱的名字都以core-image开头。你可以从你构建系统的安装目录内使用find命令定位用于核心镜像的菜谱（见程序清单7-1）。
 
程序清单7-1　核心镜像菜谱
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可以把核心镜像视作通过扩展它们可以从其中获得你自己的发行版的Linux发行版蓝图。所有核心镜像菜谱都继承自core-image类，core-image类自己从image类继承。所有镜像设置IMAGE_INSTALL变量来指定什么包被安装进根文件系统。IMAGE_INSTALL是包和包组（package group）的列表。包组是包的集合。定义包组减少了潜在的在IMAGE_INSTALL变量中列出数百个单一包的需求。我们在本章接下来的部分会解释包组。镜像菜谱要么显式地设置Image_INSTALL，要么扩展它自己的由core-image类提供的默认值，由core-image类提供的默认值安装packagegroup-core-boot和packagegroup-base-extended这两个包组。默认创建启动到控制台的工作的根文件系统。
 
让我们更进一步地看看各种核心镜像。
 
·core-image-minimal：这是允许设备启动到Linux命令行登录的最基础的镜像。登录和命令行解释器是由BusyBox提供的。
 
·core-image-minimal-initramfs：这个镜像本质上和core-image-minimal一样，但是具有包括基于RAM的初始根文件系统（initramfs）的Linux内核。
 
·core-image-minimal-mtdutils：基于core-image-minimal，这个镜像也包含用户空间工具来与在Linux内核中的内存技术设备（Memory Technology Device，MTD）子系统交互以在闪存设备上执行操作。
 
·core-image-minimal-dev：基于core-image-minimal，这个镜像也包含用于安装在根文件系统中的所有包的全部开发包（例如头文件）。如果和原生目标工具链一起部署，那么它允许在目标上的软件开发。与交叉工具链一起，它可以用于开发主机上的软件开发。
 
·core-image-rt：基于core-image-minimal，这个镜像目标构建Yocto项目实时内核（real-time kernel）并包含用于实时应用的测试套件与工具。
 
·core-image-rt-sdk：除了core-image-rt之外，这个镜像包含由所有已安装包的开发包所组成的系统开发工具包（System Development Kit，SDK）；开发工具例如编译器、汇编程序（assembler）和链接器，以及性能测试工具和Linux内核开发包。这个镜像允许在目标上的软件开发。
 
·core-image-base：本质上是core-image-minimal，这个镜像也包含中间件和应用包以支持大量如WiFi、蓝牙、声卡和串行口的硬件。目标设备必须包含必要的硬件组件并且Linux内核必须为它们提供支持。
 
·core-image-full-cmdline：这个最小化的镜像添加典型的Linux命令行工具（bash、acl、attr、grep、sed和tar等）到根文件系统。
 
·core-image-lsb：这个镜像包含与Linux标准基（Linux Standard Base，LSB）规格说明保持一致性所需的包。
 
·core-image-lsb-dev：这个镜像和core-image-lsb相同，但是也包含安装在根文件系统上的所有包的开发包。
 
·core-image-lsb-sdk：除了core-image-lsb-dev之外，这个镜像包含例如编译器、汇编程序和链接器，以及性能测试工具和Linux内核开发包的开发工具。
 
·core-image-x11：这个基础的图形镜像包含X11服务器和X11终端应用。
 
·core-image-sato：这个镜像提供包含用于移动设备的OpenedHand Sato用户体验的X11支持。除了Sato屏幕管理器之外，镜像也提供一些使用Sato方案的应用，例如终端、编辑器、文件管理器和一些游戏。
 
·core-image-sato-dev：这个镜像和core-image-sato相同，但是也包含安装在根文件系统上的所有包的开发包。
 
·core-image-sato-sdk：除了core-image-sato-dev之外，这个镜像包含例如编译器、汇编程序和链接器，以及性能测试工具和Linux内核开发包的开发工具。
 
·core-image-directfb：将DirectFB用于图形化和输入设备管理的镜像，DirectFB可能包含图形化加速和窗口系统。因为相比于X11内存占用非常小，DirectFB是用于需要图形化支持但不需要完全的X11功能性的低端嵌入式系统的较佳选择。
 
·core-image-clutter：指示基于X11且包含Clutter工具包的镜像。Clutter基于OpenGL并且提供用于动画图形用户界面的功能性。
 
·core-image-weston：这个镜像使用Weston替代X11。Weston是使用Wayland协议和实现来与它的客户端交换数据的合成器。这个镜像也包含拥有Wayland能力的终端程序。
 
·qt4e-demo-image：这个镜像在完成启动过程后启动用于嵌入式Qt工具包的演示应用。用于嵌入式Linux的Qt提供直接写到框架缓冲区的图形化应用的开发框架来替代使用X11。
 
·core-image-multilib-example：这个镜像是支持多个库的例子，通常是在其他64位系统上对32位的支持。镜像基于核心镜像并且增加希望的多库包到IMAGE_INSTALL。
 
下面的3个镜像不是用于嵌入式Linux系统的参考镜像。我们为了完整性的目的而把它们包括在这个讨论中。
 
·core-image-testmaster、core-image-testmaster-initramfs：这些镜像是用于在真实硬件设备或者在QEMU中测试其他镜像的参考。它们被部署到要启动进入的独立分区然后使用脚本来部署要测试的镜像。这个方式对于自动化测试比较有用。
 
·build-appliance-image：这个菜谱创建包含Yocto项目构建系统所需要的所有东西的Yocto项目构建器具虚拟机镜像。这个镜像可以通过使用VMware Player或者VMware Workstation来启动。
 
学习参考镜像菜谱是学习如何构建这些镜像以及什么包组成了它们的很好的途径。核心镜像也是用于你自己的Linux操作系统栈的好起点。你可以简单地通过添加包和包组到IMAGE_INSTALL来轻松扩展它们。镜像仅仅可以被扩展，不能被收缩。为了构建具有更少功能性的镜像，你必须从更小的核心镜像开始并且仅仅添加你需要的包。没有简单的方法来去除包。它们中的大部分是通过包组来添加的，并且如果你不想安装被包组包含的包，那么你将需要拆分包组。当然，如果你正在去除包，那么也必须去除任何依赖于它的其他包。
 
有很多你可以添加将被包含在根文件系统中的包和包组的方法。接下来的部分将解释它们并提供为什么你希望使用某个方法而不是其他方法。
7.1.1　通过本地配置来扩展核心镜像
 
最简单的用于增加包和包组到镜像的方法是增加IMAGE_INSTALL到你构建环境的conf/local.conf文件中：
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正如我们已经看到的，镜像菜谱设置增加包和包组的IMAGE_INSTALL变量。为了扩展镜像，你必须追加包和包组到这个变量中。你可能疑惑为什么我们使用显式的_append操作符替代+=或者.+操作符。在所有菜谱和配置文件已经被处理后，使用_append操作符无条件地追加指定的值到IMAGE_INSTALL变量。镜像菜谱通常使用=或者?=操作符来显式地设置IMAGE_INSTALL变量，这可能发生在BitBake处理了in conf/local.conf中的设置之后。
 
例如，增加
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会在根文件系统中安装strace和sudo工具以及SQLite。当使用_append操作符时，你必须要记住在第一个包或者包组的前面增加空格，因为这个操作符不会自动包含空格。
 
使用在构建环境的conf/local.conf中的IMAGE_INSTALL会无条件地影响你将要用这个构建环境所构建的所有镜像。如果你希望仅仅安装额外的包到特定镜像，可以使用条件追加：
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这仅仅向image的根文件系统安装指定的包和包组。例如，
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仅仅向core-image-minimal的根文件系统安装strace工具。所有其他镜像是不受影响的。
 
使用IMAGE_INSTALL也会影响核心镜像，即从core-image类继承的镜像，以及直接从image类继承的镜像。为了便利性的目的，core-image类定义变量CORE_IMAGE_EXTRA_INSTALL。所有增加到这个变量的包和包组都被类追加到IMAGE_INSTALL。
 
使用
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增加这些包到所有继承自core-image的镜像。直接继承自image的镜像不受影响。对于核心镜像来说，使用CORE_IMAGE_EXTRA_INSTALL是比直接追加到IMAGE_INSTALL更加安全和简单的方法。
7.1.2　用QEMU测试镜像
 
使用QEMU模拟器可以很容易地测试镜像。虽然你最终是构建用于产品的目标硬件的系统，但由于下面的原因，使用QEMU进行测试有很好的意义。
 
·用于启动QEMU的往返开发时间远远快于部署镜像到实际硬件中。
 
·通常，当软件开发开始的时候，硬件还不可用。
 
·Yocto项目板支持包使得它可以简单地从QEMU切换到硬件，然后又切换回QEMU。
 
在第2章中，当执行我们的第一个构建时，我们使用QEMU来验证构建输出。Poky参考发行版给出了通过提供必要参数而极大简化了启动QEUM任务的脚本runqemu。在它最简化的形式下，用单一参数来启动脚本：
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它告诉脚本为提供的QEMU机器定位最新内核和根文件系统镜像构建，否则以默认参数启动QEMU。参数值与conf/local.conf中的QEMU机器类型相匹配。
 
当用不同的根文件系统镜像来工作时，你可能希望在运行QEMU之际选择特定镜像。例如，你已经使用前面的命令行构建了core-image-minimal和core-image-base，因为runqemu启动了你最后构建的任何镜像。使用如下的命令可选择镜像：
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脚本自动选择正确的内核并使用最新的core-image-minimal根文件系统。为了更多的控制，你可以直接指定内核镜像和根文件系统镜像文件：
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QEMU和runqemu脚本是用于快速往返应用开发的便利工具，我们将在第11章中探索它。
7.1.3　使用构建历史验证和比较镜像
 
当构建产品时，你会发现自己在频繁地修改镜像、增加新包以及去除不相关的包以剪裁内存占用。使你能够轻松验证和互相比较镜像构建的工具可以简化那个相对繁重的任务。
 
为了帮助维护构建输出质量并实现不同构建之间的比较，BitBake提供构建历史，由buildhistory类实现。这个类在Git仓库中记录关于被构建的所有包的内容以及关于被构建系统所创建的镜像的信息，你可以从Git仓库中检查它们。构建历史默认情况下是被禁用的。为了启用它，你需要增加
 

 [image: ]

 
到你构建环境的conf/local.conf文件中。请注意，INHERIT是你必须增加buildhistory类的变量。它不同于菜谱和类为从类中继承功能性所使用的inherit指令。每次你做构建，buildhistory都会创建带有变化的提交到Git仓库。
 
buildhistory Git仓库存储在由BUILDHISTORY_DIR变量定义的目录中。这个变量的默认值被设置成：
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在启用buildhistory和执行构建后，你将看见被增加到构建环境的顶级目录中的buildhistory目录。目录包含两个子目录：images和packages。前者包含关于你构建的镜像的构建信息，后者含有关于包的信息。我们将在第13章中分析buildhistory Git仓库。这里我们仅仅看看images子目录。在images子目录中，镜像按照目标机器、目标C库和镜像名字而被排序到进一步的子目录中：
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对于我们使用默认EGLIBC目标库用于qemux86的core-image-minimal构建，你将在下面的目录中找到镜像历史：
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那个目录中的文件给出了关于什么组成镜像的细节信息。
 
·image-info.txt：以最重要的变量（例如DISTRO、DISTRO_VERSION和IMAGE_INSTALL）的形式表现的关于镜像的概览信息。
 
·installed-packages.txt：安装在镜像中的包文件的列表，包括版本和目标信息。
 
·installed-package-names.txt：和前面的文件类似，但是仅仅包括包的名字而没有版本和目标信息。
 
·files-in-image.txt：带有目录名字、文件大小、文件权限和文件属主的根文件系统列表。
 
简单地搜索文件installed-package-names.txt会给你关于包是否已经被安装的信息。
7.1.4　用菜谱扩展核心镜像
 
增加包和包组到CORE_IMAGE_EXTRA_INSTALL和IMAGE_INSTALL以及conf/local.conf中可能是非常简单和快速的，但是这样做会使项目难以维护并且使重用复杂化。更好的方法是通过菜谱扩展预定义的镜像。程序清单7-2显示扩展core-image-base的菜谱。
 
程序清单7-2　扩展core-image-base的菜谱
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例子包括用于core-image-base的菜谱并且增加包到IMAGE_INSTALL，增加镜像特性到IMAGE_FEATURES。我们在接下来的部分解释镜像特性是什么以及如何使用它们来定制镜像。
 
当用菜谱扩展镜像时需要考虑的一些事情是：
 
·与类不同，你需要提供相对于BitBake的层的路径以找到菜谱文件来包含，并且需要添加.bb文件后缀。
 
·当你使用include或者require来包含你正在扩展的菜谱时，我们推荐使用require，因为如果BitBake无法定位到被包含的菜谱文件，那么它将导致BitBake以显式的错误消息退出。
 
·记住使用+=操作符来添加到IMAGE_INSTALL中。不使用=或者:=，因为它们覆盖由被包含文件所定义的变量的内容。
 
为了让BitBake能够实际使用这个菜谱作为构建目标，你必须添加它到通过conf/bblayers.conf文件包而被包含进构建环境的层中。不建议添加菜谱到核心Yocto项目层，例如meta、meta-yocto以及其他等，因为它会使你在升级到新的Yocto项目版本时难以维护构建环境。替代的方式是，创建在其内放置菜谱的层。
 
为菜谱创建层看起来需要大量开销，但是几乎没有项目一直保持很小的状态。以菜谱开始的项目最终增长成复杂的、具有用于镜像、包和包组的菜谱的项目。在第3章中，我们介绍了yocto-layer，它使得创建层成为轻松的事。
7.1.5　镜像特性
 
镜像特性提供特定的、你可以添加到目标镜像的功能性。其可以是额外要被安装的包、配置文件的修改等。
 
例如，dev-pkgs镜像特性增加开发包，它通常包括安装在根文件系统中的所有包开发所需要的头文件以及其他文件。使用这个特性是一种便利的方法，以此来启用用于开发的目标镜像并且不需要显式地在IMAGE_INSTALL变量中指定开发包。为了部署，你可以简单地去除dev-pkgs镜像特性。
 
镜像特性的安装是由IMAGE_FEATURES和EXTRA_IMAGE_FEATURES这两个变量控制的。前者被用到镜像菜谱中以定义需要的镜像特性集。后者通常被用在conf/local.conf文件中以定义额外的镜像特性，当然该特性会影响那个构建环境所构建的所有镜像。EXTRA_IMAGE_FEATURES的内容由meta/conf/bitbake.conf配置文件简单地添加到IMAGE_FEATURES中。
 
镜像特性是由不同的类所定义的。当前可用的镜像特性列表如下。
 
·由image.bbclass定义：
 
·debug-tweaks：准备用于开发目的的镜像。特别地，它为控制台和安全Shell登录设置空root密码。

·package-management：按照由PACKAGE_CLASSES定义的包管理类为根文件系统安装包管理系统。

·read-only-rootfs：创建只读的根文件系统。这个镜像特性仅仅在System V Init（SysVinit）系统（而不是sytemd）被使用时才工作。

·splash：在启动中显示启动屏幕而不是启动消息。默认情况下，启动屏幕是由psplash包所提供的，它可以被定制。你也可以通过设置SPLASH变量为不同的包名来定义替代的启动屏幕包。
 
·由populate_sdk_base.bbclass定义：
 
·dbg-pkgs：为安装在根文件系统中的所有包安装包含符号的调试包。

·dev-pgks：为安装在根文件系统中的所有包安装包含头文件和其他开发文件的开发包。

·doc-pkgs：为安装在根文件系统中的所有包安装文档包。

·staticdev-pkgs：为安装在根文件系统中的所有包安装静态开发包（例如以*.a结尾的静态库文件）。

·ptest-pkgs：为安装在根文件系统中的所有包安装测试（ptest）包。
 
·由core-image.bbclass定义：
 
·eclipse-debug：安装用于和Eclipse集成开发环境集成的远程调试工具，也就是GDB调试服务器、Eclipse目标通信框架（Target Communication Framework，TCF）代理和OpenSSH SFTP服务器。

·hwcodecs：如果硬件平台提供硬件解码器和编码器，则为音频、图片和视频安装它们。

·nfs-server：安装网络文件系统（Network File System，NFS）服务器、实用程序和客户端。

·qt4-pkgs：安装Qt4框架和演示应用。

·ssh-server-dropbear：安装轻量级的SSH服务器Dropbear，它常用于嵌入式系统。这个镜像特性是与ssh-server-openssh不兼容的。两者中任一者（但不是两者同时）可以被安装。

·ssh-server-openssh：安装OpenSSH服务器。这个镜像特性是与ssh-server-dropbear不兼容的。两者中任一者（但不是两者同时）可以被安装。

·tools-debug：安装调试工具，也就是GDB调试器、GDB远程调试服务器、系统调用追踪工具以及当GLIBC库为目标库时用于GLIBC库的内存追踪工具mtrace。

·tools-profile：安装常见分析工具，例如oprofile、powertop、latencytop、lttng-ust和valgrind。

·tools-sdk：安装软件开发工具，例如GCC编译器、Make、autoconf、automake、libtool等。

·tools-testapps：安装测试应用程序进行测试，例如测试X11和中间件包（如电话管理器oFono与连接管理器ConnMan）。

·x11：安装X11服务器。

·x11-base：安装带有窗口系统的X11服务器。

·x11-sato：安装用于移动设备的OpenedHand Sato用户体验。
 
当创建你自己的镜像菜谱和选择要继承的镜像类时，什么类定义镜像特性是很重要的。类image继承自populate_sdk_base，因此这两个类定义的所有镜像特性都是对继承自image的镜像可用的。由core-image定义的镜像特性仅仅对继承那个类的镜像可用，core-image依次继承自image和populate_sdk_base。
7.1.6　包组
 
在本次创建定制Linux发行版镜像的讨论中，我们已经数次提到了包组（package group）。包组是被名字引用的包束。在IMAGE_INSTALL变量中使用那个名字安装那个包组定义的所有包到构建镜像的根文件系统中。
 
Yocto项目和OpenEmbedded核心层定义通用的你可以直接用于镜像的包组的集合。你也可以创建你自己的、包含来自任何层的包的包组，包括你自己的层。我们首先描述由Yocto项目和OpenEmbedded核心层所定义的包组，然后研究关于包组是如何被定义的细节。
 
预定义的包组
 
包组是由菜谱定义的。按照惯例，菜谱文件以packagegroup-开头，并且放在各自菜谱类别的packagegroup子目录中。例如，你可以在子目录meta/recipes-qt/packagegroups中找到与Qt开发框架相关的包组菜谱。
 
从Yocto项目构建系统的安装目录中使用
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会给你用于Yocto项目构建系统预定义的包组的所有包组菜谱列表。
 
以下是最常见的预定义的包组：
 
·packagegroup-core-ssh-dropbear：提供因为其相对于OpenSSH服务器较小的内存占用而常用于嵌入式系统的Dropbear SSH服务器的包。这个包组与packagegroup-core-ssh-openssh冲突。在镜像中只可以包含这两者之一。ssh-server-dropbear镜像特性安装这个包组。
 
·packagegroup-core-ssh-openssh：提供用于标准OpenSSH服务器的包。这个包组和packagegroup-core-ssh-dropbear冲突。在镜像中只可以包含这两者之一。ssh-server-openssh镜像特性安装这个包组。
 
·packagegroup-core-buildessential：提供最基本的开发工具，也就是，GNU Autotools实用程序autoconf、automake和libtool；包括链接器ld、汇编程序as和其他工具的GNU二进制工具集binutils；编译器合集cpp；gcc；g++；GNU国际化和本地化工具gettext；make；带开发包的libstc++；pkgconfig。
 
·packagegroup-core-tools-debug：提供最基本的调试工具，也就是，GDB调试器、GDB远程调试服务器、系统调用追踪工具strace以及针对GLIBC目标库的内存追踪工具mtrace。
 
·packagegroup-core-sdk：这个包组把packagegroup-core-buildessential包组和额外的用于开发的工具（例如具有shell、文件和文本操作实用程序的GNU核心实用程序；动态链接器ldd等）结合起来。这个包与packagegroup-core-standalone-sdk-target一起构成tools-sdk镜像特性。
 
·packagegroup-core-standalone-sdk-target：提供GCC和标准C++库。这个包与packagegroup-core-sdk一起构成tools-sdk镜像特性。
 
·packagegroup-core-eclipse-debug：提供GDB调试服务器、Eclipse目标通信框架代理和OpenSSH SFTP服务器用于远程部署和调试而与Eclipse集成开发环境的集成。
 
·packagegroup-core-tools-testapps：提供测试应用程序进行测试，例如测试X11和中间件包（如电话管理器oFono与连接管理器ConnMan）。tools-testapps镜像特性安装这个包组。
 
·packagegroup-self-hosted：提供用于自托管的构建系统的所有必要包。build-appliance镜像目标使用这个包组。
 
·packagegroup-core-boot：提供用于创建带有控制台的可启动镜像所必要的包的最小集合。所有core-image目标安装这个包组。core-image-minimal仅仅安装这个包组和安装后脚本。
 
·packagegroup-core-nfs：提供网络文件系统服务器、实用程序和客户端。nfs-server镜像特性安装这个包组。
 
·packagegroup-base：这个菜谱提供互相依赖以及依赖于机器和发行版配置的多个包组。这些包组的目的是向依赖于机器和发行版配置的镜像添加硬件、联网协议、USB、文件系统和其他支持。两个顶级包组是packagegroup-base和packagegroup-base-extended。前者仅仅当机器配置和发行版配置都需要它们时才添加对蓝牙、WiFi、3G和NFC的硬件支持。后者在发行版配置需要它们时也添加用于那些技术的配置。然而，机器配置不直接支持它们，而是提供对PCI、PCMCIA或者USB主机的支持。这个包组允许你创建带有可以被物理地添加到目标设备的设备支持的镜像，例如通过USB热插拔。最常见的是，提供硬件支持的镜像为了动态硬件支持而使用packagegroup-base-extended却不是packagegroup-base，例如core-image-base。
 
·packagegroup-cross-canadian：使用Canadian Cross技术为创建工具链提供软件开发工具包，它在系统A上创建一条执行在系统B上的工具链以便创建用于系统C的二进制。关于这个包组的用例是，在构建系统上用Yocto项目创建运行在镜像目标上但为具有不同于镜像目标的架构的第三方系统产生输出的工具链。
 
·packagegroup-core-tools-profile：提供例如oProfile、PowerTOP、LatencyTOP、LTTng-UST和Valgrind的常见调试工具。tools-profile镜像特性使用这个包组。
 
·packagegroup-core-device-devel：提供用于镜像的distcc支持。distcc允许在网络上跨数台机器分发编译。distcc必须安装、配置并且运行于构建主机上。在目标上，你必须定义交叉编译器变量来使用distcc替代本地编译器（例如export CC="distcc"）。
 
·packagegroup-qt-toolchain-target：提供用于在目标系统上构建针对基于X11版本的Qt开发工具包的应用的包。
 
·packagegroup-qte-toolchain-target：提供用于在目标系统上构建针对嵌入式版本的Qt开发工具包的应用的包。
 
·packagegroup-core-qt：为使用基于X11版本的Qt开发工具包的目标系统提供所有必要包。
 
·packagegroup-core-qt4e：为使用嵌入式Qt开发工具包的目标系统提供所有必要包。qt4e-demo-image安装这个包组。
 
·packagegroup-core-x11-xserver：仅仅提供X.Org X11服务器。
 
·packagegroup-core-x11：提供packagegroup-core-x11-xserver加上例如xhost、xauth、xset、xrandr的基础实用程序，以及启动时初始化。x11镜像特性安装这个包组。
 
·packagegroup-core-x11-base：提供packagegroup-core-x11加上用于工作的、包括Matchbox窗口管理器、Matchbox终端和字体包的X11环境的中间件与应用客户端。x11-base镜像特性安装这个包组。
 
·packagegroup-core-x11-sato：提供用于移动设备的OpenedHand Sato用户体验，它包括Matchbox窗口管理器、Matchbox桌面和大量应用。x11-sato镜像特性安装这个包组。为了将这个包组用于目标镜像，必须安装packagegroup-core-x11-base。
 
·packagegroup-core-clutter-core：提供用于Clutter图形化工具包的包。为了将工具包用于目标镜像，必须安装packagegroup-core-x11-base。
 
·packagegroup-core-directfb：提供用于无X11的DirectFB支持的包。这个包组包括directfb和directfb-example包，并且如果由机器配置所提供，那么它将增加触摸屏支持。
 
·packagegroup-core-lsb：提供所有用于Linux标准基支持的包。
 
·packagegroup-core-full-cmdline：通过安装完整的命令行实用程序而不是更加紧凑的BusyBox变体来为更传统的Linux系统提供包。
 
当解释不同的包组时，我们有点不太严格地使用术语提供（provide）和安装（install），因为包组菜谱实际上不提供或者安装任何包。它们仅仅创建会导致构建系统处理各个包菜谱的依赖性，正如我们将在下面的部分中看到的。
 
包组中的一些是由镜像特性所使用的，它引发了疑问：使用镜像特性还是使用镜像特性使用的包组？
 
包组菜谱
 
包组是由继承自packagegroup类的菜谱所定义的。包组菜谱不同于典型包菜谱，因为它们不构建任何东西或者创建任何输出。包组菜谱仅仅创建触发构建系统处理包组引用的包的菜谱的依赖性。
 
程序清单7-3显示了典型的包组菜谱。
 
程序清单7-3　包组菜谱
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包组菜谱的名字，虽然不是由构建系统所强制或者要求的，但也应该遵守惯例packagegroup-<name>.bb。你也希望把它们放在包组集成的菜谱类别的packagegroup子目录中。如果包组横跨菜谱并且可能来自多个类别的包组，那么把它们放进recipes-core类别是好的实践。
 
包组菜谱的基础结构相当简单。正如任何菜谱（我们在第8章中深入编写菜谱的细节）应该提供关于菜谱做什么的SUMMARY（摘要）一样，包组菜谱也应该提供它。DESCRIPTION（描述）可以提供更长且更加细节的解释），虽然它是可选的，但包括它却是好的实践。任何菜谱还需要为菜谱自己提供LICENSE（许可）。所有包组菜谱都必须继承packagegroup类。
 
实际包组的名字是由PACKAGES变量定义的。这个变量包含空格分隔的包组名字的列表。在程序清单7-3的案例中，它们是packagegroup-databases、packagegroup-python和packagegroup-servers。按照惯例，包组名字以packagegroup-开头。虽然构建系统不要求这么做，但是如果你坚持将它用于你自己的包组名字，那么这会是好的实践。
 
对于每个包组，菜谱必须在条件变量RDEPENDS_<package-group-name>中定义它的依赖性。这些变量列出需要的依赖性，依赖性可以是包或者包组。
 
RRECOMMENDS_<package-group-name>定义是可选的。正如我们在第3章中所看到的，推荐是导致包仅仅在其已经被构建后才被包含的弱依赖。
 
你可以从例如IMAGE_INSTALL的其他变量中引用包组，当然，这会导致这些包组被安装在目标镜像中。你也可以使用它们来为层级结构的其他包组创建依赖性。你必须避免包组的循环依赖（circular dependencies）。这可能听起来很简单，很直接，但是也很容易在相当复杂的环境中由于错误而发生。然而，BitBake在循环包组依赖的情况下以错误消息终止。
 
包组菜谱也可以作为BitBake构建目标而被直接使用。例如，如果包组菜谱的名字是packagegroup-core-iot.bb，那么你可以使用如下命令来构建由菜谱定义的包组的所有包：
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这样做允许在通过镜像构建引用包组之前测试它们，这样可以简化调试。
7.2　从头构建镜像
 
7.1节详细说明了Yocto项目核心镜像以及如何通过设置在conf/local.conf和扩展预定义镜像菜谱的菜谱中的IMAGE_INSTALL、CORE_IMAGE_EXTRA_INSTALL、IMAGE_FEATURES和EXTRA_IMAGE_FEATURES来扩展它们。最终，你可能希望从头创建定制Linux发行版镜像而不依靠参考镜像。
 
定制镜像菜谱必须继承image或者core-image类。后者本质上是前者的扩展并且定义了额外的镜像特性，正如在7.1.5小节中所描述的。选择哪一个用于定制镜像菜谱取决于需求。然而，继承core-image通常是好建议，因为镜像特性是可用的，但是仅仅当其被显式地请求时才被安装。
 
程序清单7-4显示了创建可启动控制台镜像的最简单的镜像菜谱。
 
程序清单7-4　基础镜像菜谱
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菜谱创建带有要启动的核心包和对目标设备的硬件支持的镜像，因为core-image类默认添加packagegroup-core-boot和packagegroup-base-extended这两个包组到IMAGE_INSTALL。也由类添加到IMAGE_INSTALL的是变量CORE_IMAGE_EXTRA_INSTALL，它允许通过conf/local.conf进行简单镜像修改，如前面所描述的。
 
带有package-group-core-boot和package-base-extended的基础镜像提供了一个好起点，该起点可以简单地通过向IMAGE_INSTALL和IMAGE_FEATURES添加来扩展，如程序清单7-5中所示。
 
程序清单7-5　向基础镜像添加
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在镜像菜谱内，使用+=操作符直接追加到IMAGE_INSTALL和IMAGE_FEATURES。不要在镜像菜谱中使用EXTRA_IMAGE_FEATURES或者CORE_IMAGE_EXTRA_INSTALL。这些变量被保留以用于conf/local.conf中，在conf/local.conf中，它们被直接赋值并且覆盖任何由镜像菜谱所赋的值。
 
不依赖用于IMAGE_INSTALL和IMAGE_FEATURES的默认值的镜像菜谱很简单，如程序清单7-6所示。
 
程序清单7-6　从头开始的核心镜像
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第一眼看来，程序清单7-5和程序清单7-6的镜像菜谱是非常相似的。事实上，这两个菜谱产生完全相同的镜像。区别很细小但是很重要。程序清单7-5对IMAGE_INSTALL和IMAGE_FEATURES使用操作符+=来利用由core-image类所提供的默认值。程序清单7-6使用赋值操作符=来有目的地覆盖默认值。
 
覆盖默认值给了你对镜像内容的最大控制，但是你也必须自己处理基础。对任何镜像来说，你最有可能总是希望包含packagegroup-core-boot来获得可启动镜像。你是否希望packagegroup-base-extended提供的硬件支持依赖于需求。同样由你自由处置的是CORE_IMAGE_EXTRA_INSTALL：如果你不显式地添加它到IMAGE_FEATURES，那么你将不能在conf/local.conf中使用这个变量来本地定制目标镜像，但是对于受控的用于生产的构建环境，这么做可能是有意义的。
 
IMAGE_FEATURES和EXTRA_IMAGE_FEATURES也是一样的情况。如果你把赋值操作符用于IMAGE_FEATURES并且不有意添加EXTRA_IMAGE_FEATURES，那么它是不被包含的，这意味着debug-tweaks镜像特性不会被应用，并且你需要提供用于shell和SSH登录的密码。再一次，这对生产构建环境是有意义的，在其中，你不希望本地设置覆盖生产镜像的设置。
7.3　镜像选项
 
接下来的部分讨论影响Yocto项目构建系统如何创建根文件系统镜像的选项。
7.3.1　语言和区域
 
通过增加IMAGE_LINGUAS变量到镜像菜谱，针对不同领地的额外语言可以被简单地增加到根文件系统或者镜像中。使用
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可增加用于英国英语和巴西葡萄牙语的特定语言包到镜像。然而，不是所有软件包都提供由语言和领地分隔的区域（设置）。它们中的一些仅仅按照语言提供区域（locale）文件。在这种情况下，构建系统默认成安装正确的语言本地文件而不管领地。
 
用于所有包的最小默认是en-us，它总是会被安装。另外，镜像类定义
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当然，任何额外的区域包都会占用在根文件系统镜像中的额外空间。因此，如果设备不需要任何额外语言支持，在镜像菜谱中设置
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是好的实践。
 
构建系统忽略不提供它们的包的语言。
7.3.2　包管理
 
构建系统可以使用4种不同打包格式来打包软件包，dpkg（Debian Package Management，Debian包管理）、opkg（Open Package Management，开放包管理）、RPM（Red Hat Package Manager，Red Hat包管理器）和tar。仅有前3种可以用来创建根文件系统。tar不提供必要的元数据包信息和数据库来记录什么版本的什么包已经被安装以及哪些包互相冲突等。
 
在构建环境的conf/local.conf中的变量PACKAGE_CLASSES控制什么包管理系统用于构建：
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你可以声明多个打包类，但必须提供至少一个。构建系统为所有被指定的类创建包；然而，仅有在列表中的第一个打包类被用于创建发行版镜像的根文件系统。在列表中的第一个打包类一定不能是tar。
 
构建系统在tmp/deploy/<pms>中的各自目录里存储由包管理系统组织的包仓库，tmp/deploy/<pms>中的<pms>是各自包管理系统的名字。在那些目录中，包被进一步细分成通用（common）、架构（architecture）和机器依赖（machine-dependent）的包。
 
你应该为项目选择什么包管理系统？这依赖于项目的需求。这里是你可能希望顾及的一些考虑：
 
·opkg创建并使用比dpkg和RPM更少的包元数据，这使得构建更快并且包更加小。
 
·因为加强的包元数据，dpkg和RPM提供比opkg更好的依赖性处理和版本管理。
 
·RPM包管理器是以Python编写的，并且需要Python被安装在目标上以便在系统运行时安装包。
 
默认情况下，构建系统不在目标系统上安装包管理器。如果你希望在嵌入式系统的运行时安装包，那么你必须使用它的镜像特性来增加包管理器：
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构建系统根据PACKAGE_CLASSES的第一个条目自动安装正确的包管理器。
 
用于根文件系统的包管理系统最终是由变量IMAGE_PKGTYPE控制的。这个变量按照由PACKAGE_CLASSES定义的打包类的顺序被自动设置，在列表中的第一个打包类设置变量。我们建议你不直接设置这个变量。
7.3.3　镜像大小
 
根文件系统的最终大小依赖于多个因素并且是由构建系统使用在Python模块meta/lib/oe/image.py中的_get_rootfs_size()函数来计算的。计算会把根文件系统所要求的实际空间和以下的变量设置考虑进去。它也保证，最终的根文件系统镜像大小总是足够容纳整个镜像。因此，即使你将IMAGE_ROOTFS_SIZE设置成特定的值，最终镜像也可能比那个值大，但是却不会更小。
 
·IMAGE_ROOTFS_SIZE：以KB定义被创建的根文件系统镜像大小。构建系统使用这个值作为请求或者推荐。依赖于实际需要的空间，最终的根文件系统镜像大小可能更大。默认值是65536。
 
·IMAGE_ROOTFS_ALIGNMENT：以KB定义根文件系统镜像的对齐。如果根文件系统镜像的最终大小不是这个值的倍数，那么它将被向上舍入到它最接近的倍数。默认值是1。
 
·IMAGE_ROOTFS_EXTRA_SPACE：增加额外可用空间到根文件系统镜像。变量以KB指定值。例如，为了增加额外的4GB空间，设置变量为IMAGE_ROOTFS_EXTRA_SPACE="4194304"。默认值是0。
 
·IMAGE_OVERHEAD_FACTOR：这个变量指定用于根文件系统镜像的乘数。这个倍数在根文件系统所要求的实际空间已经确定后才被应用。默认值是1.3。
 
在构建系统已经于暂存区域中（由变量IMAGE_ROOTFS指定的目录）创建了根文件系统后，它使用du-ks${IMAGE_ROOTFS}来计算其以KB为单位的实际大小。函数_get_rootfs_size()计算最终的根文件系统镜像大小，如程序清单7-7以伪代码所展示的。
 
程序清单7-7　根文件系统镜像大小计算伪代码
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最常见地，镜像菜谱设置IMAGE_ROOTFS_SIZE和IMAGE_ROOTFS_EXTRA_SPACE来调整最终根文件系统的镜像大小。如果你顾虑根文件系统的内存占用，那么你可能也希望减小IMAGE_OVERHEAD_FACTOR或者设置它为1以缩减镜像。
7.3.4　根文件系统类型
 
最终，你使用根文件系统镜像来为目标创建可启动介质或者启动QEMU模拟器。为此，构建系统提供可以为各种文件系统类型创建根文件系统的image_types类。
 
镜像菜谱不需要直接使用image_types类而是将变量IMAGE_FSTYPES设置成一个或者多个由类提供的文件系统类型。使用
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创建两个根文件系统镜像，一个使用ext3文件系统，一个使用bzip2算法压缩的tar包。
 
image_types类定义变量IMAGE_TYPES，其中包含你可以在IMAGE_FSTYPES中指定的所有镜像类型的列表。列表显示按照核心类型排序的文件系统类型。通常，一些核心类型也以压缩的形式被使用，以保留空间。如果压缩算法被用于文件系统，那么核心类型的名字则由压缩类型来追加：<core name>.<compression type>。
 
·tar，tar.gz，tar.bz2，tar.xz，tar.lz3：创建非压缩和压缩的tar包形式的根文件系统。
 
·ext2，ext2.gz，ext2.bz2，ext2.lzma：使用不带压缩或者带压缩的ext2文件系统的根文件系统镜像。
 
·ext3，ext3.gz：使用不带压缩或者带压缩的ext3文件系统的根文件系统镜像。
 
·btrfs：B树文件系统的根文件系统镜像。
 
·jffs2，jffs2.sum：基于第二代日志闪存文件系统（the second generation of the Journaling Flash File System，JFFS2）的非压缩或者压缩的根文件系统。因为第二代日志闪存文件系统直接支持NAND闪存设备，所以对于嵌入式设备来说，它是流行的选择。它也支持日志（journaling）和损耗均衡（wear-leveling）。
 
·cramfs：使用压缩的ROM文件系统（cramfs）的根文件系统镜像。Linux内核可以挂载这个文件系统而不用先解压。压缩使用zlib算法，其一次一页地压缩文件以允许随机访问。这个文件系统是只读的以便简化它的设计，因为带压缩的随机写访问很难实现。
 
·iso：使用ISO 9660标准用于可启动CD-ROM的根文件系统镜像。这种文件系统类型不是独立的格式。它使用ext3作为底层文件系统类型。
 
·hddimg：用于可启动硬盘的根文件系统镜像。它使用ext3作为实际的文件系统类型。
 
·squashfs，squashfs-xz：特定用于Linux的压缩的只读根文件系统类型，与cramfs类似，但是具有更好的压缩性以及对大文件和文件系统的支持。相比于cramfs的固定的4KB块大小，SquashFS有从0.5KB～64KB的可变的块大小，它允许更大的文件和文件系统大小。SquashFS使用gzip压缩，而squashfs-xz为了更小的镜像而使用Lempel–Ziv–Markov（LZMA）压缩。
 
·ubi，ubifs：使用非排序块镜像（Unsorted Block Image，UBI）格式的用于原始闪存设备的根文件系统镜像。非排序块镜像文件系统（UBI File System，UBIFS）实质上是JFFS2的继承者，两者间区别在于前者支持写缓存。在IMAGE_FSTYPES中使用ubifs仅仅创建ubifs根文件系统镜像。使用ubi创建ubifs根文件系统镜像并且运行ubinize实用程序以创建可以直接被写到一台闪存设备的镜像。
 
·cpio，cpio.gz，cpio.xz，cpio.lzma：使用非压缩或者压缩的复制进出（Copy in And out，CPIO）流的根文件系统镜像。
 
·vmdk：使用VMware虚拟机器磁盘格式的根文件系统镜像。它使用ext3作为底层文件系统格式。
 
·elf：用来自Coreboot项目（www.coreboot.org）的mkelfImage实用程序创建的可启动根文件系统镜像。
 
再说一次，使用什么镜像类型完全依赖于你项目的需求，特别是依赖目标硬件。启动设备、引导加载程序、内存限制和其他因素决定什么根文件系统是适合项目的。我们的推荐是，在菜谱中指定根文件系统类型ext3和tar，或者更好的，例如tar.bz2的压缩格式。ext3格式允许你为了测试而用QEMU模拟器启动根文件系统。tar文件系统可以简单地解压到被分区和格式化的介质上。然后，用于目标硬件的机器配置文件可以增加额外的适合它的根文件系统类型。
7.3.5　用户、组和密码
 
类extrausers提供了可配置的用于增加用户和组到镜像以及为用户账号设置密码的机制（见程序清单7-8）。
 
程序清单7-8　修改用户、组和密码
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程序清单增加名为developers的组和名为developer的用户账号，并且把用户账号加到组。它也为root账号修改密码。用于增加和修改组、用户和密码的命令被加到变量EXTRA_USERS_PARMS中，其是由类来解释的。由类理解的命令是：
 
·useradd：增加用户账号
 
·usermod：修改用户账号
 
·userdel：去除用户账号
 
·groupadd：增加用户组
 
·groupmod：修改用户组
 
·groupdel：去除用户组
 
类执行具有相应名字的各个Linux实用程序。因此，选项是完全相同的，并且可以简单地在Linux手册页找到。注意，各个命令之间必须由分号分隔。
 
使用选项-p和命令useradd与usermod设置用户账号的密码。密码必须作为密码散列提供。你可以手动计算密码散列和增加它到菜谱，或者如例子所示的，让菜谱计算它。
 
关于root用户账号的一句话：如果debug-tweaks被包含在IMAGE_FEATURES中，那么构建系统为镜像设置带有空密码的root用户。去除debug-tweaks用*替换空root密码，*禁用账号，所以不再可能从控制台以root登录。对于生产使用，我们强烈推荐从构建中去除debug-tweaks。如果嵌入式系统需要控制台登录能力，你可以如前面所显示的设置root密码，或者增加sudo菜谱并且设置用户账号为sudoers。
 
例如，如果你希望给developer用户账号sudoer权限，可以简单地增加sudo到IMAGE_INSTALL并且增加usermod-a-G sudo developer到EXTRA_USERS_PARAMS。
7.3.6　调整根文件系统
 
为了在其已经被构建系统创建后和在实际的根文件系统镜像被创建前进一步地定制根文件系统，可以使用ROOTFS_POSTPROCESS_COMMAND（见程序清单7-9）。变量包含由分号分隔的shell函数列表。
 
程序清单7-9　ROOTFS_POSTPROCESS_COMMAND
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该示例添加bash shell到/etc/shells。保证总是使用+=操作符来添加到ROOTFS_POSTPROCESS_COMMAND，因为构建系统会增加它自己的后处理命令到ROOTFS_POSTPROCESS_COMMAND。
 
sudo配置
 
如果你遵循了前面段落中关于给用户sudoer权限的例子，那么你可能注意到，除非你取消注释在/etc/sudoers中的行%sudo ALL=(ALL)ALL，否则它不会工作。当根文件系统镜像被创建时，被增加到ROOTFS_POSTPROCESS_COMMAND的简单shell函数会处理那个取消注释的工作（见程序清单7-10）。
 
程序清单7-10　sudo配置
 

 [image: ]

 
脚本简单地使用sed取消注释行。
 
SSH服务器配置
 
所有核心镜像自动包括用于远程shell访问系统的SSH服务器。默认情况下，服务器被配置成用用户名和密码登录。使用公钥基础设施（Public Key Infrastructure，PKI）提供额外级别的安全性但是需要配置root服务器和安装密钥到根文件系统中。ROOTFS_POSTPROCESS_COMMAND可以被用来简单地完成那个任务（见程序清单7-11）。
 
程序清单7-11　SSH服务器配置
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脚本首先禁用用于SSH的带有用户名和密码的认证。然后它在构建环境内部的tmp/deploy/keys中使用根文件系统镜像的名字（本质上是镜像菜谱的名字）创建密钥对。如果前面的构建已经创建了一套密钥，那么它们将被保留。最后，脚本增加公钥到在通常用于SSH配置的/home/root/.ssh中的authorized_keys文件。用于其他用户的登录密钥可以用类似的方法创建。
 
如果你不要求不同的密钥用于你构建的每个设备，那么这种方法工作得很好，因为根文件系统的每个副本当然包含相同的密钥。如果你需要不同的密钥，或者通常不同的配置用于设备，那么你需要为设备生产设计准备配置系统。
7.4　发行版配置
 
构建系统为应用到所有被构建的镜像的全局配置提供了一种机制。这种机制称为发行版配置（distribution configuration）或者发行版策略（distribution policy）。它仅仅是包含变量设置的配置文件。发行版配置是通过DISTRO变量设置而被包含在构建环境配置文件conf/local.conf中的：
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变量设置对应于其基础名字与变量的参数相同并且带有文件后缀.conf的分发配置文件。对于前面的例子，构建系统在所有被构建环境包含的元数据层的子目录conf/distro中搜索具有名字poky.conf的发行版配置文件。
7.4.1　标准发行版策略
 
Yocto项目提供了一些用于标准配置策略的发行版配置文件：
 
·poky：poky是用于Yocto项目的参考发行版Poky的默认策略。关于用Yocto项目来开始和作为你自己的发行版配置文件的模板，它是个好选择。
 
·poky-bleeding：这个发行版配置基于poky但是设置所有包的版本为最新修订。它通常被Yocto项目开发者用于集成测试目的。当然，你可以使用它，但是要知晓，具有不兼容版本的包可能有问题。
 
·poky-lsb：这个发行版配置用于符合Linux标准基的栈。它倾向于被使用在core-image-lsb镜像目标和从其衍生的镜像目标上。它继承来自poky的基础设置并且增加全局配置设置以启用安全性和包含由Linux标准基遵从性所要求的默认库。
 
·poky-tiny：这个发行版配置剪裁设置以产生非常紧凑的、用于嵌入式设备的Linux操作系统栈。它基于poky但是提供仅仅最简要最小化的必要功能性以支持硬件和BusyBox环境。除了仅仅有串行控制台之外，它不支持任何视频。因为它的精简配置，只有core-image-minimal镜像目标和基于core-image-minimal的镜像目标可以用poky-tiny发行版配置来构建。
 
标准发行版策略，特别是poky，是用于你自己的发行版配置的良好起点。让我们仔细看看poky发行版配置以理解发行版策略是如何设置的以及我们可以如何将它们用到我们自己的项目中。
7.4.2　Poky发行版策略
 
你可以在构建系统的meta-yocto/conf/distro目录内找到包含Poky发行版策略的文件poky.conf。我们为了方便把它的内容复制在此，重新编排了文件格式以适合页面，将变量设置分组成逻辑块，并且增加了一些注释（见程序清单7-12）。
 
程序清单7-12　Poky发行版策略meta-yocto/conf/distro/poky.conf
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在程序清单中显示的文件来自撰写本书时Yocto项目Git仓库的头。取决于你正在使用什么版本的Yocto项目工具，这个文件可能看起来稍稍不同。文件仅仅是发行版策略的例子。它提供最常用地关联到发行版配置的变量设置。不限于只是使用显示在程序清单中的设置，如果你的项目不需要它们，你也可以去除设置。
 
发行版信息
 
这一部分的发行版策略文件包含用于有关发行版的一般信息的设置。
 
·DISTRO：发行版的简称。值必须匹配发行版配置文件的基名称。
 
·DISTRO_NAME：发行版的长名称。大量菜谱引用这个变量。它的内容显示在控制台启动提示上。
 
·DISTRO_VERSION：发行版版本字符串。它被大量菜谱引用并且被用在文件名的发行版制品中。它显示在控制台启动提示上。
 
·DISTRO_CODENAME：用于发行版的代码名称。它当前仅仅被Linux标准基菜谱所使用，并且被复制进lsb-release系统配置文件中。
 
·MAINTAINER：发行版维护者的名字和邮件地址。
 
·TARGET_VENDOR：用大量变量（尤其是目标系统，TARGET_SYS）连接的目标厂商字符串。TARGET_SYS是目标架构（TARGET_ARCH）、目标厂商（TARGET_VENDOR）和例如i586-poky-linux的目标操作系统（TARGET_OS）的连接。这3个部分由连字符（-）所分隔。TARGET_VENDOR字符串必须被前缀以连字符，而TARGET_OS一定不能被前缀以连字符。这是OpenEmbedded的很多不幸的非一致性之一。你可能希望设置这个变量为你或者你公司的名字。
 
软件开发工具包（SDK）信息
 
在本部分中的设置提供用于软件开发工具包的基础配置。
 
·SDK_NAME：构建系统用于软件开发工具包输出文件的基名称。它是通过用连字符连接DISTRO、TCLIBC、SDK_ARCH、IMAGE_BASENAME和TUNE_PKGARCH变量来获取的。对你来说，没有理由改变它的默认设置字符串，因为它提供用于区分不同软件开发工具包的所有信息。
 
·SDK_VERSION：软件开发工具包版本字符串，它通常被设置成DISTRO_VERSION。
 
·SDK_VENDOR：软件开发工具包厂商字符串，其目的和TARGET_VENDOR的类似。与TARGET_VENDOR一样，字符串必须被前缀以连字符。
 
·SDKPATH：用于软件开发工具包的默认安装路径。软件开发工具包安装程序在软件开发工具包的安装中向用户提供这个路径。用户可以接受它或者输入替代的路径。默认值/opt/${DISTRO}/${SDK_VERSION}安装软件开发工具包进入/opt系统目录，它要求root权限。可行的替代是通过设置SDKPATH="${HOME}/${DISTRO}/${SDK_VERSION}"来安装软件开发工具包进入用户的家目录。
 
发行版特性
 
这些特性提供用于发行版的特定功能性。
 
·DISTRO_FEATURES：为软件包中的特定功能性启用支持的发行版特性列表。在poky.conf发行版策略文件中的赋值包含DISTRO_FEATURES_DEFAULT和DISTRO_FEATURES_LIBC。这两个都包含默认发行版特性设置。我们将在接下来的两个部分讨论发行版特性，它们如何工作以及默认设置。
 
倾向的版本
 
版本设置规定用于包的特定版本而不是默认版本。
 
·PREFERRED_VERSION：如果你不希望使用最新版本，那么使用PREFERRED_VERSION允许为软件包设置特定版本，因为默认是最新版本。通常用于Linux内核，但也用于应用软件对其有强版本依赖性的软件包。
 
依赖性
 
这些设置是用于发行版运行时所需要的依赖性的声明。
 
·DISTRO_EXTRA_RDEPENDS：设置用于发行版的运行时依赖性。这个变量声明的依赖性是发行版所需要的。如果这些依赖性不被满足，那么构建发行版失败。
 
·DISTRO_EXTRA_RRECOMMENDS：为发行版所推荐的用于提供额外有用功能性的包。这些依赖性如果是可用的那么就被增加，但如果它们不被满足，构建发行版也不失败。
 
工具链配置
 
这些设置配置用于构建发行版的工具链。
 
·TCMODE：这个变量选择构建系统所使用的工具链。默认值是default，它选择由构建系统构建的内部工具链（gcc、binutils等）。变量的设置对应于配置文件tcmode-${TCMODE}.inc，构建系统在路径conf/distro/include中定位它。这允许通过包含提供了必要工具和配置文件的工具链层来用构建系统包含外部工具链。如果正在使用外部工具链，那么你必须保证它是和Poky构建系统兼容的。
 
·TCLIBC：指定要使用的C库。构建系统当前支持EGLIBC、uClibc和musl。变量的设置对应于构建系统在路径conf/distro/include中定位的配置文件tclibc-${TCLIBC）.inc。这些配置文件为库等设置倾向的提供者。
 
·TCLIBCAPPEND：构建系统追加这个字符串到其他变量以按照C库区分构建制品。如果你正在用不同的C库做实验，那么你可能希望在发行版配置中使用设置：
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它为每个C库创建独立的构建输出目录结构。
 
镜像配置
 
以下设置为下载源包配置镜像。
 
·PREMIRRORS和MIRRORS：Poky发行版增加这些变量来设置它的镜像配置以使用Yocto项目仓库作为用于下载的源。如果你希望使用你自己的镜像，那么你可以增加它们到发行版配置文件。然而，因为镜像不是严格的发行版配置，所以你可能希望增加这些变量到你构建环境的local.conf文件中。另有替代是增加它们到定制层的layer.conf文件中。
 
构建系统配置
 
这些设置定义用于构建系统的需求。
 
·LOCALCONF_VERSION：为构建环境配置文件local.conf设置期望或者要求的版本。构建系统将这个值和local.conf中CONF_VERSION变量的值进行比较。如果LOCALCONF_VERSION是比CONF_VERSION更新的版本，那么构建系统可能能够自动升级local.conf为更新的版本。否则，构建系统以错误消息退出。
 
·LAYER_CONF_VERSION：为构建环境的bblayers.conf配置文件设置期望或者要求的版本。构建系统将这个版本和bblayers.conf设置的LCONF_VERSION的值进行比较。如果LAYER_CONF_VERSION是比LCONF_VERSION更新的版本，那么构建系统可能能够自动升级bblayers.conf为更新的版本。否则，构建系统以错误消息退出。
 
·OELAYOUT_ABI：为输出目录TMPDIR的布局设置期望或者要求的版本。构建系统在TMPDIR内的文件abi_version中存储实际的布局版本。如果两者不兼容，那么构建系统以错误消息退出。这通常仅仅发生在你正在使用更新版本的构建系统和前面版本所创建的构建环境，并且布局不兼容地变化了的时候。可删除TMPDIR通过重新创建目录来解决问题。
 
·BB_SIGNATURE_HANDLER：签名处理器用于签署共享状态缓存条目和创建戳记文件。值引用因为其复杂度而常以Python实现的签名处理器函数。在meta/lib/oe/sstatesig.py中的代码实现了基于由bitbake/lib/bb/siggen.py定义的BitBake签名生成器SignatureGeneratorBasic和SingnatureGeneratorBasicHash的OEBasic和OEBasicHash，并且演示了如何插入你自己的签名处理器函数。这两个签名处理器大部分是相同的，但是OEBasicHash在签名中包含任务代码，它导致任何对元数据的变更以使戳记文件和共享状态缓存条目失效而不用显式地改变包的修订号码。使用OEBasicHash的默认值对于大部分应用来说通常是足够的。
 
构建系统检查
 
这些配置变量控制各种验证器来捕获构建系统配置错误。
 
·INHERIT+="poky-sanity"：集成类poky-sanity，它是执行构建系统检查所需要的。推荐你在发行版配置文件中包含这个指令。
 
·CONNECTIVITY_CHECK_URIS：构建系统尝试验证网络连通性的URI列表。在Poky的案例中，这些URI指向在Yocto项目的高可用基础设施中的文件。如果你打算使用自己的镜像来下载源包，那么你可以使用指向到镜像服务器上的文件的URI来验证正确的连通性。
 
·SANITY_TESTED_DISTROS：Poky构建系统已经在其上测试过的Linux发行版列表。构建系统按照这个列表验证它正运行于的Linux发行版。如果那个发行版不在列表中，Poky展示警告消息并且不加理会地启动构建过程。Poky运行在最新的Linux发行版上，并且在大多数情况下，即使该发行版没有官方支持，构建工作也很好。
 
质量保证检查
 
质量保证（quality assurance）检查是由meta/classes/insane.bbclass定义和实现的。这个类也定义包含在构建过程中的质量保证任务。质量保证检查是在配置、打包和其他构建任务之后被执行的。下面的两个变量定义什么质量保证检查导致警告消息和什么检查导致构建系统以错误消息终止构建：
 
·WARN_QA：创建警告消息但是构建继续的质量保证检查列表。
 
·ERROR_QA：创建错误消息而且构建终止的质量保证检查列表。
 
前面的列表代表发行版配置所使用的最常见的变量设置。为了你自己的发行版配置，按照需要，你可以增加或省略变量。
7.4.3　发行版特性
 
发行版特性在软件包中启用对特定功能性的支持。增加发行版特性到变量DISTRO_FEATURES会增加这个特性的功能性到在构建时支持它的软件包中。例如，如果软件包可以被构建以用于控制台或者图形用户界面，那么增加x11到DISTRO_FEATURES则会配置软件包以使它被构建成具有X11支持。与x11镜像特性不同，这不意味着X11包被安装进目标根文件系统。发行版特性仅仅准备具有X11支持的包以使它在X11基包已被安装的系统上使用X11。
 
使用DISTRO_FEATURES给了你对软件包如何被构建的细粒度的控制。如果你不需要特定的功能性，那么省略启用它的发行版特性对特定软件包来说通常会产生更小的内存占用。
 
从构建系统的安装目录使用
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给了你使用DISTRO_FEATURES来条件性地修改设置或者构建过程（依赖于启用了什么发行版特性）的全部菜谱和包含文件的列表。
 
菜谱通常使用
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来扫描DISTRO_FEATURES以判断特定发行版特性是否被DISTRO_FEATURES启用。如果DISTRO_FEATURES包含feature，那么函数返回true_val；否则，函数返回false_val。这使得其对于开发者向BitBake变量赋值或者在if-then-else语句中使用函数来说是便利的。通常它被do_configure任务使用以便基于DISTRO_FEATURES修改配置。对一些包来说，它可能向makefile提供标记（flag）。
 
典型的例子是用于构建EGLIBC库的菜谱。EGLIBC允许通过设置配置选项来启用功能性。文件meta/recipes-core/egligc/egilbc-options.inc是被菜谱包含的，它基于由DISTRO_FEATURES提供的发行版特性来设置配置选项。
 
下面的列表显示了你可以增加到DISTRO_FEATURES以在整个发行版中全局性地启用软件包中的功能性的最常见发行版特性。
 
·alsa：启用对高级Linux声卡架构（Advanced Linux Sound Architecture，ALSA）的支持，包括在可用时安装开源兼容性模块。
 
·bluetooth：启用对蓝牙的支持。
 
·cramfs：启用对压缩文件系统CramFS的支持。
 
·directfb：启用对DirectFB的支持。
 
·ext2：为具有内部大存储设备（例如硬盘而不仅是闪存设备）的设备启用支持和包含工具。
 
·ipsec：启用对使用互联网协议安全（Internet Protocol Security，IPSec）的身份认证和加密的支持。
 
·ipv6：启用对互联网协议版本6（Internet Protocol version 6，IPv6）的支持。
 
·irda：启用对如红外数据协会（Infrared Data Association，IrDA）所指定的无线红外数据通信的支持。
 
·keyboard：启用键盘支持，包括在系统启动中加载键盘布局。
 
·nfs：为在系统上挂载网络文件系统（NFS）导出而启用客户端网络文件系统支持。
 
·opengl：包含开放图形库（Open Graphics Library，OpenGL），它是用于渲染2D和3D图形的应用程序编程接口。OpenGL运行在不同平台上并且为大部分常见编程语言提供绑定。
 
·pci：启用对PCI总线的支持。
 
·pcmcia：启用对PCMCIA和CompactFlash的支持。
 
·ppp：启用用于拨号联网的点到点协议（Point-to-Point Protocol，PPP）支持。
 
·smbfs：为了通过网络共享远程文件系统、打印机和其他设备，对微软的服务器消息块（Server Message Block，SMB）启用支持和包含客户。
 
·systemd：包含对替代用于启动和关闭系统的SysVinit基于脚本的系统的系统管理守护进程（system management daemon，systemd）的支持。
 
·sysvinit：包含对SysVinit系统管理器的支持。
 
·usbgadget：启用对允许Linux设备在被连接到另一系统时像USB设备（从角色）一样表现的Linux-USB Gadget应用编程接口框架的支持。
 
·usbhost：启用允许例如键盘、鼠标、摄像头等被连接到系统的USB端口并且被其检测到的USB主机支持。
 
·wayland：启用对Wayland合成器协议（Wayland compositor protocol）的支持并且包含Weston合成器。
 
·wifi：启用WiFi支持。
 
·x11：包含X11服务器和库。
 
这个程序清单不包含用于C库配置的发行版特性。这些发行版特性都以libc-开头。如果C库像Yocto项目的默认C库glibc一样可配置，那么它们启用对由C库提供的功能性的支持。如果你正在使用glibc，那么你不必担心设置这些发行版特性，因为它们是从默认发行版设置中继承的，默认发行版设置将在接下来的部分讨论。
 
如果你已经工作于Yocto项目，那么你可能已经注意到，其中也有名为MACHINE_FEATURES的变量并且可允许的机器特性列表和发行版特性列表有很大的交集。例如MACHINE_FEATURES和DISTRO_FEATURES都提供特性bluetooth。在DISTRO_FEATURES中启用蓝牙（Bluetooth）导致用于硬件支持的蓝牙包被安装并且也为大量软件包启用蓝牙支持。然而，在MACHINE_FEATURES中启用蓝牙仅仅导致用于硬件支持的蓝牙包被安装。这给了你对于机器和发行版级别的功能性的控制。在研究Yocto项目板支持包时，我们会详细讨论机器特性。
7.4.4　系统管理器
 
构建系统支持传统的基于脚本的系统管理器SysVinit以及系统管理守护进程（systemd），systemd是SysVinit的替代，它提供服务间更好的优先级化和依赖性处理以及并行启动服务的能力以加速启动序列。
 
SysVinit是用于由Poky构建的Linux发行版的默认系统管理器。如果你希望使用SysVinit，那么不必改变配置。
 
为了启用systemd，你需要增加它到发行版特性并且设置它为系统管理器。增加以下命令到发行版配置文件：
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第一行在根文件系统中安装systemd，第二行启用它作为系统管理器。如果SysVinit也包含在DISTRO_FEATURES中，那么安装和启用systemd不会从根文件系统中去除SysVinit。如果你正在使用标准发行版配置之一，例如poky，那么你可以用如下配置来从DISTRO_FEATURES中去除SysVinit：
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它比完全重新定义DISTRO_FEATURES更加简单。针对你自己的发行版配置，当然，你可以简单地从DISTRO_FEATURES列表中省略SysVinit。
 
SysVinit用以启动各个系统服务的初始化脚本（initscripts）通常是提供服务的包的一部分。如果你唯独想使用systemd，那么为了在根文件系统中节约空间，你可能不希望安装初始化脚本。使用
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来阻止构建系统安装SysVinit初始化脚本。
 
一句话警告：一些守护进程可能还没有调整以用于systemd，因此systemd服务文件是不可用的。如果你碰到这样的软件，你可能不得不自行做出调整。如果你这样做，那么请考虑向上游（upstream）提交工作。
7.4.5　默认发行版设置
 
OpenEmbedded核心元数据层通过文件meta/conf/distro/defaultsetup.conf和一系列被它包含的其他文件（见程序清单7-13）来提供默认发行版设置。默认发行版配置如何被包含进构建环境不是那么显而易见的，因为这个文件不是由例如poky.conf的发行版策略文件所包含的，我们前面讨论了这一点。反而，文件是由BitBake的主要配置文件bitbake.conf所包含的。
 
了解defaultsetup.conf并理解其设置十分重要，因为你自己的发行版策略配置可能扩展或者覆盖由它提供的一些默认变量设置。如果你不正确地设置默认发行版，那么可能不经意便失去重要的默认设置，并且发行版构建可能会失败或者不产出期望的结果。
 
程序清单7-13　默认发行版设置meta/conf/distro/defaultsetup.conf
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文件首先用默认设置包含3个其他文件：default-providers.inc、default-versions.inc和default-distrovars.inc。这些文件的名字对于文件内容提供什么是有指示性的。
 
文件default-distrovars.inc特别为DISTRO_FEATURES、DISTRO_FEATURES_DEFAULT、DISTRO_FEATURES_LIBC和DISTRO_FEATURES_LIBC_DEFAULT提供默认设置。如果你将在发行版策略配置文件中设置DISTRO_FEATURES，那么需要注意你没有不经意地通过覆盖变量而去除默认设置。这样做的安全方法是，使用类似以下的赋值：
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其包含所有默认设置并且按需添加另外的变量以包含额外的发行版特性。
 
配置文件defaultsetup.conf也为TCMODE和TCLIBC设置默认值，并且包含它们各自的配置文件，正如前面所描述的。
7.5　外部层
 
在前面几节的例子中，我们使用了OpenEmbedded核心层meta和Yocto项目基层meta-yocto的软件包和包组。
 
随着对Yocto项目和OpenEmbedded的稳定增长的支持和贡献，现在已经有越来越多的额外层和数百个用于无数软件包的菜谱。它们中的很多被分类在OpenEmbedded网站上。如果你正在寻找菜谱以构建特定软件包，那么有可能的是，某个人已经做了这个工作。
 
OpenEmbedded网站的元数据索引[1]允许你按照层、菜谱和机器来搜索。例如，按照层来搜索Java会给你提供Java的层的列表。按照菜谱搜索JDK会给你构建JDK包的所有菜谱和提供该菜谱的层的列表。
 
元数据索引也允许你过滤出被支持的Yocto项目发布以看看菜谱或层是否和那个特定发布兼容。一旦你发现包含你正在寻找的软件包菜谱的层，所有你要做的便是下载层、包含其路径到你构建环境的conf/bblayers.conf的BBLAYERS变量中以及使用前面描述的方法之一增加期望的软件包到镜像。
 
[1] http://layers.openembedded.org。
7.6　Hob
 
Hob是由Yocto项目提供的用于BitBake的图形用户界面。它是Yocto项目的子项目之一，并且是由Yocto项目开发团队所维护的。
 
为什么它被称为Hob？在Hob的早期日子里，这3个字母代表Human-Oriented Builder（面向人的构建器）。然而，这听起来真的不够吸引人，现在工具的名字经常与hob（用于平底锅的英国英语单词）联系在一起。那很适合BitBake和菜谱的方案。
 
借助Hob，你可以用鼠标而不是编辑文本文件来便利地定制根文件系统镜像。如果是这样的情况，那么为什么我们不首先介绍Hob而是避易就难地解释如何构建你自己的定制Linux发行版？有以下一些原因：
 
·你可以用Hob做很多事情，但不是所有事情。
 
·Hob是BitBake和构建环境的前端。它操作你构建环境中的文件、启动BitBake并收集构建结果。理解这如何通过手工完成可以帮助你理解Hob做了什么，特别是如果某些东西出现错误的话。
 
·虽然Hob可能隐藏一些复杂性，但是你仍然需要知道术语和特定变量设置如何影响构建结果。
 
使用Hob相当简单。首先，设置构建环境，然后从它内部启动Hob：
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Hob启动然后验证构建环境。在那个检查完成后，你会看到类似图7-1中的屏幕（我们已经选择了机器和镜像菜谱）。
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图7-1　Hob
 
Hob用户界面很容易理解。
 
·Select a machine：从下拉菜单中选择你希望为其构建的机器。列表显示所有包含在构建环境中的任何层所定义的机器。选择机器会改变在con/local.conf文件中的MACHINE变量设置。
 
·Layers：单击这个按钮来打开让你用构建系统包含层和从构建系统中删除它们的图形化编辑器。这样做修改了构建环境中的conf/bblayers.conf文件。
 
·Select an image recipe：从这个下拉菜单中，你可以选择你希望构建的镜像。与执行bitbake<image-target>类似，这向BitBake提供了镜像目标。菜单包含来自被包括在你构建环境中的所有层的镜像目标。
 
·Advanced configuration：单击这个按钮打开允许你选择根文件系统类型、打包格式、发行版策略、镜像大小等的菜单，正如在7.3节和7.4节所简述的。Hob增加这些选项到构建环境的conf/local.conf文件中。
 
·Edit image recipe：在屏幕底部的这个按钮让你通过增加或删除包和包组来修改镜像菜谱。这样做有效地修改了镜像目标的IMAGE_INSTALL变量。然而，你不可以从Hob用户界面定义新的包组。对于那个任务，你必须按照7.1.6小节所解释的来编写自己的包组菜谱。当然，如果你编写了自己的包菜谱并且用Hob包含了其所在的层，那么你将能够从包组列表中选择它。
 
·Settings：在用户界面右上角的这个按钮允许你修改包含在conf/local.conf中的例如并行性、下载目录、共享状态缓存、镜像和网络代理的一般设置。使用Others标签，可以向conf/local.conf中增加任何变量并且赋值给它。
 
·Images：在Hob用户界面右上角靠近Settings按钮的这个按钮显示前面已构建的镜像的列表。列表是通过解析构建环境的tmp/deploy/images/<machine>子目录来创建的。你可以从列表选择镜像，如果它是QEMU镜像就运行它，否则重新构建它。
 
·Build image：这个按钮用已选择的配置和镜像目标启动BitBake。用户界面切换到构建视图的Log标签，从其中你可以遵循构建过程。相对于从命令行启动时的BitBake输出，这个视图有主要的优势：你不但可以看到当前正运行的任务，而且能够看到即将发生的任务和已经完成的任务。如果有任何构建问题、警告或者错误，那么它们会被记录在Issuse标签下。在那里，你可以检查构建问题并直接查看任务的完整日志文件而不用从构建环境目录结构中导航。
 
在构建完成后，Hob展示给你一个摘要页面，在此你可以在构建系统的文件浏览器中查看已创建的文件。你也可以检查摘要日志，该日志显示针对每个任务的运行结果以及任何注意、警告或者错误消息的。如果你使用了Hob来为QEMU模拟器构建根文件系统镜像和Linux内核，那么你可以直接从Hob中通过单击在用户界面右下角的Run image按钮来启动QEMU以验证镜像。从摘要页面中，你也可以对配置做修改并且运行新的构建。
 
相对于手动地配置构建环境、定制目标镜像和启动BitBake，你是否更喜欢用Hob完全取决于你自己。对于快速原型（rapid prototyping）以及能快速使不是那么熟悉BitBake和Yocto项目的某人来构建预定义的根文件系统镜像目标来说，Hob是非常好的。Hob不允许你创建自己的镜像菜谱，你也不能用它创建自己的发行版策略文件（或者修改它们）。对于这些任务来说，你需要手动设置你自己的层并且创建必要的文件和菜谱。
 
从Yocto项目版本2.1以来，Hob正在被弃用而基于Web的Toaster开始变得更受欢迎，我们将在第13章中详细研究它。
7.7　总结
 
Linux发行版的最大组成部分是包含提供系统核心功能性的大量库和应用的用户空间。本章展示了关于Poky构建系统如何创建根文件系统镜像和你可以如何定制它们以满足需求的基础概念。
 
·OpenEmbedded构建系统的核心镜像提供你可以扩展和修改的发行版蓝图。
 
·核心镜像可以通过追加包和包组到包含在变量IMAGE_INSTALL中的列表来轻松扩展。
 
·QEMU模拟器是一种便利和快速的方法，可在启动实际设备上的根文件之前测试它。
 
·启用构建历史允许你追踪对镜像的变更以及比较构建过程的后续执行。
 
·创建你自己的通过包含核心镜像菜谱以在其上构建的镜像菜谱给你提供了对于根文件系统包含什么包的更多的控制。直接继承core-image类的镜像菜谱允许你从头构建根文件系统镜像。
 
·包组是捆绑多个包和通过单一名字引用它们的机制，它用IMAGE_INSTALL变量极大地简化了镜像定制化。Poky提供了一系列组织常见包的预定义包组。
 
·构建系统可以以大量输出形式生产根文件系统镜像。它们中的一些可以直接写入到例如闪存设备的存储介质中以启动系统。
 
·设置发行版策略允许独立于根文件系统内容的操作系统配置。它也提供了在构建系统中使用外部工具链和改变C库的方法。
 
·Hob是用于BitBake的图形用户界面。从已初始化的构建环境内部被启动，它允许配置和构建根文件系统镜像而不用使用文本编辑器来修改文件。
第8章　软件包菜谱
 
第7章探索了如何构建你自己的Linux操作系统栈和创建根文件系统以启动它们。对于该章中的例子来说，我们使用了软件包，并为此将菜谱作为默认元数据层的一部分来提供，而默认元数据层被包含在OpenEmbedded构建系统中。默认包给了你可运行的Linux系统作为用于你自己项目的基础。它们可以如仅仅启动到交互控制台的系统一样简单和基础，也可以如带有提供用户图形界面的X窗口系统（X11）的系统一样复杂。
 
除非你正在为嵌入式Linux工程师构建开发板，否则最终设备会要求你增加你自己的软件包到操作系统栈。理想的情况是，你希望BitBake为你构建软件包并且能够使用在第7章中讨论的方法把它们包含在根文件系统中。
 
本章以展示构建软件包的菜谱的结构和描述被使用的典型元数据开始，然后我们显示如何编写直接从C文件构建的菜谱、用标准makefiles构建的菜谱、用CMake构建的菜谱以及用GNU Autotools构建的菜谱，随后我们解释各种构建制品是如何通过使用包管理系统来被拆分成不同包的。我们以关于如何用追加文件修改现有菜谱的部分来结束本章。
8.1　菜谱布局和惯例
 
大部分菜谱被设计成构建软件包。在Yocto项目和OpenEmbedded惯例持续演进过程中，关于如何编写用于软件包的菜谱的指导方针和最佳实践已经被确立了。它们不是绝对的规则，并且你发现很多菜谱，特别是老旧的菜谱，不严格遵守这些指导方针。然而，社区要向着最佳实践靠拢，并且遵循它们是很有意义的。在OpenEmbedded网站[1]上，你可以发现菜谱样式指导。
 
[1] http://openembedded.org/wiki/Styleguide。
8.1.1　菜谱文件名
 
菜谱文件名遵循惯例<packagename>_<version>-<revision>.bb，其中packagename是菜谱构建的软件包的名字。下划线（_）把版本字符串和包名分隔开来，连字符（-）把版本字符串和修订分隔开来。不要在菜谱的任何其他地方使用下划线，例如用于分隔包名的部分。连字符是被允许用于包名以及包版本的，但是对于后者，是应该被避免的。包修订一定不能包含连字符。菜谱名字的例子是：
 
·avahi_0.6.31.bb
 
·linux-yocto_3.14.bb
 
·wpa-supplicant_2.2.bb
 
菜谱文件名的字段packagename、version和revision分别被BitBake赋值到变量PN、PV和PR。
 
当包是从软件配置管理（Software Configuration Management，SCM）系统的分支中获取的并且版本没有与标签关联时，有关菜谱名字的特定问题出现。在这个情况下，菜谱应该被命名成<packagename>_<scm>.bb，其中scm是版本系统的名字，例如git、svn或者cvs。然后，菜谱应该显式地设置PV为PV="<version>+git${SRCREV}"，其中version是最当前的发布或者标签点，并且SRCREV指向要从软件配置管理中获取的修订。遵循用于菜谱文件的命名指导方针是十分重要的，因为包名、版本和修订也被用于包管理系统。使用不正确的菜谱名可能导致包管理器在为目标根文件系统创建、安装和维护包版本时出问题。
8.1.2　菜谱布局
 
菜谱遵循标准布局以使菜谱文件更加可访问和更易于理解。这个布局可以被分解成数个逻辑上分组元数据的部分。我们使用来自meta/recipes-core/gettext/gettext_0.18.3.2.bb的gettext菜谱来解释结构，其显示在程序清单8-1中。
 
程序清单8-1　gettext菜谱gettext_0.18.3.2.bb
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我们稍微重新格式化了这个菜谱，并且包含了注释以概述我们正在讨论的元数据部分。gettext是包含你在菜谱中可能遇到的大部分元数据的相当复杂的菜谱。然而，不是所有菜谱都是那么复杂。大部分实际上是相当简单的，因为构建它们各自软件包完全可以被各种类不加任何太大修改地完成。
 
接下来的讨论解释菜谱的部分和它们通常包含的元数据。
 
描述性元数据
 
描述性元数据（Descriptive Metadata）提供关于菜谱和它构建的软件包的信息。
 
·SUMMARY（摘要）：一行（最多80个字符长度），包的简短描述。
 
·DESCRIPTION（描述）：扩展的（可能多行长度），包和其所提供的东西的细节描述。
 
·AUTHOR（作者）：以AUTHOR="Santa Claus<santa@northpole.com>"形式的软件包（不是菜谱）的作者的名字和邮箱地址。这可以是多个作者的列表。
 
·HOMEPAGE（主页）：以http://开头的URL，软件包被托管在这里。
 
·BUGTRACKER（缺陷追踪）：以http://开头的URL，指向项目的缺陷追踪系统。
 
包管理器元数据
 
在这一部分的元数据为包管理系统提供主要用于包数据库（package database）维护的额外信息。然而，不是所有的包管理系统都支持这些设置。
 
·SECTION（部分）：这个包所归属的类别。包管理工具使用这个类别来组织包。虽然类别未被严格标准化并且各种主流Linux发行版定义它们自己的列表，但是通常被使用的类别已经演化出来了。常用部分或者类别的例子是app、audio、base、devel和libs。
 
·PRIORITY（优先级）：用优先级来告诉包管理工具软件包是否被系统运行需要，以及软件包是否是可选的或者最终是与其他包冲突的。优先级仅仅被Debian包管理器dpkg和开放包管理器opkg所利用。优先级是：
 
·standard（标准的）：对任何Linux发行版来说都是标准的包，包括一个相当小的但是也不太限制于控制台模式的系统。

·required（必要的）：对系统的正常功能来说所必要的包。

·optional（可选的）：对可运行的系统来说不是必要的包，而是为了合理可用的系统的包。

·extra（额外的）：可能与来自更高优先级的其他包冲突或者有特殊需求的包。
 
许可元数据
 
这部分的元数据允许构建系统自动追踪开源许可需求。这个信息对所有包都是强制性的。我们将在第12章中处理Yocto项目许可管理的细节。
 
·LICENSE（许可）：用于这个软件包的许可（或者多个许可）的名字。在大部分情况下，仅有一个许可适用，但是一些开源软件包使用多个许可。这些可以是允许包的用户从数个许可中选择一个的双许可或者是在软件包的部分授权不同的多许可。双许可是通过以管道符号（|）连接许可名字来指定的。多许可是通过以&连接许可名字来指定的。构建系统也支持复杂的逻辑许可算术，例如GLv2&（LGPLv2.1|MPL-1.1|BSD）。
 
·LIC_FILES_CHECKSUM：这个变量允许追踪对许可文件本身的变更。变量包含、许可文件以及它们各自校验和的空格分隔列表。在获取并解压了软件包的源文件后，构建系统通过对许可文件或者许可文件的部分计算校验和，以及将其与所提供校验和进行比较来验证许可。
 
继承指令和包含
 
这部分包含用于菜谱从类继承功能性的继承指令。它也包括包含（include）和要求（require）语句以在语句的位置上直接插入其他文件。在菜谱中的位置对于继承没有关系，但是对于包含文件，它可能是重要的。被包含的文件可以设置你可能希望在菜谱中覆盖的变量。
 
构建元数据
 
我们把这部分的元数据叫作构建元数据，因为它提供对于构建软件包所需的设置，例如URI、声明依赖性和定义提供（provisions）。
 
·PROVIDES（提供）：通常用于抽象配置的一个或者多个额外包名的空格分隔列表。
 
·DEPENDS（依赖）：在这个包可以被构建前必须被构建的包名的空格分隔列表。
 
·PN：包名。这个变量的值是由BitBake从菜谱文件的基名称获取的。对大部分包来说，这是正确且足够的。一些包可能需要调整这个值。例如，交叉工具链应用——例如gcc-cross，在它们的名字上被追加了目标架构。
 
·PV：包版本，它是由BitBake从菜谱文件的基名称获取的。对于除了直接从源仓库构建的包来说，这个值是正确且足够的。对于那些从软件配置管理中构建的包来说，8.1.1小节解释了如何正确设置PV。
 
·PR：包修订。默认修订是r0。在过去，BitBake要求你在每次菜谱自己已经改变了的时候增加修订以触发重新构建。然而现在，新的签名处理器计算包含函数的菜谱元数据的签名。现在，构建系统完全依赖于签名来重新构建。
 
为了正确的包命名，增加PR的值可能仍然是必需的，因为其使得包管理器可以正确地为包升级维护数据库。以前，维护是通过使用PRINC变量来完成的。然而，这个方法已经证明是易于出错的，所以PRINC已经被弃用并且被PR service所替代。PR service是基于签名来计算PR的修订服务器[1]。
 
·SRC_URI：用于从其下载源代码、补丁和其他文件的URI空格分隔列表。
 
·SRCDATE：源代码日期。这个变量仅仅当源是从软件配置管理中获取而来时才适用。
 
·S：在构建环境中的、构建系统把未解压的源代码放在其中的目录位置。默认位置依赖于菜谱名和版本：${WORKDIR}/${PN}-${PV}。默认位置对于几乎所有从文件包中构建的包来说都是合适的。对于直接从软件配置管理中构建的包来说，你需要显式地设置这个变量，例如用于GIT仓库的${WORKDIR}/git。
 
·B：在构建环境中的、构建系统把在构建中创建的对象放入其中的目录位置。默认是与S相同的：${WORKDIR}/${PN}-${PV}。很多软件包是在树（in tree）中或者在位置（in location）中被构建的，把对象放在源树中。用GNU Autotools来构建包的菜谱、Linux内核和交叉工具链应用分离源和构建目录。
 
·FILESEXTRAPATHS：扩展用于由FILESPATH定义的额外本地文件的构建系统的搜索路径。这个变量最常以FILESEXTRAPATHS_prepend：="${THISDIR}/${PN}"形式被用于追加文件中，它导致构建系统在由FILESEXTRAPATHS指定的其他目录中查找之前先在带有追加文件存在于其中的目录的包名的子目录中寻找额外文件。
 
·PACKAGECONFIG：这个变量允许在构建时启用和禁用软件包的特性。你用以下形式的四倍列表（quadruples of lists）定义特性：
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四倍是用逗号（,）分隔的。它们的顺序很重要：
 
1.如果特性是被启用的，额外参数加到configure脚本（EXTRA_OECONF）的配置列表。
 
2.如果特性是被禁用的，额外参数加到EXTRA_OECONF。
 
3.如果特性是被启用的，额外构建依赖性加到DEPENDS。
 
4.如果特性是被启用的，额外运行时依赖性加到RDEPENDS。
 
为了启用特性，你可以创建追加文件或者在配置文件中这样做：
 
·追加文件：在你自己的层中创建追加文件并且命名它为<packagename>.bbappend，其中packagename是你希望追加的菜谱名，然后你可以通过用PACKAGECONFIG="f2 f3"覆盖它们来完全重新定义变量或者你可以用PACKAGECONFIG_append="f2 f3"来保留原来的设置值。

·配置文件：你可以简单地使用PACKAGECONFIG_pn-<packagename>="f2 f3"或者PACKAGECONFIG_append_pn-<packagename>="f2 f3"来增加变量到如local.conf的配置文件或者发行版配置文件。
 
这两个方法在结果上是完全相同的。
 
·EXTRA_OECONF：额外的configure脚本选项。
 
·EXTRA_OEMAKE：用于GNU Make的额外选项。
 
·EXTRA_OECMAKE：用于CMake的额外选项。
 
·LDFLAGS：传到链接器的选项。默认设置依赖于构建系统在构建什么：当为目标构建时，它是TARGET_LDFLAGS；当为构建主机构建时，它是BUILD_LDFLAGS；当为主机构建SDK时，它是BUILDSDK_LDFLAGS。你通常不完全覆盖这个变量而是向其增加选项。
 
·PACKAGE_ARCH：定义软件包的架构。默认情况下，当为目标构建时，这个变量被设置成TUNE_PKGARCH；当为构建主机构建时，这个变量被设置成BUILD_ARCH；当构建SDK时，这个变量被设置成"${SDK_ARCH}-${SDKPKGSUFFIX}"。默认值通常是足够的，除非你的软件包完全依赖于特定的机器而不是依赖于机器的架构。在这种情况下，要在菜谱中设置PACKAGE_ARCH="${MACHINE_ARCH}"。
 
打包元数据
 
菜谱的这个元数据部分定义构建输出如何使用包管理器被打包进不同的包中。打包发生在软件已经被构建并且被安装进包构建目录本地的根文件系统结构之后。我们在此介绍变量并且在接下来的部分讨论细节。
 
·PACKAGES：这个变量是在打包过程中被创建的包的空格分隔列表。这个变量的默认值是"${PN}-dbg${PN}-staticdev${PN}-dev${PN}-doc${PN}-locale\${PACKAGE_BEFORE_PN}${PN}"。这个列表是以从左到右的方式来被处理的，意味着，最左侧的包首先被创建，最右侧的包最后被创建。顺序是重要的，因为包消耗与它相关联的文件。如果两个或者更多包消耗相同的文件，那么仅仅第一个被处理的包包含文件。菜谱通常把额外包增加到列表的前部。
 
·FILES：FILES变量定义被放进特定包中的目录和文件的列表。构建系统为实际的包定义默认文件和目录列表，例如FILES_${PN}-dbg="<files>"，其中files是空格分隔的可以包含通配符的目录和文件列表。如果菜谱增加额外包到PACKAGES中的列表，那么你需要为那个包定义FILES。菜谱可能产生通常未在默认包中被发现的对象，你希望将其增加到标准包。在那个情况下，你要用带有那些文件的列表追加到FILES。
 
·PACKAGE_BEFORE_PN：这个变量让你在最终的包名被创建前简单地增加包。你可以简单地看到其如何工作。在PACKAGES的默认列表中，PACKAGE_BEFORE_PN变量的内容在最终的包PN之前被扩展。简单地增加包到变量PACKAGE_BEFORE_PN="${PN}-examples"。当然，你也需要为examples包定义FILES列表。
 
·PACKAGE_DEBUG_SPLIT_STYLE：这个变量决定当${PN}-dgb包被创建时如何拆分二进制和调试对象。有3个变体：
 
·".debug"：在目标上，包含调试符号的文件被放在安装有二进制的目录内的.debug目录中。例如，如果二进制被安装在/usr/bin中，那么调试符号文件被置于/usr/bin/.debug。这个选项也在.debug中安装源文件，它是默认行为。

·"debug-file-directory"：在目标上，调试文件被放在/usr/lib/debug下面，将其和二进制分开。

·"debug-without-src"：这个变体和.debug一样，但是源文件不被安装。
 
·PACKAGESPLITFUNCS：这个变量定义执行包拆分的函数的列表。由package.bbclass定义的默认是PACKAGESPLITFUNCS?="package_do_split_locales populate_packages"。菜谱可以前新增到这个变量以在该默认被运行前运行它们自己的包分离函数。
 
任务覆盖、前新增和追加
 
在这一部分，菜谱覆盖任务、向任务前新增（prepend）和追加以重新定义、变更或者扩展默认行为。
 
变体/类扩展
 
这个部分简单地包含BBCLASSEXTEND变量以创建例如包的原生或者软件开发工具包构建的变体。
 
运行时元数据
 
这个元数据部分定义运行时依赖性。
 
·RDEPENDS：该包在运行时所依赖的，为了该包正确运转而必须被安装的包列表。变量适用于正在被构建的包，因此对特定包，你需要条件性地定义它。例如，如果开发包依赖Perl以正确运行，那么你需要指定RDEPENDS_${PN}-dev+="perl"，它告诉构建系统在包管理器的程序清单中创建这个包依赖性。
 
·RRECOMMENDS：与RDEPENDS类似但是指示弱依赖性，因为这些包对于正在被构建的包不是必不可少的。然而，它们确实增加可使用性。如果这些包是可用的，那么包管理器安装它们；但如果这些包是不可用的，那么包管理器也不失败。
 
·RSUGGESTS：与RRECOMMENDS类似，但是从即使这些包是可用的但是包管理器也不安装它们的这个意义上来说，其甚至更加弱。它们仅仅提供这样的信息——安装这些包可能是有好处的。
 
·RPROVIDES：用于运行时配置的包名别名列表。包的自有名字总是隐式地作为那个列表的一部分。正如对于控制包创建的所有运行时元数据一样，你需要使用条件赋值：RPROVIDES_${PN}="alias1 alias2"。
 
·RCONFLICTS：冲突包的名字列表。如果在安装前不是所有冲突包都被移除了，那么包管理器不安装这个包。正如对于控制包创建的所有运行时元数据一样，你需要使用条件赋值：RCONFLICTS_${PN}="conflicting-package-name"。
 
·RREPLACES：这个包替代的包的名字列表。包管理器使用这个变量来决定这个包替换其他哪些包。如果包可以共存，那么包管理器安装这个包，即使在这个列表的其他包是被安装的。如果包不能共存，那么该包必须也设置RCONFLICTS变量来包含那些包。正如对于控制包创建的所有运行时元数据一样，你需要使用条件赋值：RCONFLICTS_${PN}="conflicting-package-name"。构建系统支持版本化的依赖性：
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这里的操作符是=、<、>、<=或者>=之一。例如，
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你可以在RDEPENDS、RRECOMMENDS、RSUGGESTS、RCONFLICTS和RREPLACES中使用版本化的依赖性。
 
[1] 默认情况下，PR service是被禁用的。关于更多信息以及如何启用它，请参见在https://wiki.yoctoproject.org/wiki/PR_Service的PR service wiki。
8.1.3　格式指导方针
 
用于源代码、BitBake菜谱和类的格式指导方针本质上是源代码。它们的目的是跨所有制品创建一致的格式和外观以便某个正在尝试工作于Yocto项目和OpenEmbedded的人可以快速学习和理解。指导方针也简化审查维护者的贡献。
 
OpenEmbedded已经建立了样式指导[1]，它确立了用于格式菜谱、类和配置文件的基础规则：
 
赋值
 
·在赋值操作符的每一侧使用单一的空格。
 
·仅仅在赋值的右手侧使用引号：
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延续
 
·为了更好的可阅读性，延续被用来拆分长的变量列表，例如SRC_URI。
 
·使用行延续符号（\）。
 
·不在行延续符号后面放置任何空格。
 
·缩进连续的行到值开头的水平。
 
·为缩进使用空格替代tab，因为开发者倾向于不相同的设置它们的tab大小。
 
·把结束的引号放在它自己的行上。
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Python函数
 
·每个缩进使用4个空格；不使用tab。
 
·Python对于缩进是相当挑剔的。永远不要混用空格和tab。
 
Shell函数
 
·每个缩进使用4个空格；不使用tab。
 
·一些层，例如OECore，为shell函数使用tab用于缩进。然而，推荐你为新层使用4个空格以和Python函数保持一致。
 
注释
 
·在菜谱、类和配置文件中，注释是被允许并且被鼓励的。
 
·注释必须在一行的开头使用#字符开始。
 
·注释不能被用在延续中。
 
即使你不打算向OpenEmbedded或者Yocto项目提交补丁或者贡献菜谱或层，遵循这些简单的指导方针也依旧可使为你和你的组织维护你自己的菜谱、类和配置文件变得更加简单。
 
[1] http://openembedded.org/wiki/Styleguide。
8.2　写新菜谱
 
当工作在OpenEmbedded构建系统时，为软件包写新菜谱并且增加它到构建是必不可少的任务。一开始它可能是令人气馁的，但是它不像它看起来的那样困难。大部分复杂性是由各种类来解决的。图8-1显示了一步步写菜谱的方法。
 
用于创建菜谱的工作流相当类似于我们在第3章中所讨论过的、用于构建包的BitBake过程。当然，那不是巧合。当创建新菜谱时，你一步一步为每个过程步骤增加必要元数据。工作流也不是像描述的那样线性，而通常是做出增加或者变更然后测试变更的迭代。因为前面步骤的结果影响后续步骤，所以使得每个步骤正确是重要的。有时，运行过程步骤（例如编译）的问题，可能相关于前面步骤中的问题，例如configure。
 
在写菜谱之前，我们推荐你寻找别人已经写了的并且满足或者至少接近满足需求的菜谱。OpenEmbedded元数据索引[1]是用于搜索的好起点。你可能找到你可以为了符合需求而修改的菜谱。然而，如果你正在为你自己的软件包写菜谱，那么这个方法可能不好使。在这种情况下，你从既定菜谱开始并且尝试修改它可能比从头或者从菜谱骨架创建菜谱需要更多的努力。
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图8-1　菜谱创建工作流
 
接下来的部分详细描述用于从头创建菜谱的工作流步骤。
 
[1] http://layers.openembedded.org。
8.2.1　建立菜谱
 
即使你仅仅正在创建单一菜谱，我们也总是推荐你把它放进你自己的层中或者为它创建新的层。为什么？几乎没有项目保持简单。大部分项目随着时间而增长，因为你要增加它们。通过使用你自己的层来建立结构极大地简化了将来的维护。如果你还没有层来放入菜谱，那么你可以简单地使用yocto-layer工具来创建：
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该工具交互式地引导你创建层并且也为你准备好创建样例菜谱。你可以从样例菜谱或者从显示在程序清单8-2中的骨架开始。
 
程序清单8-2　骨架菜谱
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在层内创建骨架菜谱。BitBake按照你层内conf/layer.conf文件中的BBFILES变量设置来在层内定位菜谱。BBFILES定义了用于菜谱文件的搜索模式。它通常被设置成：
 

 [image: ]

 
当然，你可以为你自己的层改变搜索模式，但是使用以上的默认是有意义的，因为所有OpenEmbedded/Yocto项目层都使用它。因此，yocto-layer工具创建具有这个用于BBFILES的设置的conf/layer.conf。
 
例如，如果你正在为名为myapp的应用创建菜谱，那么你将希望把菜谱放在目录recipes-apps/myapp中。
 
菜谱名必须遵守在8.1.1小节讨论的命名惯例并且应该至少是<packagename>_<version>.bb，例如myapp_1.0.bb。
8.2.2　获取源代码
 
菜谱做的第一件事是获取源代码。因此，菜谱必须提供SRC_URI以告诉构建系统从哪里获取源以及使用什么协议。获取是通过do_fetch任务来执行的。
 
对于大部分典型开源上游下载来说，源文件是作为压缩包来提供的。这些包可以通过使用标准文件传输协议来获取，正如我们在第3章中详细讨论BitBake获取器时看到的。例如，
 

 [image: ]

 
为GNU Hello World程序获取源包。然而，在SRC_URI中使用硬编码的版本号使得菜谱更不可移植。作为替代，推荐使用PV：
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当获取源包时，构建系统要求你提供MD5或SHA256校验和来验证包是否已经被正确下载了。你可以直接指定校验和为SRC_URI的一部分，但是由于这些校验和往往有些不便的，所以我们推荐你在SRC_URI中给包一个名字，并且独立指定校验和：
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这样做，使得SRC_URI更易于维护并且当SRC_URI包含多个URI时也工作得更好。
 
直接从软件配置管理中获取源代码也是常见的实践。构建系统几乎支持所有常见软件配置管理系统。当前最被频繁用于开源软件的软件配置管理是Git。从软件配置管理中获取不要求校验和但是通常要求要检出的修订和标签：
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很多菜谱也要求文件被直接从构建主机本地获取。通常，它们是集成补丁、配置文件等：
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使用file：//协议说明符命令构建系统在构建主机上寻找文件。路径是相对于由FILESPATH指定的路径的。变量通常包含多个路径。首个匹配文件的路径被使用。默认情况下，在FILESPATH中的目录列表包含BP（基包名和版本）、BPN（基包名）和files。所有这些都被假设成是菜谱所在目录的子目录。
8.2.3　解压源代码
 
在获取后，源代码需要被解压。仅仅当源代码作为源包被下载时解压才是需要的。如果它是从软件配置管理中获取的，那么解压不是必要的，因为文件可以被一一从仓库中检出。任务do_unpack处理解压。它几乎可以处理所有常见打包和压缩方案。
 
源代码被解压进由变量S指定的目录中。构建系统期望源包包含目录树，目录树具有单一的、名为${BP}或者${BPN}-${PV}的顶级或者根目录。使用GNU Hello的例子，hello-2.9.tar.gz包必须解压到单一的、名为hello-2.9的目录中。这是大部分开源包遵循的惯例。对于不是这种情况的包，你需要在菜谱中显式地设置S。例如，对于没有顶级目录的包，你需要设置S为：
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你需要精确地设置S为什么，依赖于源代码是如何被打包的。可能最终必须要追加do_unpack任务来重命名或者复制目录或者复制以及移动目录内容。
 
如果菜谱正在从软件配置管理中获取源代码，那么你也需要显式地设置S。在这种情况下，S通常被设置成${WORKDIR}/<scm>，其中<scm>是软件配置管理的名字。对于Git，你设置：
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在你设置了用于获取和解压的新菜谱以后，运行它并且验证源已被正确下载和解压是好主意：
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让你分别运行获取和解压任务。如果你仅仅运行解压任务而获取任务还没有被运行，那么BitBake会自动运行它，因为解压依赖于获取。
 
获取任务已经完成后，你应该在由DL_DIR指定的下载目录中找到源包。对于来自软件配置管理的获取，下载目录包含具有软件配置管理名字且远程仓库已经被克隆或者检出到那里的子目录。
 
在你运行了解压任务后，你应该能够在源目录S中找到已解压的源。
8.2.4　为源代码打补丁
 
如果SRC_URI包含任何补丁，也就是以.patch或者.diff结尾的文件，那么do_patch任务使用Quilt工具自动应用这些补丁到已解压的源代码。
 
构建系统期望补丁可以用-p1选项来应用，这意味着第一级目录是被除去的。如果补丁需要多级目录被除去，那么你需要提供striplevel选项和数字作为补丁SRC_URI的一部分。如果补丁需要被应用进特定的、不是在补丁文件本身内提供的子目录中，那么你增加patchdir选项到SRC_URI：
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你应该把补丁和任何其他本地获取的文件放在菜谱旁边的子目录中，子目录被命名成和菜谱的基名称BPN相同，或者被命名成基名称加版本号BP，或者被命名成files。例如，如果菜谱的名字是foo_2.3.1.bb，那么目录的名字可以是foo、foo-2.3.1和files其中之一。使用foo而不是files有助于为不同菜谱组织补丁。使用foo-2.3.1而不是foo允许为不同版本的foo菜谱分开补丁。
8.2.5　增加许可信息
 
所有菜谱都不要求通过设置变量LICENSE和LIC_FILES_CHKSUM来提供许可信息。这两个变量都是强制的；否则，构建系统拒绝菜谱并且不构建它。
 
·LICENSE：用于这个软件包的许可名字。在大部分情况下，仅有单一许可适用，但是一些开源软件包使用多个许可。这些可以是允许包用户从数个许可中选择其一的双许可或者是在其中软件包的部分授权不同的多许可。双许可是通过以管道符号（|）连接许可名字来指定的。多许可是通过以&连接许可名字来指定的。构建系统也支持复杂的逻辑许可算术，例如GLv2&（LGPLv2.1|MPL-1.1|BSD）。
 
·LIC_FILES_CHKSUM：这个变量允许追踪对许可文件本身的变更。变量包含许可文件以及它们各自校验和的空格分隔列表。在获取并解压了软件包的源文件后，构建系统通过对许可文件或者许可文件的部分计算校验和，以及将其与所提供校验和进行比较来验证许可。
 
由LIC_FILES_CHKSUM列出的许可可以有任何名字，只要名字不含有任何空格或者字符&、|、“(”和“)”。对于标准许可，我们推荐你使用meta/files/common-licenses中的许可文件名或者来自meta/conf/licenses.conf中的SPDXLICENSEMAP属性的许可名。
 
如果源包在文件（例如COPYING、LICENSE或者类似文件）中提供实际的许可，那么你应该在LIC_FILES_CHKSUM中指定它：
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一些使用标准开源许可的软件包可能简单地陈述名字和许可的版本但不包含许可文件本身。在这种情况下，使用在COMMON_LICENSE_DIR中提供的许可文件：
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如果你没有许可文件的MD5校验和，那么你不需要手动计算它。仅仅把md5参数留空，构建系统以提供校验和的错误消息退出，然后你可以复制和粘贴这个校验和进菜谱中。
8.2.6　配置源代码
 
构建软件包通常依赖于构建系统和构建环境，例如开发工具以及对其他软件包和库的依赖性。这尤其发生在为不同架构交叉构建时。为了保证源包是可移植的以便它们可以在各种具有不同构建环境的构建系统上为大量目标系统构建，开发者提供用于配置源代码和它的构建系统的方法。
 
在最简单的情况下，这个配置是通过设置环境变量来实施的，源代码构建系统将该变量用于它的makefiles和构建脚本。不幸的是，这个方法是非常不用户友好的，因为，为了能够提供正确的设置，希望构建软件包的人需要理解变量和他们打算做的事。不同开发者也倾向于以不同方式命名变量，这增加了复杂度。虽然有一些达成一致的公分母——例如，作为用于C编译器变量的CC、用于C++编译器的CPP和用于链接器的LD——但是开发者仍然可能定义你可能需要解决的其他变量。
 
为了缓和问题，构建系统被开发成使源代码以标准化的方式可移植。两个常见的构建系统是GNU Autotools和CMake。这两者都旨在通过为源代码配置提供自动化工具来简化源代码的移植并使配置用户友好。这些工具通过将随源代码一起交付的配置文件和实际构建系统进行匹配并构建环境配置来决定必要的配置，然后基于输出设置需要的变量。
 
作为第一个步骤，你需要决定你正在为其编写菜谱的包依赖于哪些其他软件包。通常，软件包的文档应该提供给你这个信息。你需要增加这些包到DEPENDS变量以便BitBake可以首先构建这些包来满足依赖性。
 
第二，你需要决定你正在构建的软件包是否使用源配置系统。
 
·GNU Autotools：如果软件包包含configure.ac文件，那么它使用GNU Autotools。configure.ac文件包含用于检测编译器、寻找特定头文件、测试库等的宏（macros）列表。autoconf工具从这个名为configure的文件创建一个shell脚本然后执行实际的测试。GNU Autotools构建在传统的Make原生系统之上，并用于构建软件包。在configure脚本已经成功完成后，它创建makefile。
 
如果软件包使用GNU Autotools，那么所有你要做的事情是继承autotools类。这个类提供do_configure任务，并且在大部分情况下，你不需要进一步修改配置。
 
然而，一些软件包可能依然要求你对配置做调整。为了这个目的，OpenEmbedded构建系统提供允许你增加或者覆盖配置设置的变量EXTRA_OECONF。
 
·CMake：如果软件包包含CMakeLists.txt文件，那么它使用CMake。这个文件包含配置指令。CMake和例如Make的原生构建系统结合使用。
 
如果软件包使用CMake，那么所有你必须做的事情是继承cmake类。这个类提供do_configure任务，并且在大部分情况下，你不需要进一步修改配置。
 
如果你需要对配置做调整，那么OpenEmbedded提供用于传递任何需要的配置选项的EXTRA_OECMAKE变量。
 
·Other：如果源包不包含configure.ac或者CMakeLists.txt文件，那么它正在通过直接传递环境变量到构建系统来使用某个其他的配置方法。如果是这种情况，你可能必须编写你自己的do_configure任务来应用正确的设置。在简化的情况下，设置EXTRA_OEMAKE变量以传递设置是足够的。
 
此时，你应该运行configure任务并且检查它的日志文件以保证配置成功了并且正确的选项已经被传递了。日志也告诉你是否你缺失DEPENDS变量中所需要的任何依赖项或者是否你可能不希望启用的选项已经被启用了。
8.2.7　编译
 
现在菜谱已经就绪于编译源代码。运行compile任务并且看看编译是否成功了。如果成功了，那么对这一步来说，你没有任何其他要做的了。然而，如果编译失败，那么你需要分析日志文件以得到根源。此时，最常见的失败是并行构建失败（parallel build failure）、主机泄露（host leakage）、缺失头文件或者库：
 
·并行构建失败：为Make使用多线程默认是由你构建环境的conf/local.conf中的PARALLEL_MAKE为所有包都启用的。有时，这可能导致竞态条件（race condition），它表现为间歇性失败（intermittent failure）。通常，编译失败是因为应该已经被创建的制品不能被找到。这些失败难以追踪，因为在检查时，你可能发现制品确实已经被创建了；然而，问题是，构建过程的部分已经以错误的顺序执行了。
 
作为变通方法，你可以在菜谱中设置PRALLEL_MAKE=""（空字符串）。这个设置仅仅为这个菜谱关闭并行构建。当然，它减慢构建软件包。如果你希望解决问题并且允许并行构建，那么你可能需要做进一步的调试并且最终应用补丁以改变构建过程的顺序。
 
·主机泄露：这个问题与为目标构建有关，或者是在构建软件开发工具包时发生。当构建过程从主机系统而不是从交叉构建环境引用头文件、库或者其他文件时，问题发生。几乎在所有案例中的根本原因是，例如/usr/include、/usr/lib等绝对路径的使用。主机泄露是由质量保证工具报告的，包括Swabber。你应该能够从质量保证消息中通过分析日志文件来简单地认出这些问题，然后创建补丁来解决它们。
 
·缺失头文件或者库：如果因为编译器找不到来自其他软件包的头文件或者库而编译失败，那么根本原因通常是这些包还没有被声明在DEPENDS变量中，或者依赖性存在但是到文件的路径是不正确的，并且它没有被配置步骤正确地检测到。
 
在大部分情况下，增加依赖性到DEPENDS可以解决问题。然而，它可能不立即表现它自己。通常，你以已经用于构建目标根文件系统的构建环境来开始。在很多情况下，在你开始为新包增加菜谱前，依赖性可能已经为其他软件包所构建了，这导致依赖性得以实现，尽管没有在DEPENDS中声明。对这种情况，建议用全新的构建环境来测试。
 
很少的情况下，你可能需要通过设置变量STAGING_BINDIR、STAGING_INCDIR、STAGING_DATADIR和STAGING_BASELIBDIR等来调整到依赖性的头文件和库的路径。
8.2.8　安装构建输出
 
在软件包被构建后，do_install任务复制例如二进制、库、头文件、配置文件和文档文件的构建制品到镜像了目标设备的根文件系统的文件系统层级结构中。文件从S、B和WORKDIR目录中复制到D目录，其通常被设置成${WORKDIR}/image。在安装后，这个目录包含具有已安装软件包的所有子目录和文件的本地根文件系统。
 
因为打包过程从安装目录D中收集文件，所以你必须保证软件包已经被正确地安装了：所有你已经创建的子目录和文件位于根文件系统结构的正确位置。依赖于软件包是如何被构建的，你可能需要对安装过程做出调整：
 
·GNU Autotools和CMake：如果软件是使用GNU Autotools或者CMake来构建的，那么autotools和cmake类各自提供足以安装大部分软件包的do_install任务。你仅仅需要验证，do_install任务毫无问题地完成了，并且在D中的目录结构是正确的。
 
如果你需要安装还没有被由类提供的do_install任务复制的额外文件，那么你需要在菜谱中创建处理安装剩余文件的do_install_append函数。你必须使用install-d<source><dest>来复制文件而不是使用cp或者任何其他实用程序。
 
·Make：如果软件包是仅仅使用不带GNU Autotools或者CMake的Make构建系统来构建的，那么你需要在菜谱中创建do_install任务。makefile很可能已经包含了安装目标来复制文件。这个目标通常需要目的目录，它是文件系统结构的根目录并且可以通过变量来设置。这个变量是什么依赖于makefile。典型的例子是DESTDIR、PREFIX和INSTALLROOT。
 
OpenEmbedded构建系统提供函数oe_runmake，它用特定的目标执行Make。这个函数允许你传递变量到makefile。你简单地在do_install任务中使用那个函数，如下，假设被makefile需要的用于传到根安装目录的变量名为PREFIX：
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如果makefile不提供安装目标，那么请看下一个用于手动安装的着重号。
 
·手动安装：软件包构建系统根本不提供安装功能，你需要创建do_install任务并且使用install-d<src><dest>来安装需要的文件：
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你可以使用下列用于标准安装路径的变量并且把它们和D连接起来：
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为了验证软件包的安装，运行安装任务并且检查D目录的子目录和文件正确性。
8.2.9　设置系统服务
 
如果软件包提供需要在系统启动时被启动、在系统关闭时被停止的系统服务，那么菜谱需要为软件包设置系统服务。
 
首先，你需要验证软件包是否提供必要启动脚本，并且安装任务把它们复制进正确的位置。这些脚本需要包含什么以及它们被安装在什么地方依赖于你正在使用的服务管理器。如果包不提供脚本或者不安装它们，那么你必须增加它们并且追加do_install任务。
 
构建系统支持这两种服务管理器SysVinit和systemd：
 
·SysVinit：System V Init是用于类UNIX系统的传统服务管理器。当Linux内核在启动时完成了它的初始化以后，它派生init进程，然后它执行服务脚本并且按照运行级别和优先级启动服务。
 
do_install任务必须把服务start-stop-script安装进恰当的目录中，通常是/etc/init.d。然后服务需要通过创建从资源控制目录（/etc/rc0.d到/etc/rc6.d）到脚本的链接来启用，结果就是，当系统进入特定运行级别时，服务可以被启动和停止。这是通过update-rc.d类来完成的，update-rc.d类使用菜谱需要继承的update-rc.d工具。类做所有配置工作。所有需要的事物是在菜谱中用于向类提供必要配置的3个变量：
 
·INITSCRIPT_PACKAGES：包含用于这个软件包init脚本的包列表。这个变量是可选的，并且默认成INITSCRIPT_PACKAGES="${PN}"。

·INITSCRIPT_NAME：init脚本的名字。

·INITSCRIPT_PARAMS：传递到update-rc.d的参数。这可以是例如"defaults 8020"的字符串，用来在进入运行级别2、3、4、5时启动服务和在进入运行级别0、1、6时停止它。update-rc.d手册[1]提供了关于工具和它的使用的细节。
 
·systemd：系统管理守护进程（System Management Daemon，systemd）是作为日渐变老的SysVinit的替代物而开发的。特别是，它提供了服务间更好的优先级化和依赖处理以及并行启动服务的能力，它加速了系统的启动序列。systemd主页[2]提供了详细的信息。软件包必须提供给systemd服务脚本，并且菜谱必须在恰当的位置安装它，位置通常是/lib/systemd/system。然后菜谱通过继承systemd类和提供下面的变量来配置服务：
 
·SYSTEMD_PACKAGES：包含用于软件包的systemd服务文件的包列表。这个变量是可选的，并且默认成SYSTEMD_PACKAGES="${PN}"。

·SYSTEMD_SERVICE：服务文件的名字。
 
虽然Linux系统明显只能利用仅仅系统管理服务，但是你可以编写菜谱来支持这两者。类和变量不冲突，并且构建系统从菜谱中选择正确的设置。
 
为得到更多关于如何设置系统服务的信息，参见update-rc.d.bbclass和systemd.bbclass，并且查阅各自系统服务管理器的文档。
 
[1] www.tin.org/bin/man.cgi?section=8&topic=update-rc.d。

[2] www.freedesktop.org/wiki/Software/systemd。
8.2.10　打包构建输出
 
此时，软件包的所有必要文件都被构建并且被组织在目的目录D内的文件系统结构中。下一步是由do_package任务执行的，是收集文件并且为包管理系统分配它们进包中。
 
包拆分
 
把构建输出（build output）分组到不同包的过程被称为包拆分（package splitting）。大部分软件产生很多不同制品，依赖于需求，你可能只需要其中一些被安装进目标设备的根文件系统中。拆分包以只选择你需要的制品帮助你控制你系统的内存占用并且避免其安装可能对设备造成安全风险的二进制、库、调试信息以及其他文件。
 
两个控制包拆分的变量是PACKAGES和FILES：
 
·PACKAGES：这个变量是空格分隔的包名字的列表。被定义在meta/conf/bitbake.conf中的这个变量的默认值是PACKAGES="${PN}-dbg${PN}-staticdev${PN}-dev${PN}-doc${PN}-locale${PACKAGE_BEFORE_PN}${PN}"。do_package任务从左到右处理列表，首先创建最左侧的包，最后创建最右侧的包。顺序是重要的，因为包消耗与它相关联的文件。
 
·FILES：FILES变量定义被放进特定包中的目录和文件的列表。这个变量总是和条件赋值一起使用，例如：
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其中files是空格分隔的、可以包含通配符以匹配用于do_install任务在其中创建目录和安装文件的目的目录D的目录结构部分的目录和文件列表。用于针对列在PACKAGES中的默认包的FILES默认设置被定义在meta/conf/bitbake.conf。
 
用于PACKAGES和FILES的默认设置满足大部分软件包的需求。然而，软件包可能创建额外的制品并且安装它们到没有被默认设置所包含的目录中。在其他情况下，虽然被默认设置所满足，但是你可能希望进一步拆分包，例如为多个被创建的二进制创建不同的包。在以上两种情况下，你需要增加包名到PACKAGES或通过增加到FILES来包含额外的制品。程序清单8-3演示了如何定制打包。
 
程序清单8-3　定制打包
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在程序清单8-3中的例子前新增名为graphics的额外包到PACKAGES并且设置FILES_${PN}-graphics到过滤器。它也追加过滤器到FILES_${PN}-doc来从非标准的${datadir}/blurb目录收集文档文件并且把它们放进doc包中。
 
在PACKAGES的默认列表中的最后包是${PN}，它是标准包。对FILES相关的定义最终消耗所有尚未被其之前包所声明的文件和目录：
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BitBake语法仅仅允许你追加或者前新增到变量。然而，如果你需要在${PN}包之前嵌入包，那么你可以设置PACKAGE_BEFORE_PN变量并且使用对FILES的条件赋值来设置文件过滤器，正如在程序清单8-3中所示的那样。
 
最后两个控制打包的变量是PACKAGE_DEBUG_SPLIT_STYLE和PACKAGESPL-ITFUNCS。前者给了你对如何处理二进制和调试对象的控制。后者让你为包拆分增加你自己的函数到菜谱。它们是不常用的。我们在8.1.2小节解释了基础。
 
打包质量保证
 
insane类增加合理性和错误检查到打包过程。类定义检查函数的列表，检查函数在打包过程之前、期间和之后被调用，例如属主和文件/目录权限、用于可执行文件和库的正确架构、调试包对非调试包的依赖性等。为得到函数列表，请参考类本身或者Yocto项目参考手册[1]。
 
你可以使用变量WARN_QA和ERROR_QA来决定质量保证函数是否应该创建警告消息，其让构建继续，并且成功而不管警告；或者创建错误消息，其让构建失败。你通常在全局的级别设置这些变量，要么正如在前面章节中概述的，在发行版配置文件中设置，要么在构建环境的conf/local.conf中。
 
如果你需要为菜谱禁用特定的检查，你可以使用INSANE_SKIP变量。例如，
 

 [image: ]

 
为动态加载的库跳过符号链接检查。通常，这些链接仅仅对于开发包有用，但是一些软件包可能需要它们以正常工作。
 
除了由insane类执行的自动化的检查以外，你可以手动验证正确的包拆分。目录${WORKDIR}/packages-split包含用于被创建的每个包的独立目录结构。
 
包架构
 
一般来说，构建系统把所有包标记成是特定于目标架构的。那个惯例对于大部分包是恰当的。有两个你可能需要调整包架构的用例：
 
·机器依赖包：如果包依赖于它为其构建的特定机器，这通常发生在当它执行do_configure任务传递MACHINE变量设置到配置脚本的情况下，那么你需要显式地设置包架构为：
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·架构独立包：如果包适用于所有架构而不管它为其构建的机器是什么，例如，如果它是字体或者脚本包，那么菜谱需要继承allarch类来正确地标记包：
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即使你不显式地改变包架构，我们仍然推荐你尝试通过设置你构建环境的conf/local.conf文件中的MACHINE变量来为不同机器做多个构建的方法来为不同架构构建包。
 
[1] www.yoctoproject.org/docs/1.6.1/ref-manual/ref-manual.html#ref-classes-insane。
8.2.11　定制安装脚本
 
包管理器有能力在包被安装、升级或者卸载之前和之后运行定制脚本。这些脚本是包含在包中的，并且当脚本被调用以执行特定动作时，包管理系统执行它们。OpenEmbedded构建系统支持提供这样的脚本作为菜谱的一部分。它们被作为函数而加到菜谱中。package类拿出函数并且按照包管理系统增加它们到各自的包。机制对包管理系统是透明的，并且仅仅为RPM、dpkg和ipkg所支持。tar打包不支持定制安装脚本。你可以定义以下4个脚本：
 
·pkg_preinst_<packagename>：在包被安装前运行的安装前脚本（preinstallation script）。
 
·pkg_postinst_<packagename>：在包被安装后运行的安装后脚本（postinstallation script）。
 
·pkg_prerm_<packagename>：在包被卸载前运行的卸载前脚本（pre-uninstallation script）。
 
·pkg_postrm_<packagename>：在包被卸载后运行的卸载后脚本（post-uninstallation script）。
 
你需要用包的名字替换<packagename>，它是列在PACKAGES变量中的名字之一。指定包名允许你条件性地应用脚本到特定包。
 
定制脚本通常是shell脚本。程序清单8-4显示了用于主要包${PN}的安装后脚本的骨架。
 
程序清单8-4　安装后脚本骨架
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这个脚本是在包被安装后执行的。为了包成功安装，脚本必须成功完成。不管包管理器是由OpenEmbedded构建系统在创建根文件系统时运行的，还是被运行在目标上，脚本都执行。在一些情况下，你可能希望仅仅通过在目标上执行包管理器将包安装在目标上时才运行脚本，或者你可能希望当安装在目标上时执行不同的命令。程序清单8-5显示了如何实现那个目的的骨架。
 
程序清单8-5　条件安装后脚本骨架
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在程序清单8-5中的骨架脚本背后的逻辑是，目的目录变量D是在构建系统的上下文中而不是当包管理器在目标上被执行时来设置的。
8.2.12　变体
 
所有菜谱为目标构建软件包。如果你希望菜谱为构建主机或除了目标之外的软件开发工具包而构建，那么你必须设置BBCLASSEXTEND变量：
 
·native：为构建主机构建。
 
·native-sdk：为软件开发工具包构建。
 
当构建变体时，你可能需要按需通过条件设置或者覆盖变量来对菜谱做调整。
8.3　菜谱例子
 
这部分提供如何为构建不同类型的软件包编写菜谱的例子。这些是具有目的性的简单例子，你可以立即使用你自己的构建环境来测试它们。一如既往，我们推荐你为它创建你自己的层：
 

 [image: ]

 
让工具为你创建样例菜谱，或者手动创建目录结构和文件。例子是应用，我们假设它们被放在meta-mylayer/recipes-apps/<appname>下面的层内。
 
不要忘记通过增加层到你构建环境的conf/bblayers.conf中的BBLAYERS变量来在构建环境中包含它。
8.3.1　C文件软件包
 
这个例子演示了如何编写直接从软件包的源文件构建软件包的菜谱。虽然这个技术不常被使用，因为几乎所有包都使用某种构建系统，例子显示了构建系统可以被调整成构建任何包。而且，如果你有作为你原生构建一部分的必要编译器，那么你不被限于构建使用C或者C++编程语言的源代码。
 
用于例子的源代码由两个C源文件和C头文件组成，我们在程序清单8-6中已经复制了它们。
 
程序清单8-6　C文件软件包源代码
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例如，我们假设你从你创建了3个文件的目录中使用以下命令创建名为hello-1.0.tgz并且包含3个文件的压缩tar包：
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然后，复制tar文件到子目录meta-mylayer/recipes-apps/hello/hello-1.0.中。
 
随后，在meta-mylayer/recipes-apps/hello中创建名为hello_1.0.bb且显示在程序清单8-7中的菜谱。
 
程序清单8-7　用于构建C文件源包的菜谱
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构建系统为正确的C编译器自动设置变量CC，包括用于机器架构、系统根、调优参数等的所有必要标记。关于这个菜谱要注意的唯一其他事情是设置变量S。因为S默认是${WORKDIR}/${PN}-${PV}，但是我们的tar包不包含具有包名和包版本的根目录，所以，菜谱必须调整S的设置以便构建系统可以找到源。
 
这个菜谱构建引用，并且也自动化创建主要包hello。所有其他包是空的，因为do_install仅仅安装hello应用文件。
8.3.2　基于makefile的软件包
 
为了这个例子，我们重用上个例子中的3个源文件，并且增加显示在程序清单8-8中的makefile来构建软件包。
 
程序清单8-8　makefile
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这是一个简单而典型的makefile，其设置了一些指定C编译器和一些标记的变量。使用这个文件，你可以在主机系统上构建软件包。然而，makefile不把交叉构建考虑在内。
 
把makefile放进和其他3个源文件相同的目录中，并且使用如下命令创建tar包：
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这个命令不仅创建压缩的tar包，也以目录hellomake-1.0前缀在包中的文件来创建正确的目录结构以便菜谱不用必须调整S变量。复制tar包进子目录meta-mylayer/recipes-apps/hello/hellomake-1.0中。
 
然后在meta-mylayer/recipes-apps/hellomake中创建显示在程序清单8-9中的名为hellomake_1.0.bb的菜谱。
 
程序清单8-9　用于构建基于makefile的软件包的菜谱
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函数oe_runmake由do_compile任务执行并且以makefile来调用Make工具。你通常必须通过设置EXTRA_OEMAKE变量来传递用于变量设置的参数到makefile。变量提供从构建系统变量到被makefile使用的变量和传统参数的映射（mapping）。
 
如果你需要提供额外选项到CFLAGS变量，那么你一定不能覆盖它，因为构建系统使用它传递交叉构建设置到编译器。替代性地，使用
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来增加额外选项。
 
不需要覆盖do_compile任务。由base.bbclass定义的默认任务执行oe_runmake，其对应执行Make工具，传递EXTRA_OEMAKE变量给它。
 
然而，你确实需要提供你自己的do_install任务，因为由base.bbclass定义的默认什么也不做。如果makefile提供安装目标，那么任务仅仅用参数来调用oe_runmake，正如在例子中所显示的。否则，你必须显式地编写安装，正如在前面例子中所显示的。
8.3.3　基于CMake的软件包
 
CMake是用于构建、测试和打包软件的开源跨平台构建系统。CMake工具套件使用独立于平台和编译器的配置文件来控制和管理构建过程。CMake创建原生makefiles，甚至为各种集成开发环境（Integrated Development Environments，IDE）创建工作区。
 
OpenEmbedded构建系统用cmake类为使用CMake的软件包提供支持。类处理配置和构建过程，把大部分菜谱缩减到仅有描述性元数据、许可信息、源URI和用于cmake类的继承指令。程序清单8-10显示了用于构建Synergy的菜谱，Synergy是允许通过本地网络在多个计算机之间共享键盘和鼠标的客户端–服务器应用。Synergy使用CMake来控制它的构建过程。显示的菜谱是从OpenEmbedded meta-oe层复制过来的。
 
程序清单8-10　用于构建Synergy的菜谱——synergy_1.3.8.bb
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8.3.4　基于GNU Autotools的软件包
 
GNU构建系统，通常被称为GNU Autotools，已经成为用于开发可以在类UNIX系统之间移植的应用的事实标准。
 
开发者频繁批评Autotools复杂并且难以使用。然而，编写可以在大量不同系统上被编译的应用是一项复杂任务，对于嵌入式系统尤其如此。Autotools可以帮助开发者理解很多不同系统的细节，以及它们在哪些方面存在差异，但要求他们提供一个可能很长的配置设置列表。
 
带有Autotools支持而被创建的软件包极大地简化了在不同系统上构建包的任务。通常，所有你要做的是运行配置脚本，然后构建包。大量开源包使用Autotools用于配置。OpenEmbedded构建系统通过autotools类提供很大的支持，在大部分情况下，它把编写菜谱极大地简化成了提供描述性指令、增加源URI和许可信息以及继承autotools类。程序清单8-11显示了构建nano编辑器包的菜谱。
 
程序清单8-11　用于构建Nano编辑器的菜谱——nano_2.3.1.bb
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这个菜谱不包含用于任何步骤的任何特殊设置。所有东西都是由autotools处理的。关于这个菜谱需要注意的仅有以下：
 
·除了autotools，菜谱也继承gettext类。这个类用GNU gettext原生语言支持（Native Language Support，NLS）促进构建软件包。
 
·Nano是使用ncurses库的控制台应用。因此，菜谱声明对其的构建时和运行时依赖。
 
·为了使菜谱更易于为软件包的更新版本而升级，不直接把版本号写入SRC_URI是好建议。因为nano编辑器的上游源仓库在它的路径中使用部分版本号，所以菜谱拆分PV变量成它的各部分以创建版本号。
 
为了构建nano编辑器，简单地在meta-mylayer/recipes-apps/nano中创建名为nano_2.3.1.bb且显示在程序清单8-11中的菜谱，并且启动BitBake。
8.3.5　外部构建软件包
 
在一些情况下，你可能需要构建系统包含已经通过其他方法构建的软件包，并且你被提供了仅仅包含二进制、配置文件和文档等的软件包。因为你没有源代码，所以你不能使用一个获取源代码然后构建它的菜谱。
 
解决方案是，写获取二进制包、解压它、跳过配置和编译步骤、安装包组件、然后重新打包它们以与目标设备的根文件系统集成。
 
虽然这不是最理想的过程并且可能导致兼容性问题，但是它可能是仅有的无缝集成这种包的方法。
 
为了集成外部构建的软件包，OpenEmbedded构建系统提供了bin_package类。类使用默认的do_fetch和do_unpack任务来获取和解压它到S目录中。它跳过do_configure和do_compile任务并且定义了简单的把文件从S复制到D目录的do_install任务。在复制后，它通过设置FILES_${PN}="/"来创建包含所有文件的单一包。
 
程序清单8-12显示了使用bin_package的一个样本菜谱。
 
程序清单8-12　使用bin_package的菜谱
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如果原软件包在被解压到S目录后具有和它在目标上完全相同的布局，那么bin_package类可以不做任何调整的工作。
 
如果软件包在目标上要求有不同的布局，或者你希望拆分它为不同的包，那么你需要覆盖do_install任务并且对应设置FILES变量（至少FILES_{PN}，但最终也包括其他来自PACKAGES列表的变量）。
8.4　devtool
 
在本章前面的部分，我们学习了为软件包写菜谱，为它们创建层，在构建环境中包含层，以及增加包到镜像目标，构建并且最终部署镜像的过程。这些步骤中的大部分都可以通过使用devtool来简化。
 
devtool是工具套件，它在用OpenEmbedded构建系统进行往返开发（round-trip development）方面辅助你。它本质上就像瑞士军刀，在单一包中提供最常被用到的工具。使用--help选项给了你devtool子命令的程序清单：
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8.4.1　使用devtool的往返开发
 
devtool为你创建和维护工作区（workspace）层，它自动化地把工作区层和当前构建环境集成起来。在你可以使用devtool用于往返开发之前，你需要引用（source）构建环境，正如往常一样。
 
创建workspace层
 
命令
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在指定的layerpath中为你创建新的workspace层。如果你省略layerpath，那么devtool在当前位置创建名为workspace的层。被创建的workspace层包含conf/layer.conf文件。devtool自动化地增加层到当前构建环境的conf/bblayers.conf文件中，除非你指定--create-only选项。
 
只有当你希望显式地指定layerpath时，你才必须使用create-workspace命令，因为如果还没有用于你当前构建环境的workspace层存在，其他devtool命令会自动创建它。
 
对于同一个构建环境来说，同一时刻你仅仅可以拥有一个由devtool维护的workspace层。如果你在已经有了工作区的构建环境中再次使用create-workspace命令，那么devtool创建新层并且对应修改conf/bblayers.conf。然而，它不删除你以前的workspace层。
 
文件conf/devtool.conf包含用于devtool的配置设置，特别是到workspace层的路径。
 
增加新菜谱到workspace层
 
为软件包增加新菜谱到workspace层，使用命令
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其中，recipe-name是菜谱的名字，source-path是到软件包的源的路径。如果你不显式地创建workspace层，那么当使用add命令时，devtool将隐式地创建名为workspace的层。
 
devtool在工作区层作为recipes/<recipe-name>/<recipe-name>.bb来创建菜谱。在菜谱内的SRC_URI变量是空的，因为devtool创建带有被设置成指向到source-path的EXTERNALSRC的append/<recipe-name>.bbappend文件。如果devtool不能找到被包含在包源中的许可信息，那么它设置LICENSE="CLOSED"和LIC_FILES_CHKSUM=""，这允许菜谱在即使没有许可信息的情况下也可构建。对应地，devtool也尝试计算出如何构建源和设置菜谱。对于使用CMake和Autotools的软件包，它包含各个类。对于基于makefile的软件包，它为do_configure()、do_compile()和do_install()任务设置桩（stub）。虽然在大部分情况下，devtool产生可工作的菜谱，但是你将可能需要调整它以使其完全运转起来。
 
如果你可以从远程位置访问包，那么可以使用
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来从<src-uri>直接获取源并且解压它们到本地<source-path>。例如
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从nano编辑器下载站点获取nano-2.5.1.tar.gz源tar包，并且解压它们到sources/nano目录，在其中它初始化了Git仓库。它也在workspace/recipes/nano中创建菜谱nano.bb，显示在程序清单8-13中（我们仅仅重新格式化了菜谱的内容以使得它适应本书的页面）。
 
程序清单8-13　用devtool创建的用于nano编辑器的菜谱
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注意，变量SRC_URI被设置成用-f（--fetch）选项指定的URI。而且，devtool创建追加文件workspace/append/nano.bbappend，显示在程序清单8-14中。
 
程序清单8-14　外部源nano.bbappend
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追加文件覆盖菜谱的SRC_URI设置，允许你修改源而不用改变菜谱。
 
构建菜谱
 
在你已经增加了菜谱、审查了它并且最终做了一些调整后，你可以使用devtool来构建它：
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其本质上用来自构建环境的所有设置调用bitbake<recipe-name>，这些设置包括用于make的并行度（parallelism）选项。你可以通过增加-s（--disable-parallel-make）到构建命令来禁用并行make。
 
部署包到目标系统
 
现在你可以部署新鲜出炉的构建包到目标系统上。目标系统可以是实际硬件或者QEMU。唯一的要求是，目标系统必须是运行着安全Shell（SSH）的服务器。命令
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由do_install()任务把所有已安装文件传输到根文件系统中。你可以指定替代的用户名和文件复制到的目的目录。
 
一些选项修改命令的行为：
 
·-n,--dry-run：这个选项仅仅列出要被部署的文件而不实际复制它们到目标系统。
 
·-s,--show-status：如果你使用这个选项，那么命令将展示状态和过程输出。
 
·-c,--no-host-check：跳过SSH主机密钥验证。
 
从目标系统移除包
 
与deploy-target类似，你使用命令
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来从目标系统中删除用deploy-target部署的文件。如果在部署时你使用了destdir，那么devtool记住它并且从那个目录中移除文件。
 
用于undeploy-target命令的选项和用于deploy-target命令的选项是完全相同的。
 
构建镜像
 
用devtool，你也可以构建包含所有来自workspace层的菜谱的镜像。命令
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通过增加来自工作区的菜谱到IMAGE_INSTALL_append来用其扩展由<image-name>指定的镜像，然后启动BitBake以构建镜像。
 
展示工作区信息
 
命令
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打印关于workspace层的状态信息。
8.4.2　用于现有菜谱的工作流
 
通常，你可能需要为在另一层中定义菜谱的软件包创建补丁。为了完成这个任务，你通常必须获得包的源代码，本地解压它并且创建追加文件来使用本地源代码。在你对本地源代码做了变更以后，你需要创建补丁，然后增加它到菜谱。devtool提供了通过处理用于管理包源代码和菜谱的繁重任务来极大地辅助你完成这个工作流的命令行。
 
增加现有菜谱到工作区
 
命令
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获取用于由菜谱<recipe-name>构建的包的源代码，解压它到<source-path>指定的目录中，并在Git仓库中设置源代码。该命令不把菜谱从原始层复制到workspace层，而是简单地创建追加文件来覆盖SRC_URI。
 
例如，如果你从构建环境中运行命令
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那么它在workspace/src/sqlite3中创建源仓库和追加文件workspace/append/sqlite3.bbappend。
 
你现在可以对SQLite3源代码做变更并且使用
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来以这些变更构建包。
 
更新菜谱
 
一旦你对变更满意了，那么提交它们到仓库，正如以往用Git：
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现在你使用devtool来从提交中创建补丁并且增加它到原始菜谱：
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这个命令直接更新在原始层中的菜谱。对于我们的SQLite3例子来说，这意味着，devtool增加补丁到poky/meta/recipes/sqlite/sqlite3并且对应地修改菜谱。
 
如果你不希望修改原始层而是希望增加追加文件到另一个层，那么使用以下形式的命令：
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其中，<layer-dir>是到你希望增加追加文件的层的顶级目录的路径。
 
你总是不得不首先提交变更到仓库；否则，devtool忽略它们并且不创建补丁。你可以通过后续提交变更为创建一系列补丁而使用这个行为。
8.5　总结
 
一开始，编写菜谱看起来是困难的，但是随着实践而变得更加容易。在OpenEmbedded网站上，差不多有数千菜谱可供你仔细研究和学习。层索引和搜索功能使其容易找到已经接近于你正在尝试完成的东西的菜谱。
 
在本章，我们
 
·研究了菜谱的结构并且讨论了典型变量。
 
·解释了菜谱命名和格式惯例。
 
·提供了一步一步的关于如何写你自己的菜谱的指导。
 
·显示了典型菜谱的例子。
 
·解释了如何使用devtool用于快速往返开发和轻松地工作在现有菜谱以及它们构建的软件包上。
8.6　参考文献
 
OpenEmbedded元数据层索引，http://layers.openembedded.org/layerindex/branch/master/layers/。
 
Yocto项目文档，https://www.yoctoproject.org/documentation/current。
第9章　内核菜谱
 
如果没有定制Linux内核来完整支持硬件，那么嵌入式Linux项目将不是名副其实的。虽然Linux不是一个微内核（microkernel）架构[1]，但是Linux是模块化的。功能性要么被编译进Linux内核中，要么作为可加载内核模块（loadable kernel module）在运行时被插入到内核中。从模块化的角度来看，Linux内核类似于微内核架构。然而，在微内核中，设备驱动和其他非内核核心组成部分的内核代码是作为独立但具有特权的进程来执行的。在这一点上，Linux内核和微内核是不相似的。在Linux内核中，模块和设备驱动代码总是在内核的上下文中执行，这使得Linux内核称为单内核。因为这种架构，Linux模块拥有对所有内核数据结构的访问，不管是好是坏，它不需要使用微内核所必须使用的内核进程间通信（Interprocess Communication，IPC）。然而，进程间通信对所有Linux内核模块都是可用的。
 
你是希望编译内核功能性到内核中还是使其成为运行时可加载模块，这依赖于你需要为你的项目所考虑的各种因素：
 
·作为内核模块的可用性：如果功能性是作为内核模块来提供的，那么你有这样两个选择——直接编译模块代码到内核中或者编译它成为可以在内核运行时被加载和卸载的可加载模块。如果你选择编译内核模块到内核中，那么在运行时它不能被卸载。然而，一些功能性，因为它的技术本质，永远不能在运行时被加载。如果你的项目要求那样的功能性，那么你必须编译它到内核中。
 
·内核内存占用：编译进内核的功能性越少就意味着可以快速从存储介质中加载的更小内核。
 
·启动时间：具有更少的被编译进内核的驱动的更小内核意味着在内核启动时更少的初始化，这有助于实现一个更快的启动时间。
 
·启动时的硬件支持：因为内核模块在内核已经启动了用户空间之后才被插入到Linux内核中，所以在内核启动时就需要可用的所有硬件支持，例如硬盘以及最终的网络硬件，都必须被编译进内核中。替代性地，你可以使用初始内存磁盘（initial ramdisk，initrd）镜像来探测硬件，正如大部分Linux桌面和服务器发行版所做的。使用initrd保持内核更加通用，但是探测硬件需要更多时间。
 
·升级能力：在嵌入式设备交付之后，硬件驱动可能需要升级。如果设备驱动是被编译进内核的，那么整个内核必须被升级，在不重启系统的情况下这是不可能实现的。如果设备驱动是作为内核模块来加载的，那么旧模块可以在运行时被卸载并且新模块可以被加载以替换旧模块。
 
在本章中，我们解释如何用Yocto项目来使用Linux内核的配置系统以定制内核，用内核菜谱构建内核的不同方法，如何向内核打补丁以及如何构建树外内核模块（out-of-tree kernel module）。
 
[1] 在此，我们不深入讨论微内核架构对比单内核（monolithic kernel）架构的长处和短处。Linus Torvalds和Minix OS创造者Andrew Tanenbaum之间对此有一个非常有趣的辩论：https://groups.google.com/forum/?fromgroups=#!topic/comp.os.minix/wlhw16QWltI%5B1-25%5D。虽然辩论远远不是完全客观和基于事实的，但是它提供了对这两种架构的优点和缺点的良好见解。
9.1　内核配置
 
Linux内核提供了它自己的配置系统，通常被称为kconfig。kconfig本质上是以树结构组织的配置数据库。所有配置选项合并进位于内核源树的顶级目录中的单一文件.config。内核的构建系统使用那个文件来传送配置到所有内核源文件。作为文件名首字母的点（.）使得这个文件成为UNIX系统上的隐藏文件。你必须使用ls-a以便在目录程序清单中看到它。虽然你可以直接使用文本编辑器来编辑那个文件，但这样做是不推荐的。在一个逐行的平面文件中包含了超过5500个配置设置，这可能是内核开发者决定让.config成为隐藏文件的原因之一吧。
 
.config文件通常是被自动化地创建的，它要么是来自默认平台配置文件，要么是来自用于特定系统的现有配置文件。如果你希望编辑它，那么Linux内核配置系统提供了用于它的菜单编辑器。这些编辑器也识别配置设置的依赖性（dependency）和互依赖性（interdependency）。
 
如果你选择依赖于一个或者更多其他设置的配置设置，那么，如果那些被依赖的设置还没有被设置，编辑器也自动选择它们。
9.1.1　菜单配置
 
如果你以前用过Linux内核并且为原生环境构建过它，那么你很可能熟悉make menuconfig、make xconfig和make gconfig命令。所有这些命令都启动基于菜单的层级结构的编辑器，它允许浏览、搜索和改变配置选项。
 
Yocto项目的内核菜谱通过调用
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来提供make menuconfig的功能性。
 
例如，
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依赖于机器设置，它启动用于当前内核的菜单编辑器。
 
为了使菜单编辑器工作，有效的配置必须可用。因此，你必须至少构建过一次内核。通常是这样的，那就是你首先构建完整镜像，然后做修改。然而，如果你确实有新内核菜谱，并且不希望在可以使用菜谱编辑器修改配置之前等待内核被完整构建，那么你可以使用kernel_configme命令来运行内核构建过程，直至包括创建.config文件的配置步骤：
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如果你正在使用图形桌面环境来开发Yocto项目，那么期待菜单编辑器打开另一个终端窗口。terminal类，它提供用于启动终端窗口的代码，尝试在你系统配置的基础上找到合适的终端程序。在几乎所有系统上，terminal类都能成功，并代表合适的终端程序。如果菜单编辑器看起来不正确，或者你倾向于使用不同的终端类型，那么你可以通过显式地设置构建环境的conf/local.conf中的变量OE_TERMINAL来覆盖自动选择。
 
你可以使用菜单编辑器来对内核配置做修改。容易用QEMU模拟器测试的简单例子是，禁用对称多处理（Symmetric MultiProcessing，SMP）。用于QEMU的Yocto项目的内核配置默认启用这个特性。从子菜单Processor type and features中，取消选择条目Symmetric multi-processing support，然后单击Save and Exit。
 
菜单编辑器把变更的配置保存到在构建环境内核构建目录中的.config文件。为了应用新配置，你必须编译内核：
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大写-C使指定任务的共享状态缓存条目的戳无效，然后运行默认任务。在这个情况下，它强制BitBake再次构建内核，但是并不首先获取源代码。因为使用菜单编辑器直接修改在构建目录中的.conf文件，所以如果再次获取源代码，也包含获取内核配置，那么会覆盖新配置。
 
现在，你可以通过启动QEMU来测试新配置：
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脚本runqemu以单处理模式启动QEMU。增加qemuparams="-smp 2"用两个处理器核心启动QEMU。在QEMU启动你的Linux系统后，以root用户登录，并且从命令行中执行：
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虽然QEMU提供了两个处理器核心，但是只有一个处理器被显示。你可以通过使用菜单编辑器重新启用对称多处理来再次执行测试。此时，命令显示两个处理器。
 
对快速测试新内核配置来说，菜单编辑器是一个优秀的工具。然而，因为对内核配置的修改被直接写到内核构建环境内的.conf文件，所以那些变更是不持久的。如果你再次获取内核源代码、删除构建环境或者使用cleanall命令，那么你的变更会丢失。
 
你可能想，在进一步修改Linux内核配置之前，你希望设置CONFIG_LOCALVERSION[1]为一个定制字符串以识别已修改的内核。然而，那不起作用，因为构建系统通过配置变量LINUX_VERSION_EXTENSION来设置CONFIG_LOCALVERSION。
 
[1] CONFIG_LOCALVERSION是命令uname-r打印到控制台的字符串。
9.1.2　配置片段
 
当然，你不希望每次重新构建内核的时候都使用菜单编辑器来手动修改内核配置。对那个目的来说，构建系统提供了使用菜谱来合并部分配置（partial configuration）（被称为配置片段）到.config文件的机制。图9-1示例了配置片段（configuration fragment）的概念。
 
配置片段是这样一些文件，它们包含正如你在.config文件中找到的一行或者多行内核配置设置——例如，CONFIG_SMP=n。然后，你可以简单地增加那些文件到内核菜谱的SRC_URI。因为内核菜谱经常是由Yocto项目、OpenEmbedded或者板支持包层所提供的，所以我们推荐你创建自己的层并且使用到内核菜谱的追加文件而不是直接使用在那个原始层中的菜谱。
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图9-1　配置片段
 
我们在第3章中解释了创建层。从一个已初始化的构建环境内使用
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为你创建基础的层结构。增加你自己的新层到构建环境的conf/bblayers.conf中的BBLAYERS变量（见程序清单9-1）。
 
程序清单9-1　<builddir>/conf/bblayers.conf
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现在为内核追加文件创建目录并且为配置片段文件创建一个子目录：
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增加文件smp.cfg和内核追加文件到目录recipes-kernel/linux，如程序清单9-2所示。
 
程序清单9-2　配置片段
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内核追加文件的名字依赖于当构建virtual/kernel时构建环境所用到的内核版本。你可以从内核构建输出中找到名字。在我们的例子中，内核菜谱是linux-yocto_3.19.bb。因此，我们创建的追加文件是linux-yocto_3.19.bbappend。为了使获取器能找到文件smp.cfg，到它的路径需要被增加到FILESEXTRAPATH变量。在我们的例子中，我们简单地把文件放在和内核追加文件相同的目录中。一个菜谱或者菜谱追加文件的路径可以通过使用THISDIR变量来引用。
 
现在可以使用
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来重新构建内核。
 
这一次，我们显式地希望获取内核源，它现在包含我们的配置片段。在BitBake完成构建内核以后，你可以使用QEMU测试结果。
 
对于前面的例子，我们手动创建了包含配置片段的文件。如果你正在变更很多配置选项，特别是如果依赖设置是由菜单编辑器自动启用的，那么那种配置片段可能将难以追踪。
 
为了便于创建配置片段的任务，构建系统提供了diffconfig命令，它比较新旧配置并且创建配置片段。在用菜单编辑器编辑了配置后，执行：
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命令把配置片段放进${WORKDIR}。
 
在你已经创建了配置片段并且增加它到你的菜谱之后，你可以使用内核工具的配置验证来检查内核配置：
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-C选项使用于kernel_configcheck的共享状态缓存失效以强制运行它，即使BitBake在之前执行过它。如果你的内核配置中有任何问题，那么构建系统把问题通知给你。
9.2　内核补丁
 
用菜谱应用补丁到内核源和用菜谱为一般软件包应用补丁没有不同。如果你已经有被格式化过的补丁文件，那么简单地提供文件并且增加它到用于内核菜谱的追加文件的SRC_URI。
 
为了从内核构建目录中的已修改内核源中创建补丁，请遵循这些概述了用于新内核驱动模块的工作流的步骤：
 
1.改变到内核源目录。改变你的工作目录到内核源目录。内核源目录可能有点难找。然而，和任何菜谱一样，变量${S}指向源目录。对于内核菜谱，${S}被设置成${STAGING_KERNEL_DIR}。为了找到内核源目录，使用命令：
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然后使用以上输出来改变到内核源目录。替代性地，你可以使用
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它在内核源目录中打开另一个终端窗口。
 
2.增加/修改内核源文件。对于这个例子，我们增加简单设备驱动到内核。编辑/添加文件，如下所示：
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3.组织和提交变更。Yocto项目内核是从Git仓库检出的。因此，你可以简单地使用Git来创建补丁：
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（注：替代性地，你可能希望使用git commit-s来把签署（signed-off-by）消息包含进补丁中。）
 
4.创建补丁文件。现在再次使用Git来从内核源的顶级目录中创建补丁文件：
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它创建文件0001-Added-Yocto-Project-Driver.patch。
 
5.移动补丁文件到你的层。复制或者移动补丁文件0001-Added-Yocto-Project-Driver.patch到我们在前面步骤创建的层的recipes-kernel/linux/files目录。
 
6.创建配置片段。因为我们正在增加一个新驱动，所以我们需要用配置片段启用它：
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7.增加配置片段和补丁到菜谱。现在需要增加配置片段和补丁到我们在前面步骤中创建的菜谱配置文件。
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8.构建内核。用以下命令来构建内核：
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现在，你可以通过运行QEMU并且在dmesg中寻找驱动的启动消息来验证结果。在以root登录后，执行
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例子显示了你可以如何为了任何目的而直接为内核源打补丁。然而，仅仅当你希望把模块编译进内核时，你才需要直接为模块而给内核源打补丁。对于可以在运行时被加载的模块，你可以以树外模式编译模块。我们将在9.4节解释如何这样做。
9.3　内核菜谱
 
Poky发行版指定了如何用提供了必要指令的菜谱像类似构建任何其他软件包一样构建Linux内核。构建和打包Linux内核的复杂性，特别是为跨目标构建和打包，被内核类所隐藏。类kernel.bbclass是主要的类，它从各种其他类继承。内核菜谱从kernel继承，它简化开发内核菜谱成数行代码。
 
Yocto项目维护了自己的内核基础设施，它由用于内核源和元数据（例如配置、配置片段和补丁）的仓库构成。所有Yocto内核——也就是，用于QEMU机器的内核——以及由Poky提供的板支持包是从那个内核仓库构建出来的。很多公司正在使用Yocto项目内核用于它们的板支持包。
 
接下来的部分详细说明如何开发用于使用任何内核树来构建Linux内核的菜谱。9.3.2小节解释了Yocto项目内核基础设施和你可以如何使用它来用于你的项目。
9.3.1　从一个Linux内核树构建
 
有各种原因让你可能无法使用Yocto项目内核基础设施和它的内核版本之一用于你的嵌入式项目。不管原因是什么，你仍然可以利用构建系统提供用于构建Linux内核的工具化。
 
我们使用一个直接来自www.kernel.org的当前内核版本解释了从上游Linux内核树构建的过程。描述的机制应用到任何上游内核树，一个你可能已经从硬件提供者那里获得的内核树，或者一个你正在组织内部维护的内核树。描述的方法是“传统的”、用一个配置文件来组合内核源的内核方法，如图9-2所示。
 
你负责提供一个匹配你的硬件和内核版本的内核配置。内核树可以作为一个tar包来提供，你可以从www.kernel.org下载它，或者内核树可以直接从一个Git仓库检出。
 
从一个Linux内核tar包构建
 
从一个tar包来构建是构建一个Linux内核的经典方法。这种方法从一开始就已经被OpenEmbedded构建系统所支持。很多定制内核菜谱仍然在使用这种方法。虽然它不和新的内核工具化那样提供例如配置片段的特性，但是很多开发者倾向它是因为它的简单性以及它非常接近在不用Yocto项目时内核开发者通常使用的东西。程序清单9-3显示了一个从获取自www.kernel.org的tar包构建内核的菜谱。
 
在程序清单中的行因空间和可读性而被打断。特别是，SRC_URI在URI本身中不能包含任何空格或者换行。菜谱从kernel类继承，kernel类提供用于构建Linux内核的所有功能性并且保持菜谱本身相当简单。为了你自己的项目你可能需要调整下面的变量：
 
·LIC_FILES_CHKSUM：许可文件的名字和MD5校验和。在你第一次尝试构建菜谱时，你可以省略校验和。然后构建系统会抱怨缺少的校验和，但是也会为你计算它来复制进菜谱中。
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图9-2　传统内核方法
 
程序清单9-3　来自tar包的Linux内核（linux-ypbook_4.2.bb）
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·LINUX_VERSION：菜谱正在构建的Linux内核的版本号。
 
·LINUX_RC：Linux发布候选（release candidate）。
 
·SRC_URI：指定到Linux内核tar包的路径，它可以是远程的或者本地的。另外，变量必须指定一个包含内核配置的defconfig文件。
 
·SRC_URI[md5sum]，SRC_URI[sha256sum]：用于远程下载的校验和。对于你第一次尝试构建菜谱，你可以省略它。然后，构建系统会对缺失的校验和抱怨，但是会为你计算校验和，然后你可以复制它们进菜谱中。
 
·S：内核源被解压到的目录。它必须反映源包的名字。
 
·COMPATIBLE_MACHINE：被内核支持的机器的名字列表。名字由管道符（|）分隔。
 
把菜谱保存进你的层的recipes-kernel/linux。也增加一个defconfig文件到recipes-kernel/linux，或者更好的是，增加到recipes-kernel/linux/linux-ypbook。这样做允许你为不同内核互相隔离defconfig文件。
 
在你可以用你的新内核菜谱开始构建内核之前，在你构建环境的conf/local.conf中设置
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以告诉系统使用你的新内核菜谱来构建Linux内核。现在，你已经可以启动构建了，执行：
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在构建完成后，用QEMU测试你的新内核。
 
从Linux内核Git仓库构建
 
如果你正在积极开发Linux内核，那么你可能正使用Git来开发。毕竟，Git是Linus Torvalds为了支持Linux内核社区的开发过程而创建的。当工作于Git时，能够直接从Git仓库而不是从一个tar包构建Linux内核是有益的。程序清单9-4显示了一个关于直接从位于www.kernel.org的Linus Torvalds的Git仓库构建Linux内核的样例菜谱。
 
程序清单9-4　从Git仓库构建Linux内核（linux-ypbook_git.bb）
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菜谱包含来自meta/recipes-kernel/linux的linux-yocto.inc。这个包含文件被所有Yocto项目内核菜谱使用并且继承kernel类和kernel-yocto类。除了kernel类的功能性，kernel-yocto类也提供了用于从Git仓库构建的工具化以及例如配置片段的其他功能性。调整菜谱的变量以满足你的需求：
 
·LIC_FILES_CHKSUM：许可文件的名字和MD5校验和。在你第一次尝试构建菜谱时，你可以省略校验和。然后构建系统会抱怨缺少的校验和，但是也会为你计算它来复制进菜谱中。
 
·LINUX_VERSION：菜谱正在构建的Linux内核的版本号。
 
·PV：由${LINUX_VERSION}、字面量+git和${SRCPV}变量连接起来的字符串，它包含由源仓库维护的源代码修订。这个默认设置是按照惯例的，你通常不必为自己的菜谱而修改它。
 
·SRC_URI：指定到Linux内核源的Git仓库的URI，它可以是本地或者远程仓库。另外，变量必须指定一个包含内核配置的defconfig文件。
 
·SRCREV：内核源的修订。
 
·COMPATIBLE_MACHINE：被内核支持的机器的名字列表。名字由管道符（|）分隔。
 
你存储和构建这个菜谱，正如前面部分中讲到的，你存储和构建用于从tar包构建的菜谱。
 
应用配置设置和补丁
 
为了应用内核配置设置，你增加它们到defconfig文件，而你把内核菜谱提供给defconfig文件。如果你正通过包含来自meta/recipes-kernel/linux的linux-yocto.inc来使用Yocto内核工具化，那么你可以使用配置片段，正如9.1.2小节所示。使用Yocto项目工具化不限于从Git仓库构建菜谱。对于从Linux内核tar包构建的菜谱来说，你可以使用它。当然，你可以先用菜单编辑器测试配置变更。
 
补丁以在9.2节中描述的方法被应用。
 
使用入树配置文件
 
继承自kernel-yocto类的内核菜谱可以使用包含在内核源中的defconfig文件，通常被称为入树（in-tree），而不是用SRC_URI+="file：//defconfig"来提供defconfig文件（被称为树外）。这样做的一个原因是，你可能不希望在你的层中维护defconfig配置文件的副本而是希望使用来自内核树的默认配置。然后，配置片段允许你进一步定制内核配置。
 
为指定入树配置文件，增加如下行到你的内核菜谱：
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其中，你用内核机器的名字替换<KMACHINE>，用在内核树中的defconfig文件名替换<defconfig file>。例如：
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9.3.2　从Yocto项目内核仓库构建
 
Yocto项目维护自己的内核基础设施，它包含用于内核源的仓库和元数据以及一组强大的工具集，该工具集帮助管理内核源和配置数据。
 
在前面的章节中，我们演示了如何通过提供defconfig、配置片段和菜谱补丁来定制内核。尽管这个方法好用且灵活，但是它把内核源与配置分离开了，导致维护更加困难。
 
使用入树配置为defconfig解决了问题，但是少一些灵活，因为只有默认配置可以以那个方式来提供。额外配置和补丁依然需要用菜谱来提供。入树配置也要求移植配置到每个新版本的Linux内核中。
 
另一个问题是，如何对相同内核版本的不同目标硬件维护和应用不同的内核配置和补丁，以及如何跨多个硬件平台来启用内核特性和增加补丁。
 
理想的解决方案将是移动配置和补丁，使其靠近内核源而不是入树，并且提供工具化来灵活地为大量目标硬件选择补丁和配置。对Yocto项目内核设施来说，Yocto项目内核开发者已经设计了这样的解决方案。
 
Yocto项目内核基础设施
 
Yocto项目内核开发者为每个其采用的Linux内核版本创建一个仓库。Yocto项目Git服务器托管了仓库[1]。图9-3描述了Yocto项目内核仓库的基础结构。
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图9-3　Yocto项目内核仓库结构
 
每个仓库有多个用于内核源的分支以及一个用于元数据的分支。内核源分支要么是基分支（base branch），要么是板支持包分支。基分支提供在各种板支持包分支中共享的通用功能性。显示在图9-3（为了更清晰，我们从该图中省略了板支持包的一些分支）中的分支如下：
 
·主干分支（Master Branch）：主干分支是来自www.kernel.org的各自分支的精确克隆。这个分支是用来自www.kernel.org的更新来维护的。然而，从它不包含任何Yocto项目调整的意义上来说，它保持了原始状态。所以基分支是从主干分支衍生的。
 
·基分支：当前，有3个直接从主干衍生出来的基分支。基分支为板支持包分支提供了基础。基分支通常会有冲突的配置，这是它们为什么分开的原因。
 
·标准基分支（standard/base）：这个基分支用于标准内核配置。

·实时基分支（standard/preempt-rt/base）：这个基分支用于实时内核。它应用PREEMPT-RT补丁到内核源中。

·小型基分支（standard/tiny/base）：这个分支配置一个非常紧凑的Linux内核。
 
·板支持包分支：可能有任何数量的板支持包分支。板支持包分支是从基分支中衍生出来的。
 
·通用PC（standard/common-pc）：适用于32位x86架构的板支持包分支。分别各有一个从标准基和从小型基衍生的分支。

·通用PC64（standard/common-pc-64/base）[2]：适用于64位x86（x86_64）架构的板支持包分支。

·BeagleBone：用于BeagleBone板的板支持包分支。

·Rangeley：用于基于Intel Atom处理器C2000产品家族（代码名Rangeley）的板的板支持包分支。

·QEMU PPC：适用于PowerPC模拟的板支持包分支。分别各有一个从标准基和从实时基衍生的分支。

·QEMU ARM 64：适用于ARM 64位架构（ARMv8-A）的板支持包分支
 
·元分支：这个分支包含用于内核源分支的元数据。这个分支不是从任何其他分支中衍生的，而是通过提供用于其他分支的配置和补丁来补充内核源。因为这个分支是独立的，所以它也被称为孤儿分支（orphan branch）。
 
内核源分支的命名惯例指示其系谱。从standard/base继承的板支持包分支的分支名以standard开头。因此，standard/preempt-rt/base分支继承自standard/base，standard/tiny/base也是。如果Yocto项目内核开发者对standard/base做了变更，那么这个变更被合并进所有继承自它的分支中。
 
内核分支和来自元分支的数据被构建系统整合以创建有效的内核配置。图9-4示例了原则。
 
程序清单9-5显示了用于构建3.14实时内核的菜谱。因为它很好地演示了内核源和元数据是如何被整合的，所以我们选择这个内核菜谱。
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图9-4　Yocto项目内核基础设施
 
程序清单9-5　整合内核源和元数据（linux-yocto-rt_3.14.bb）
 

 [image: ]

 
我们以逻辑顺序而非变量在菜谱中出现的顺序来看看这些变量：
 
·SRC_URI：指定到Yocto项目内核Git仓库（在本例中是linux-yocto-3.14.git）的URI。两个分支通过branch参数来检出：内核源分支和元数据分支。name参数把内核源分支命名为machine，把元数据分支命名为meta。
 
·KBRANCH：提供用于内核源的分支。这个变量是本地于菜谱的。默认值是standard/preempt-rt/base，对于qemuppc机器，这个值被条件性地覆盖成standard/preempt-rt/qemuppc。
 
·SRCREV：指定用于内核源和元数据分支的源修订。
 
·LINUX_VERSION：设置Linux版本号。
 
·PV：设置包版本号。PV是通过连接LINUX_VERSION和字符串+git以及SRCPV来获得的。
 
·LINUX_KERNEL_TYPE：按照基内核分支设置要构建的内核的类型。
 
·standard：用于构建自standard/base和衍生自standard/base的内核分支的所有内核（除了实时和小型内核外）的设置。如果LINUX_KERNEL_TYPE没有被显式地设置，那么它默认成standard。

·preempt-rt：用于构建自standard/preempt-rt/base和衍生自standard/preempt-rt/base的内核分支的所有实时内核的设置。

·tiny：用于构建自standard/tiny/base和衍生自standard/tiny/base的内核分支的所有实时内核的设置。
 
由LINUX_KERNEL_TYPE设置的内核类型必须匹配内核分支。例如，当KBRANCH="standard/base"时，你不能用LINUX_KERNEL_TYPE="preempt-rt"。
 
·KMETA：设置元数据分支名字。默认是以它自己的名为meta的孤儿分支提供元数据。替代性地，元数据可以存在于内核源树的名为meta的目录中。在这个情况下，KMETA被设置成空字符串。
 
·COMPATIBLE_MACHINE：由管道符（|）分隔的目标机器的名字列表，该内核可以与之一起使用。
 
·KERNEL_FEATURES：包含内核特性配置的文件列表。
 
·KCONF_BSP_AUDIT_LEVEL：kernel-yocto类可以检测和报告不正确的内核配置。这个变量设置报告什么类型的配置错误。
 
·KCONF_BSP_AUDIT_LEVEL="0"：不报告任何配置错误。

·KCONF_BSP_AUDIT_LEVEL="1"：报告任何指定的但不包含在最终内核中的配置设置。

·KCONF_BSP_AUDIT_LEVEL="2"：除了设置成1的功能之外，报告指定在非硬件配置中的硬件设置。
 
·KMACHINE：Linux内核已知的硬件机器的名字。每个内核菜谱都必须设置这个变量。虽然它没有在菜谱例子中被显式地设置，但是它被包含文件linux-yocto.inc设置成等于MACHINE变量，MACHINE是构建系统所知道的机器的名字。在大部分情况下，这个默认是足够的。在MACHINE不精确地代表Linux内核通过其识别机器的机器名的情况下，KMACHINE变量提供构建系统机器名和内核机器名之间的映射。
 
例如，你提供自己的目标机器配置，并且命名为excalibur。构建系统按照excalibur来引用这个机器，但是技术上，excalibur是基于Intel Core i764位CPU。Linux内核按照目标机器的CPU名字来引用这个机器：intel-corei7-64。当你让构建系统为excalibur构建时，为了告诉它构建适合Intel Core i7 CPU的内核，增加KMACHINE_excalibur="intel-corei7-64"到内核菜谱。
 
使用由构建系统提供的菜谱，你可以很容易地创建自己的内核菜谱，这些内核菜谱从Yocto项目仓库中构建Linux内核。你也可以克隆Yocto项目内核仓库，并且创建你自己的、继承自一个基分支的板支持包分支以包含特定于你的机器的驱动和其他代码。这个方法允许你从Yocto项目内核开发者正在基分支上做的维护工作中受益。当对特定内核版本来说原本重要的新安全补丁或者其他更新被www.kernel.org发布后，Yocto项目内核开发者合并它们到基分支并且测试它们。然后，你可以择优而取并且合并它们到你自己的板支持包分支中。
 
元数据语法
 
包含在Yocto项目内核仓库的meta分支中的数据可以被分类成以下类别：
 
·配置片段文件：配置片段文件是以.cfg结尾并且包含内核配置设置的文件，正如在9.1.2小节所描述的。
 
·补丁文件：以.patch结尾的补丁文件被应用到内核源，正如在9.2节所描述的。
 
·描述文件：以.scc结尾的描述文件描述和聚合配置片段和补丁。描述也可以包含其他描述。
 
描述文件
 
描述文件描述和聚合配置片段和补丁以及它们如何被包含在Linux内核的构建中。它们使用由以下关键字组成的脚本编程语言：
 
·define：定义变量。
 
·kconf：应用配置片段。
 
·patch：应用补丁。
 
·include：包含另一个SCC文件。
 
·if[<condition>];then<block>fi：按照<condition>的求值来条件性地执行<block>。当其他SCC包含那个文件时，条件可以包含由其他SCC文件设置的变量。
 
集合描述由一个描述文件与配置片段文件和补丁文件构成。有不同类别的集合描述。
 
配置集合描述
 
元数据配置集合描述由一个或者多个包含Linux内核配置参数的配置文件以及一个描述配置片段集合的配置描述文件构成。程序清单9-6显示了启用扩展固件接口（Extended Firmware Interface，EFI）支持的配置集合描述。
 
程序清单9-6　配置集合描述
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配置描述文件定义两个变量：
 
·KFEATURE_DESCRIPTION：用户工具可展示给用户的简短描述。
 
·KFEATURE_COMPATIBILITY：配置的兼容性：
 
·board：与特定板兼容。

·arch：与特定架构兼容。

·all：与所有板和架构都兼容。
 
kconf指令被用来包含实际配置片段。hardware关键字标记配置作为启用硬件功能，而non-hardware关键字用于一般配置。这种区分对内核构建没有影响，但是对于内核配置验证工具有影响。
 
补丁集合描述
 
补丁集合描述（Patch Collection Description）由至少一个补丁文件和描述补丁集合的SCC文件构成。如果补丁提供可配置的内核功能性，那么集合描述也可能包含启用它们的配置文件。程序清单9-7显示了用于针对ARM架构的一个补丁的元数据集合描述。
 
程序清单9-7　补丁集合描述
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该示例显示了如何在不考虑架构的情况下应用补丁，但是只在构建架构（KARM）被设置成arm时才启用。
 
特性集合描述
 
特性集合描述启用可能需要整合很多不同配置和补丁以及包含其他集合描述的复杂内核特性。程序清单9-8显示了启用虚构的内核测试框架的特性集合。
 
程序清单9-8　特性集合描述
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特性提供了用于启用特定功能性的更高级别的聚合。在你的内核菜谱中，你通常通过增加SCC文件的相对路径和名字到KERNEL_FEATURES变量来启用由特性集合描述所描述的特性。
 
内核类型集合描述
 
内核类型集合描述为3个不同的内核类型——标准、preempt-rt和小型——聚合默认设置、补丁和特性。内核类型集合描述本质上是特性集合描述。
 
内核类型集合描述只用于隔离目的。在LINUX_KERNEL_TYPE和其他描述之间没有联系。为了使用它们，板支持包集合描述必须显式地包含它们。
 
板支持包集合描述
 
板支持包集合描述聚合特定硬件平台所要求的配置、补丁和特性。程序清单9-9显示了用于Intel的MinnowBoard的针对标准内核类型的板支持包集合描述。
 
程序清单9-9　板支持包集合描述
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所有板支持包集合描述都必须为构建系统定义KMACHINE、KTYPE和KARCH以识别适合于内核菜谱定义的需求的集合描述。
 
内核菜谱通过设置KMACHINE和KTYPE变量来表达它们的需求。构建系统把板支持包集合描述的KMACHINE和KTYPE与由内核菜谱设置的KMACHINE和LINUX_KERNEL_TYPE分别匹配以找到为菜谱所需的内核提供正确配置的板支持包。
 
元数据组织
 
元数据可以以菜谱内空间（in-recipe space）或者入树的形式提供。菜谱内空间配置意味着，集合描述、配置片段和补丁是由菜谱提供的。入树配置意味着，元数据是在分支中提供的，通常是内核仓库的meta分支。
 
菜谱内空间元数据
 
对菜谱内空间配置，你把文件放进FILESEXTRAPATHS下的目录层级结构中，如程序清单9-10所示。
 
程序清单9-10　菜谱内空间元数据
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为了使菜谱知道配置集合，你必须通过增加
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来把SCC文件包含进SRC_URI。
 
因为在例子中的内核菜谱名字是linux-custom_4.2.bb并且FILESEXTRAPATH被自动地设置成包含${THISDIR}/${PN}，所以BitBake能找到集合描述。
 
入树元数据
 
入树元数据被存储在通常为meta的元数据层，它是内核仓库的一部分，正如程序清单9-11所示。
 
程序清单9-11　入树元数据
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路径meta/cfg/kernel-cache是内核工具所期望的，所以是强制的。在kernel-cache目录下，元数据可以被组织在任何目录层级结构中，而这正是Yocto项目内核仓库的meta分支的情况。Yocto项目内核仓库meta分支结构如程序清单9-12所示。
 
程序清单9-12　Yocto项目内核仓库meta分支
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集合描述、配置片段和补丁被组织成子目录：
 
·arch：用于架构的特性集合描述
 
·backports：用于从更新内核版本向后移植（back-port）功能性的补丁的补丁集合描述
 
·bsp：版支持包集合描述
 
·cfg：配置集合描述
 
·features：启用非硬件特性的特性集合描述
 
·ktypes：内核类型集合描述
 
·patches：补丁集合描述
 
·staging：临时补丁（staging patch）
 
scripts目录包含工具化脚本，kver文件包含内核版本。
 
为了在用内核菜谱构建Linux内核时应用入树元数据，你必须增加集合描述文件及其相对路径到KERNEL_FEATURES变量。例如，为了增加另一个联合文件系统（Another Union File System，AUFS）特性，使用以下命令：
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变量KERNEL_FEATURES包含空格分隔的集合描述文件的列表。因为_append不增加空格，所以你必须显式地增加空格。不要直接给KERNEL_FEATURES赋予集合描述列表，因为构建系统用自己的列表填充这个变量。
 
在前面我们解释了，元数据分支是内核仓库中的孤儿分支。孤儿分支是与仓库的任何其他分支都没有关联的分支。如果你希望使用带有自己的元数据分支的自有内核源仓库，那么你必须在仓库中创建孤儿分支：
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现在，你可以开始向新元数据分支增加元数据文件了。在增加和修改了文件后，你必须提交它们到仓库中。一旦你提交了它们，你需要调整你内核菜谱中的SRCREV_meta为新的提交散列；否则，构建系统获取一个更旧的版本。忘记调整SRCREV_meta是一个让人沮丧的常见错误。
 
元数据应用
 
构建系统通过以下方式来收集正确的元数据列表：
 
·把板支持包集合描述的KMACHINE和KTYPE分别与内核菜谱设置的KMACHINE和LINUX_KERNEL_TYPE匹配，以找到包含其所有内容的板支持包集合
 
·包含在SRC_URI中找到的任何集合描述
 
·求值变量KERNEL_FEATURES
 
从这个信息中，内核工具会为内核配置创建一个合并的.config文件，以及一个应用补丁到内核源的整合列表。
 
长期支持计划内核
 
Yocto项目内核开发者基于各种标准来从上游www.kernel.org选择Linux内核。其中之一就是长期支持。通常，www.kernel.org大约每90天发布新内核。一旦新内核版本已经发布了，它所替换的前面版本将不再接收任何更新。对那些可能需要用于安全性和其他已选改进的补丁的嵌入式系统来说，这可能是有问题的，其无法升级到更新的内核版本。
 
为了解决这个问题，一些公司在Linux基金会的支持下已经创建了长期支持计划（Long-Term Support Initiative，LTSI）[3]。长期支持计划选择特定Linux内核版本，并且自原始内核发布日期开始的2年内，用补丁来维护它们，并且把从更新内核版本中精挑细选的特性移植到它们中去。
 
Yocto项目已和长期支持计划合作，并且Yocto项目内核开发者总是为Yocto项目内核选择长期支持计划内核。每个长期支持计划内核确实最终会成为Yocto项目内核。但是，不是所有Yocto项目内核都是长期支持计划内核，因为Yocto项目内核开发者通常在长期支持计划发布之间选择额外的内核版本。
 
如果你选择的Yocto项目内核也是一个长期支持计划，那么你会获得维护内核的好处，该内核维护时间从其最初发布日期开始长达3年。
 
[1] http://git.yoctoproject.org/。

[2] </span>在作者看来，这个分支的命名是错误的。为了和分支命名惯例一致，它的名字实际上应该是standard/common-pc-64，因为这个分支不是基分支而是用于x86_64架构的板支持包分支。

[3] http://ltsi.linuxfoundation.org/what-is-ltsi。
9.4　树外模块
 
当然，构建内核模块的最简单方法是入树。模块的源代码已经被集成进了Linux内核源树，只要为内核kconfig配置工具正确设置了模块，那么构建内核模块仅仅是通过配置参数启用它罢了。
 
然而，那不总是一个选项。你可能已经收到了作为源包的模块的源代码，这对由硬件厂商提供的设备驱动来说是常见的。即使对你自己的模块，你也可能选择树外构建而不是集成它们的源代码到Linux内核源树。为了那个目的，构建系统提供了module类，它包含用于构建树外模块的大部分逻辑[1]。
 
[1] 尽管如此，如果可能，总是尝试提交你的内核模块上游到Linux内核源。一旦到了上游，你的模块将自动由内核社区在各个内核版本中维护。
9.4.1　开发内核模块
 
如果你确实编写了自己的内核模块，那么，当然，你负责源文件。这允许你编写makefile，以便模块类可以直接使用它而不用对菜谱中的编译和安装函数做任何修改。
 
Yocto项目提供了关于一个模块的简单例子，该模块包括一个C源文件、一个许可文件以及makefile和用于构建模块的一个对应的菜谱。你可以在以下找到这个例子：
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菜谱是简单直接的。为了便利性，我们复制它到程序清单9-13中。
 
程序清单9-13　模块Recipe（hello-mod_0.1.bb）
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正如你为任何菜谱所做的，你必须提供SUMMARY、LICENSE、LIC_FILES_CHKSUM和SRC_URI。例如，后者仅仅包含由菜谱内空间提供的3个文件。当然，如果你有更复杂的模块，那么你会结构化和打包源文件。该示例也设置了PV，而严格来说，它是冗余的，因为构建系统从菜谱文件的名字中获取它。菜谱从模块类中继承构建逻辑，并且也设置S为${WORKDIR}，因为获取器直接复制源文件到那里。
 
对菜谱来说，那就是全部了，因为复制在程序清单9-14中的makefile遵守module类的构建目标和参数惯例。
 
程序清单9-14　模块makefile（Makefile）
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这是一个简单而典型的Linux内核模块makefile。模块类要求一个默认目标（all）和一个名为modules_install的安装目标。内核模块必须从内核源树内构建。因此变量KERNEL_SRC和-C参数一起被传递。模块类设置KERNEL_SRC为STAGING_KERNEL_DIR，它包含构建系统保存内核源的位置。参数M[1]告诉构建系统，树外内核模块正在被构建。M必须被设置成模块的源目录。
 
程序清单9-15　模块类（poky/meta/classes/module.bbclass）
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我们复制模块类在程序清单9-15中，因为理解类在编写内核模块及其菜谱时有帮助。
 
·类设置virtual/kernel作为构建依赖，这保证在构建系统尝试构建模块之前内核已经被构建了。
 
·它继承自module-base，module-base定义了make_scripts任务以在构建模块之前构建内核脚本。它在patch任务之后compile任务之前增加那个任务。Linux内核树包含一些为主机系统构建的工具。一些模块需要那些工具。然而，STAGING_KERNEL_DIR不包含这些工具的二进制版本。构建系统在为目标打包内核源之前从STAGING_KERNEL_DIR中去除了这些二进制。理由是，为主机系统构建的工具不适用于目标，当然，这意味着，在内核已经被打包好后，为了构建模块，工具必须被再次构建。
 
·kernel-module-split类处理内核模块的打包。主要包被前缀以kernel-module-。对于我们的hello-mod例子，kernel-module-hello-mod包包含实际内核模块二进制。
 
·在module_do_compile任务中，除了KERNEL_SRC，类也传递KERNEL_PATH到makefile。传递这两个参数为最常用在模块makefile中的内核源目录处理这两个变量名。类也为来自变量KERNEL_CC、KERNEL_LD和KERNEL_AR的编译器（CC）、链接器（LD）和打包器（AR）传递命令，这当然包括用于目标架构的正确的交叉工具栏版本。
 
·在运行module_do_install任务时，类传递DEPMOD=echo到makefile。因为几乎所有模块都设计成构建和安装在主机系统上，安装目标通常调用depmod实用程序来创建符号图（symbol map）。当然，当在一个主机系统上为另一个目标系统构建模块时，那是不合适的。因此，depmod被替换成echo，它仅仅产生日志输出。
 
当使用Yocto项目来构建第三方模块时，你可能必须覆盖module_do_compile或module_do_install任务以匹配参数。
 
[1] 在旧内核模块的makefile中，你也可能找到变量SUBDIRS，它是为了向后兼容而保留的。
9.4.2　创建用于第三方模块的菜谱
 
通常，树外模块是和用于原生地构建模块的makefile一起交付的；也就是，为构建系统原生地构建模块。看一下makefile，它可以告诉你是否需要调整以及如何调整菜谱来构建内核模块。这里是一些要注意的项目：
 
·内核源目录：为了使过程对用户来说是简化的，模块开发者通常把逻辑构建到makefile中以自动化地检测内核源的位置。当为主机系统构建时，其工作得很好；但是对于Yocto项目构建，这不好使。因此，你需要寻找用于内核源目录的变量，例如KSRC、KERNEL_PATH或者KERNEL_SRC，并且最终在你的菜谱中赋值它。
 
·构建目标：大部分内核模块makefile定义编译模块的默认构建目标。如果没有目标被显式地传递到makefile，那么这个目标被调用，这是用于module_do_compile任务的默认值。对大部分情况，其工作得很好。
 
·安装目标：module类期望安装目标为modules_install，它是内核开发管理。然而，很多模块仅仅使用install。
 
·子目录结构：如果makefile不在模块源包的顶级目录中而是在一个包含源的子目录中，那么你必须对应地调整S变量。
 
·许可文件：构建系统期望许可文件位于模块源包的顶级目录中。如果不是这种情况，那么你的菜谱必须把它复制到那里。向你的菜谱增加一个do_configure_prepend用于复制许可文件。
 
程序清单9-16作为一个例子，显示了为Intel PCI-E 40千兆网络连接[1]构建Linux驱动的菜谱。
 
程序清单9-16　用于Intel PCI-E 40 Linux驱动的菜谱
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对很多模块，你可以在你的菜谱中调整来自module类的默认值以构建模块。这是更受欢迎的方法，因为你不必为模块源代码打补丁。然而，可能有一些模块，你必须对它们提供补丁才能够构建模块。对这样的模块，以菜谱内空间的方式提供补丁并且增加它们到SRC_URI。
 
[1] 你可以在https://downloadcenter.intel.com/download/24411/Network-Adapter-Driver-for-PCI-E-40-Gigabit-Network-Connections-under-Linux-找到用于驱动的源包。
9.4.3　把模块包含在根文件系统中
 
最后步骤是，在用于目标的根文件系统镜像中包含模块。绝大部分模块是用于硬件驱动的，这当然意味着，只有在目标硬件相应地配备了相关硬件的情况下，把模块包含进根文件系统才是有价值的。为了这个目的，构建系统提供了如下的变量，它们通常是被设置在机器配置文件中的[1]：
 
·MACHINE_ESSENTIAL_EXTRA_RDEPENDS：镜像构建所需的机器特定包列表。在构建系统可以创建镜像之前，任何你增加到这个变量的模块包都必须被构建。因为它是机器必要的变量，所以在列表中的包都被认为是机器启动的关键。变量由所有基于packagegroup-core-boot的镜像来评估。
 
·MACHINE_ESSENTIAL_EXTRA_RRECOMMENDS：为机器推荐的机器特定包列表，与前一个变量相似，但是构建过程不依赖于它们。这意味着，即使这个列表中的包不存在，镜像依然能成功构建。这个列表中的包是机器必要的，意味着它们是机器启动所需要的。这听起来矛盾，但是对于可能被编译进Linux内核而不是作为模块包来提供的模块来说是有意义的。
 
·MACHINE_EXTRA_RDEPENDS：镜像构建所需要的机器特定包列表。然而，相较于MACHINE_ESSENTIAL_EXTRA_RDEPENDS，这些包对于机器启动来说不是必要的。这个变量由所有基于packagegroup-base的镜像来评估。
 
·MACHINE_EXTRA_RRECOMMENDS：为机器推荐的但对启动机器不是必要的机器特定包列表。
 
例如，增加
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到你的机器定义文件以在你的镜像中包含内核模块。
 
你可能有疑问，是否可以增加模块到镜像菜谱中的IMAGE_INSTALL变量。当然，那是可能的，但是如果模块不依赖于机器特定的硬件特性的话，那么那样做是不被推荐的。
 
[1] 在下一章我们讨论Yocto项目板支持包时，我们将讨论机器配置。
9.4.4　模块自动加载
 
构建系统可以使用你目标系统上的/etc/modules-load.d和/etc/modprobe.d来配置自动但静态的模块加载。尽管依赖于由硬件识别和类似触发器基础上的udev提供的自动模块加载通常是一个比较好的主意，但是，可能在一些用例中，启动时的静态模块加载是有意义的。
 
当使用systemd和systemd-modules-load.service时，变量KERNEL_MODULE_AUTOLOAD指定在启动时需要被加载的模块的列表：
 

 [image: ]

 
对每个列出的模块，构建系统在in/etc/modules-load.d中创建一个以模块名字命名的、以.conf结尾的、内容包含要加载的模块名字的文件。文件的词典编撰的顺序决定模块的加载顺序。
 
为了通过/etc/modprobe.d来为模块提供配置参数，你使用变量KERNEL_MODULE_PROBECONF和module_conf_<module_name>。和KERNEL_MODULE_AUTOLOAD类似，KERNEL_MODULE_PROBECONF仅仅是模块名字的列表。对于在KERNEL_MODULE_PROBECONF中的每个项，构建系统要求一个module_conf_<module_name>变量，它指定如modprobe所需要的模块配置。例如，对虚构的名为foofighter且需要两个配置变量的模块，使用
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你通常在用于你模块的菜谱中放置这些设置。
9.5　设备树
 
简单来说，设备树是描述硬件平台的数据结构。与将设备及其配置的每个细节硬编码到内核源中不同，在启动时，一个数据结构被传递到内核。这些细节包括I/O地址、内存地址空间、中断等。设备树编译器（Device Tree Compiler，DTC）把设备树从其人类可读的层级格式编译成通常被称为扁平设备树（Flattened Device Tree，FTD）的二进制格式。
 
OpenEmbedded构建系统支持使用设备树编译器从设备树源文件构建扁平设备树。设备树源文件以.dts结尾。包含FTB的文件以.dtb结尾。在本节中，我们解释如何用构建系统为给定的平台或者机器构建设备树[1]。
 
设备树是平台或者机器特定的，因为它们描述平台的硬件配置。它们是作为内核菜谱的一部分而被构建的。为使其工作，内核菜谱必须包含：
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或者：
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而后者包含前者。
 
现在你必须通过设置变量KERNEL_DEVICETREE为用于你平台的扁平设备树的名字，以告诉构建系统为你的平台构建什么设备树。例如，
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命令构建系统为BeagleBone（White）和BeagleBoneBlack生成扁平设备树文件。这个变量的最佳位置是机器配置文件，其包含所有机器特定的设置。
 
[1] 如果你正在寻找关于设备树是如何被结构化的以及如何为你的平台开发设备树的信息，那么参考www.devicetree.org和http://elinux.org/Device_Tree。
9.6　总结
 
在本章中，我们聚焦在用Yocto项目构建Linux内核和内核模块上。
 
·使用菜单编辑器和配置片段，构建系统提供了允许快速往返测试和内核配置集成的工具化。
 
·用于内核源代码的补丁的应用方式，和对任何其他软件包应用补丁的方式完全相同。
 
·在最简单的形式下，Linux内核可以通过提供菜谱内空间或者入树配置来直接从来自源tar包或Git仓库的内核树源中构建。
 
·Yocto项目维护它自己的Linux内核基础设施，Linux基础设施由包含内核源以及配置元数据和补丁的仓库组成。Yocto项目内核工具化允许使用元数据特性进行灵活的配置。
 
·Yocto内核基础设施为3个基础配置（标准、实时和小型）提供了维护的内核源，用于板支持包的特定分支是从这3个基础配置中衍生出来的。
 
·Yocto项目采用在多年内提供持续支持的长期支持计划（LSTI）内核，这对嵌入式项目来说尤其有益。
 
·通过module类，构建系统支持树外内核模块的便利构建。
9.7　参考文献
 
Linux内核构建系统，Documentation/kbuild/kbuild.txt。
 
Yocto项目Linux内核开发手册，www.yoctoproject.org/docs/1.8/kernel-dev/kernel-dev.html。
第10章　板支持包
 
前面的章节为使用Yocto项目工具构建定制Linux系统铺垫了基础。我们使用软件系统模拟器QEMU来测试。在本章中，我们更进一步地探讨并且还示例了构建系统如何支持创建用于实际硬件的Linux内核和根文件系统。
 
硬件支持是由板支持包（Board Support Package，BSP）提供的。如果你熟悉嵌入式系统文档，那么你很可能之前已经听说过术语板支持包。然而，尽管有相同的名字，但是Yocto项目板支持包与用于典型嵌入式系统的更传统的板支持包是相当不同的。
 
本章首先解释Yocto项目板支持包背后的理念以及为什么Yocto项目板支持包不同于传统板支持包。然后，我们使用板支持包来为一个嵌入式评估板构建系统，把那个系统放在那个板上，最后启动板。在本章的结尾，我们概述了如何为自己的硬件创建Yocto项目板支持包。
10.1　Yocto项目板支持包理念
 
总体来说，板支持包是用于给定硬件（例如嵌入式设备板）的给定操作系统的特定调整。板支持包通常是由半导体和板厂商提供给他们的客户的，以便客户在厂商的硬件上构建、加载和运行操作系统。
 
传统板支持包通常由下面这些术语组成：
 
·文档：我们把文档放在首位，因为任何板支持包都应该包含文档。文档描述板支持包的内容，提供关于板支持包支持的特定硬件的信息，包含关于如何使用板支持包为硬件构建操作系统、把操作系统镜像传输到硬件以及启动硬件的使用说明。另外，文档可能包含如何调整板支持包以用于类似板支持包支持的参考硬件的硬件的信息。
 
·开发工具：通常，厂商包含至少一个带有编译器、汇编程序、链接器和打包器的工具链。工具链匹配被支持的硬件和源代码。一些板支持包甚至可能包含软件开发工具包以及最终的集成开发环境，例如Eclipse，这使得对目标硬件的开发更加便利。
 
·操作系统源代码和二进制：如果操作系统是开源的，那么一些板支持包甚至会包含用于操作系统的完整源代码。如果操作系统是专有的，那么仅仅对编译设备驱动和应用软件来说必要的源代码（例如头文件和静态连接的库）才可能被包含。所有其他操作系统文件是以二进制形式提供的。因为操作系统源和二进制可能是巨大的，所以常见的是，在构建时，所提供的开发工具使用厂商的仓库和下载站点来按需获取源代码和二进制。
 
·源代码补丁：如果板支持包针对的硬件需要特殊的设备驱动、配置或者位于基础操作系统软件包之上的其他模块，那么板支持包可能提供它们。替代性地，常见的是，厂商已经为操作系统源打了补丁，以至板支持包不需要包含任何补丁。
 
·文件系统镜像：板支持包也可能包含用于被支持的硬件的完整文件系统镜像，这非常方便，因为它有助于调出目标，并且在构建你自己的系统时提供参考。
 
包含从文档到文件系统镜像的一切的板支持包非常有利于用户快速上手，因为大部分的依赖性是由包含在板支持包中的东西解决的。然而，长期维护有时候会成为挑战，特别是在厂商没有提供定期更新的情况下。我们依然可以看到很多用于片上系统和使用Linux内核版本2.6的开发板的厂商板支持包。
 
如果嵌入式项目希望利用那些片上系统和仅仅被更新的内核版本支持的其他硬件，那么这就成了问题。如果片上系统厂商不为板支持包提供用于后来的Linux内核的更新，那么作为系统管理员的你将面对这样一个任务：移植板支持包到更新的内核版本，或者向后移植设备支持到由板支持包支持的更旧的内核版本中。这两种方法都有潜在的陷阱。
 
移植板支持包到后来的Linux内核版本对于具有未知历史的板支持包来说可能变得非常困难：厂商什么时候分支了上游源？应用过什么修改？
 
另一方面，如果设备驱动依赖的特性仅仅在最新Linux内核中可用，那么向后移植设备驱动也许是不可能的。
 
Yocto项目为板支持包采用了不同的方法：
 
·Yocto项目板支持包不是独立的，这一点不像传统板支持包。它们依赖于例如Open-Embedded核心（meta）以及可能其他层的基础元数据层。
 
·Yocto项目板支持包不包含构建系统或者任何开发工具。它们是由Yocto项目本身提供，并在构建过程中被创建。
 
·除了菜谱和最终的补丁，Yocto项目板支持包不包含任何源代码。
 
·Yocto项目板支持包仅仅关心特定于特殊硬件的组件。
 
本质上，Yocto只不过是为了支持目标硬件而包含对核心层的增加和修改的特殊元数据层。所有Yocto项目板支持包都至少依赖OpenEmbedded核心元数据层。
 
Yocto项目板支持包把板支持包的维护限定为其增加的包和用于它所修改的底层的层。所有其他维护工作是底层的责任。当然，这种方法意味着Yocto项目板支持包的一个特定版本是和它所依赖的底层的特定版本绑定的。如果底层变化——例如，如果元数据层不再支持一个特定内核版本——那么板支持包必须被调整。然而，这种维护工作通常远远少于维护传统板支持包。
 
Yocto项目板支持包的维护工作被Poky构建系统的依赖性处理进一步缩减。大部分包并不依赖于特定目标硬件。由条件变量覆盖提供的依赖性处理保证，构建依赖于硬件的包（例如Linux内核）的菜谱会获得关于目标硬件以及架构的正确信息。
 
板支持包依赖性处理
 
构建系统的板支持包依赖性处理不但减轻了维护工作而且也使得板支持包可以很容易地互相交换，简直就是在配置文件中修改一行代码的事。对于像你一样的系统构建者来说，这是巨大的收益。它使得你能够在今天为一个板构建完全相同的根文件系统，并且在下一天为另一个甚至可能使用具有完全不同架构的片上系统的板构建完全相同的根文件系统。我们把这个特性叫作Yocto项目板支持包的正交性（orthogonality），虽然术语从数学角度的正交性[1]来看并不完全正确，但是用户可以为下一次交换一个板支持包而不用担心变更构建系统的其他部分。
 
快速地看一下构建系统如何处理目标特定的依赖性是值得的，因为它们常见于依赖硬件配置的菜谱中。
 
在第4章的4.4.2小节，讨论了使用变量OVERRIDES实现的BitBake条件变量赋值机制。这种机制是构建系统用于板支持包的依赖性处理的基础。变量OVERRIDES包含逗号分隔的覆盖条件列表，从左到右，覆盖条件的优先级递增。Poky参考发行版设置变量为如下表达式[2]：
 

 [image: ]

 
对特定目标，对应地扩展表达式内的变量。例如，对于64位x86 Qemu目标，
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板支持包特定的设置是由变量MACHINEOVERRIDES提供的，对这个例子来说，它扩展成qemuall：qemux86-64。
 
本质上，有两个设置：qemuall和qemux86-64。前者提供用于QEMU机器的覆盖，而后者特别为64位x86模拟提供覆盖。后者有更高优先级，因为它是列在前者之后的。如果特定变量需要机器依赖设置，那么这仅仅是把机器覆盖追加到变量罢了。例如，
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如果目标构建是针对qemux86-64，那么它增加配置描述到KERNEL_FEATURES。
 
像前面那个，板支持包频繁地在菜谱和追加文件中使用条件变量赋值来为特定目标微调菜谱。
 
对本章的后续部分来说，除非我们另有显式声明，否则我们将把Yocto项目板支持包等称为板支持包，以使得文本更加清晰。
 
[1] 数学上的正交性意味着两个维度是完全互不依赖的。当然，对于构建系统来说，那是不正确的，因为由板支持包提供的目标依赖变量设置覆盖构建系统的标准设置。从用户视角来看，不考虑板支持包的细节，板支持包和构建系统看起来是相互独立的。

[2] 你可以通过在构建环境中执行bitbake-e core-image-minimal|grep OVERRIDES来获得这个信息。
10.2　用板支持包构建
 
板支持包仅仅是一个元数据层，它包含一个配置文件形式的机器定义，其中机器的名称以.conf结尾。机器配置文件位于板支持包层的conf/machine子目录内。为了使用板支持包，你需要增加它到构建环境conf/bblayers.conf文件中的BBLAYERS变量。然后，必须设置构建环境conf/local.conf文件内的MACHINE变量为你希望为其构建的机器的名字。
 
技术上，贯穿前面的章节，我们一直在隐式地将板支持包用于qemux86构建。你可以在位于poky/meta/conf/machine/qemux86.conf的构建环境的OpenEmbedded核心元数据层中找到用于qemux86的机器定义。OpenEmbedded核心元数据层为不同架构的各种模拟机器提供机器定义：qemuarm、qemuarm64、qemumips、qemumips64、qemuppc、qemux86和qemux86-64。提供机器定义本质上使该层成为板支持包层。
 
Yocto项目也包含用于实际硬件机器的自有板支持包层：meta-yocto-bsp。这个层默认包含在每个由oe-init-build-env创建的构建环境的BBLAYERS中。它提供用于Texas Instruments BeagleBone[1]板、Ubiquity Networks EdgeRouter[2]、Freescale MPC8351E-RDB参考平台[3]和通用32位以及64位x86平台的机器定义。
 
为任何这些目标平台进行构建都是简单的。文件conf/local.conf已经包含用于目标平台的MACHINE设置。你仅仅需要取消注释你希望为其构建的目标平台。
 
当然，这是一个非常有限的硬件平台列表。Yocto项目包含它们是为了便利性和测试目的。有好多其他来自片上系统厂商、板厂商和社区的用于大量不同硬件的板支持包可用。在10.2.2小节，我们将深入探讨如何查找和利用外部板支持包的细节。
 
[1] http://beagleboard.org/bone。

[2] https://www.ubnt.com/edgemax/edgerouter。

[3] http://www.nxp.com/files/32bit/doc/fact_sheet/MPC8315ERDBFS.pdf。
10.2.1　为BeagleBone构建
 
BeagleBone是基于Texas Instruments AM335x ARM Cortex-A8片上系统的开发板。硬件和软件是开放设计，它是由BeagleBoard.org基金会创建和支持的[1]，该基金会是设在美国的非盈利组织，它的目标是“提供嵌入式计算中开源软件、硬件的设计和使用的教育并推广之”。
 
BeagleBone有多个变体：原始的BeagleBone（White）、BeagleBone Black以及现在的BeagleBone Green。根据各自印制电路板（Printed Circuit Board，PCB）的颜色，它们容易被区分。BeagleBone Black使用具有1GHz时钟速度的更强劲版本的AM3358片上系统，提供512MB内存（是原始BeagleBone内存的2倍），并且提供2GB（在修订C型号中是4GB）板载嵌入式多媒体（embedded MultiMedia Card，eMMC）存储。而且，BeagleBone Black仅仅花费稍微比原始板一半多一点的成本。然而，Black版没有配备用于系统控制台的USB到串行的转换器。当运行Yocto项目构建时，串行系统控制台对于与系统交互是必要的，因为板没有显示器[2]。BeagleBone Green是基于BeagleBone Black的，但是去除了板载高清多媒体接口（High-Definition Multimedia Interface，HDMI）连接器，以便为两个承载I2C信号的连接器创造空间来与由Seeed Studios[3]提供的Grove传感器简单地对接。
 
构建BeagleBone镜像
 
为了用OpenEmbedded构建系统构建用于BeagleBone的Linux系统，在构建环境的conf/local.conf中简单地取消以下注释（以及最终注释掉前面你曾经使用过的所有其他MACHINE设置）：
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你之前曾将相同的构建环境用于qemux86构建系统，这是没有关系的，qemux86是基于x86架构的机器。然而，如果你倾向于把东西分开，那么，你可以通过引用oe-init-build-env来创建新的构建环境。如果确实这么做了，那么要确保为你前面使用过的目录设置DL_DIR和SSTATE_DIR。它节省大量用于下载共享源包和重新创建架构间共享的构建制品的时间。
 
现在用以下命令开始构建：
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一旦构建完成，你可以在构建环境的tmp/deploy/images/beaglebone子目录中找到用于引导加载程序、Linux内核和根文件系统的镜像。Poky整齐地把用于不同机器的镜像分开到它们自己的目录中，避免它们混合在一块。
 
现在你用这些镜像做什么？
 
理解BeagleBone启动过程
 
为了能够启动目标硬件，你需要理解目标硬件（在我们的例子中是BeagleBone）如何启动它的操作系统。BeagleBone以特定的方式从它的外部SD卡中启动。在BeagleBone.org上，你能够找到这个信息。对此总结如下：
 
1.通电复位（Power-On-Reset，POR）后，BeagleBone的片上系统从它的板载ROM中加载和运行阶段（stage）0引导加载程序。
 
2.阶段0引导加载程序访问名为MLO的文件，它必须位于SD卡第一个分区的第一个扇区中。MLO是阶段1引导加载程序，它是由U-Boot的二次程序加载器（Secondary Program Loader，SPL）功能性实现的。
 
3.U-Boot二次程序加载器MLO配置BeagleBone的片外（off-chip）内存，然后加载文件u-boot.img，它是完整的U-Boot引导加载程序。在这个过程中，U-Boot是阶段2引导加载程序。
 
4.然后，U-Boot加载Linux内核镜像到内存中，并且把控制传给Linux内核。U-Boot默认要求内核镜像uImage位于SD卡第二分区的/boot目录中。第二分区包含具有用于BeagleBone的完整根文件系统的Linux ext3文件系统。
 
5.接着，Linux内核开始它的启动过程，按照由引导加载程序提供的内核命令行的指示挂载根文件系统，并且最终启动第一个用户空间进程。
 
SD卡要求一个具有两个分区的特定布局：一个FAT启动分区和一个包含根文件系统的Linux分区。用于根文件系统的Linux分区可以是任何Linux支持的文件系统，例如ext3和ext4。Poky构建系统顶级目录内的文件README.hardware描述了如何创建分区和格式化它们。
 
创建启动SD卡
 
你可以通过遵循说明和使用命令fdisk、mkfs.vfat、mkfs.ext3来手动地启动BeagleBone以完成SD卡的分区和格式化。然而，用小脚本自动化这个过程是更加方便的。程序清单10-1显示了用于为BeagleBone分区和格式化SD卡的脚本。
 
程序清单10-1　用于分区和格式化BeagleBone SD卡的脚本
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在你把SD卡插入进开发系统，用dmesg命令确定设备：
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在这个例子中，SD卡已经被认作成了/dev/sdf，所以你需要用
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来调用脚本。
 
脚本工作于被认作SCSI驱动（/dev/sd*，通常，当用一个USB读卡器连接时）的SD卡以及被认作内存块设备（/dev/mmcblk*，通常，当插入计算机的一个卡槽时）的SD卡。
 
既然分区和格式化了SD卡，那么需要复制引导加载程序和根文件系统到它们各自的分区。以下假设启动分区被挂载在/media/beagboot，根分区被挂载在/media/beagroot。如果你的系统把它们挂载到不同的挂载点上，那么需要对应地做出调整。从构建环境的顶级目录中，改变到具有用于Beaglebone的镜像的目录：
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复制引导加载程序文件到启动分区中：
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解压根文件系统和内核模块到根分区中：
 

 [image: ]

 
复制内核镜像和设备树文件到根分区的/boot目录中：
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复制和解压文件可能要花费一些时间。即使当最后的命令返回了，进程也可能没有完成，因为Linux对硬盘操作提供了写缓冲。使用
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来冲刷所有缓冲并且在卸载和移除SD卡之前等待命令返回。如果你从命令行使用umount，那么在卸载之前，它等待文件系统缓冲被冲刷，因为在文件系统被实际卸载前sync是被umount调用的。
 
现在，已经准备好启动BeagleBone板。
 
启动BeagleBone
 
为了启动BeagleBone板并且遵循它的启动过程，你需要为它提供电力并且连接它的控制台串口到你的开发系统。如果你自己调用BeagleBone（White），那么启动是非常简单直接的。如果你拥有一个BeagleBone Black，那么你需要进行一些额外的步骤。
 
连接BeagleBone（White）
 
为了连接BeagleBone（White）到开发计算机，你需要一个一端是USB A插头、另一端是一个微型USB插头的USB线缆。USB A插头插进你的开发计算机，微型USB插头插进BeagleBone（White）下侧的USB端口中。USB线缆提供电力，也提供介于BeagleBone的控制台端口和你的开发系统之间的串行连接。因为BeagleBone（White）自带USB线缆，所以不需要额外的硬件。
 
在连接板之前，把SD卡插进BeagleBone（White）的SD卡槽中。
 
连接BeagleBone Black
 
连接BeagleBone Black要稍微更难一点儿，因为这个板没有内置的串行到USB的转换器。你需要外部的串行到USB的转换器线缆，而BeagleBone Black没有提供。这些线缆通常称为FTDI线缆，是以生产转换器芯片和线缆的公司Future Technology Devices International Ltd.首字母命名的。
 
BeagleBone Black在它的顶部有一个6针脚、单列0.1英寸（1英寸=25.4毫米）间距的连接器。这是用于它的串行控制台端口的连接器。为了连接到它，需要一根一端是USB A连接器而另一端是6向、单列连接器的串口到USB转换器线缆。你也需要注意BeagleBone Black串行控制台端口的信号电平是3.3V。也有用于5V信号电平的线缆，对BeagleBone使用5V线缆可能损坏板的CPU。正确的线缆是FTDI TTL-232R-3V3。你可以在FTDI的网站上找到它[4]。大部分组件配电器携带这类线缆。
 
为了连接线缆到板，把它设置成顶部朝上，以太网和5V电力连接器朝左。线缆连接器的黑线连到板连接器的最左侧的针脚。那个针脚在板上以一个小白点标示出来。
 
串行到USB的转换器线缆不为BeagleBone提供电力。你可以连接一个能够提供至少1.2A（或者6W）的5V电源到桶形连接器，或者使用一个USB A到微型USB线缆。在大部分情况下，后者可能更加容易，因为BeagleBone Black自带了这样一根线缆。USB线缆连接到BeagleBone Black底部的微型USB端口。
 
设置终端模拟器
 
为了通过串行连接与BeagleBone交互，你需要终端模拟程序。对于Linux有几个选择，我们推荐Minicom。几乎所有Linux发行版通过其包仓库提供Minicom。如果它还没有安装在你的系统上，那么使用你的发行版的包管理器来安装它。
 
所有当前的Linux系统都把FTDI串行到USB的转换器识别成ttyUSB设备。在你把BeagleBone插到开发计算机的USB端口后，设备节点/dev/ttyUSB0[5]由Linux内核创建。Linux内核防止设备节点受到普通用户的访问。/dev/ttyUSB设备是由root拥有的，但通常属于dialout用户组。为了使Minicom能够于运行时在你的用户账号下访问设备，你需要增加自己到dialout用户组中。
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其中，可用你的实际用户名替换<username>。为了使变更生效，你需要登出并再次登录。
 
现在连接你的BeagleBone到计算机并且以设置模式启动Minicom[6]：
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在此时，你应该能够看到Minicom的设置菜单。选择Serial port setup菜单选项并改变设置：
 
·设置Serial Device为/dev/ttyUSB0。
 
·设置Bps/Par/Bits为1152008N1。
 
·设置Hardware Flow Control为No（如必要）。
 
·设置Software Flow Control为No（如必要）。
 
按下Enter键从Serial port setup菜单中退出，然后从主设置菜单中选择Save as dfl。最终，从Minicom退出。
 
现在再次用以下命令启动Minicom：
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-o选项告诉Minicom不给你的BeagleBone发送任何调制解调器初始化字符串，-w选项为长日志行打开换行。
 
现在你已经连接到BeagleBone的控制台。如果你的板是BeagleBone（White），那么它可能已经启动了。如果在键盘上敲击Enter键，那么应该能看到类似如下的Linux登录提示：
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如果你的板是BeagleBone Black，那么在敲击Enter键时，你可能只看到U-Boot提示。原因是，BeagleBone Black有内部eMMC存储，而BeagleBone（White）没有。默认情况下，BeagleBone Black首先从它的内部eMMC启动。为了临时告诉BeagleBone Black从SD卡中启动，遵循这些步骤：
 
·从板上拔除电源（依赖于你正在使用什么，有可能是微型USB或者5V桶形连接器）。
 
·按住板上的USER/BOOT按钮（当以太网和5V电源连接器朝向左时，这个按钮是板顶部右上部位的小按钮）。
 
·在按住USER/BOOT按钮的时候再次插入电源，直到来自U-Boot的第一条消息显示在你的Minicom窗口中。然后，可以释放USER/BOOT按钮。
 
你的BeagleBone启动并且最终显示Linux登录提示。
 
从U-Boot命令提示中发出这些命令，你可以永久性地把启动顺序从内部eMMC改到SD卡：
 

 [image: ]

 
把内容从内部eMMC中擦除。
 
从Linux命令行提示中，你可以登录进正运行在BeagleBone上的系统中。
 
恭喜！你已经成功为嵌入式板创建了Yocto项目镜像，并用它来启动板。
 
[1] http://beagleboard.org/about。

[2] 对嵌入式系统来说，没有显示器是常见的，因为它们可能不需要显示器，例如在工业控制中。虽然显示器可以通过cape或者HDMI增加到BeagleBone，但是设计者决定不这样做，而是让硬件架构保持开放和可扩展。

[3] www.seeedstudio.com/wiki/Grove_System。

[4] www.ftdichip.com/Products/Cables/USBTTLSerial.htm。

[5] 除非你有不止一个串行到USB的转换器被连接到开发系统上，在这种情况下，有多个/dev/ttyUSB设备，你必须找出哪一个连接到你的BeagleBone。

[6] 以设置模式运行Minicom需要root权限。
10.2.2　外部Yocto项目板支持包
 
物联网和创客运动（Maker Movement）正在驱动对廉价计算机硬件的需求。专业开发者和兴趣爱好者[1]同样在寻找可以用于设计和原型并与项目集成的开发板。围绕大量片上系统构建的可用板的数量正在稳步增加。绝大部分是基于ARM架构的硅片，但是也可以找到基于x86、x86_64、xScale和PowerPC架构的。Raspberry Pi为能够运行完整Linux操作系统栈的低成本嵌入式计算机树立了新基准。其他板也纷纷效仿，其中很多只花费和在像样的餐厅里吃顿不错的饭一样的钱。
 
流行开发板
 
表10-1以字母顺序显示了一些比较流行的能够运行Linux的开发板。它们都提供各种低速I/O接口，这些接口是可通过针脚头直接访问的。对于它们中的一些来说，直接插到针脚头上的扩展板是可用的。扩展板提供各种东西，从带LED状态和中继器的并行I/O、模拟–数字转换器（Analog-to-Digital Converter，ADC）和数字–模拟转换器（Digital-to-Analog Converter，DAC），到用于机器人应用的步进电动机驱动器等。
 
表10-1只展示了在写作本书时市面上的部分开发板。伴随每个新一代片上系统，新的开发板也几乎同步地进入市场。
 
为你的板寻找Yocto项目板支持包
 
一旦你决定了用于开发项目的板，那么你将在哪里找到Yocto项目板支持包支持的开发板呢？最好是浏览板自己的网站。在很多情况下，你可以找到Yocto项目或者提供硬件支持的社区的链接。
 
表10-1　流行开发板
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Yocto项目在它的网站维护了一个可搜索的板支持包[2]页面，该页面展示了开发板和Yocto项目仓库里的板支持包的一个概览。这些包是由组织提供的，有商业的和开源的，它们为Yocto项目提供资源和开发工作[3]。
 
一部分作为Yocto项目兼容列出，这是作为Yocto项目对支持该项目的组织的一个认可的状态。Yocto项目兼容并不意味着不具有那个状态的层是不兼容的，仅仅是说那些由Yocto项目兼容所列出的层已经经过了审查并且是由一个Yocto项目成员组织支持的。
 
Yocto项目Git仓库[4]托管很多板支持包层，包括那些未被Yocto项目官方认证的板支持包层。板支持包层的列表包含如下内容：
 
·meta-fsl-arm：用于使用基于ARM架构的片上系统的Freescale平台的板支持包层。
 
·meta-fsl-ppc：用于使用基于PowerPC架构的片上系统的Freescale平台的板支持包层。
 
·meta-intel：用于基于x86和x86_64架构的Intel平台的复合板支持包层。这个层包含多个用于实际平台的子层。
 
·meta-intel-galileo：用于Intel Galileo平台支持的板支持包层。
 
·meta-intel-quark：用于Intel Quark平台支持的板支持包层。
 
·meta-minnow：用于原始MinnowBoard（非MinnowBoard Max，它是由meta-intel支持的）的板支持包层。
 
·meta-raspberrypi：用于Raspberry Pi 1和Raspberry Pi 2设备的板支持包层。
 
·meta-renesas：用于Renesas设备的板支持包层。
 
·meta-ti：用于Texas Instruments设备的板支持包层，包括对BeagleBone的扩展的硬件支持，这种支持不由meta-yocto-bsp提供。
 
·meta-xilinx：用于Xilinx设备的板支持包层。
 
·meta-zynq：用于Zynq设备的板支持包层。
 
最后但并非最不重要，OpenEmbedded网站[5]提供了包含由各种社区提供的很多板支持包的可搜索层索引。搜索功能允许按照机器名搜索，并且列出为那个机器提供支持的层。有时候，用于相同机器的多个层可用，它们为板提供的支持的级别可能有差别。
 
用外部Yocto项目板支持包构建
 
Yocto项目板支持包是层，用它们来构建简单到只有3步：
 
1.通过增加板支持包层的路径到conf/bblayers.conf中的BBLAYERS变量来在你的构建环境中包含它。
 
2.把你希望从板支持包层构建的机器赋值到conf/local.conf中的MACHINE变量。
 
3.选择镜像目标并且开始你的构建——例如，bitbake-k core-image-minimal。以仅仅能够启动到控制台命令行的小镜像开始是好建议，例如core-image-minimal或者core-image-base。如果正常工作，那么你可以测试例如core-image-sato的更大的镜像或者开始构建你自己的定制镜像菜谱。一些板支持包包含自己的镜像目标，这也是一个好起点。
 
当使用Yocto项目板支持包时，需要注意，板支持包版本匹配OpenEmbedded构建系统的版本。板支持包通常用bbappend文件来扩展来自OpenEmbedded核心的菜谱。如果版本不匹配，那么有可能是，由板支持包扩展的各个菜谱的版本与在核心层中找到的版本不匹配。如果这种情况发生，那么BitBake为各个菜谱发出错误消息，但是根本原因却不总是显而易见的。
 
Yocto项目开发者对主要发布使用代号：1.5是Dora、1.6是Daisy、1.7是Dizzy、1.8是Fido、2.0是Jethro。虽然你可以从Yocto项目网站[6]下载发布的tar包，但是推荐你从Yocto项目Git仓库中检出发布版。使用Git仓库有利于追踪版本甚至在版本间切换。例如，如果你希望使用meta-ti层替代meta-yocto-bsp来为BeagleBone构建，那么简单地从poky和meta-ti仓库中克隆匹配的分支：
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另外一个需要注意的事情是，虽然板支持包通常不互相影响，但是存在在机器定义中有重合的板支持包，例如meta-yocto-bsp和meta-ti，它们的beaglebone机器定义重合。为了避免冲突，必须用BBLAYERS仅仅包含其中一个。简言之，在一个构建环境中同时仅包含一个板支持包层是好建议。
 
[1] 区分专业开发者和兴趣爱好者时，不是基于他们的能力，而是看他们是将嵌入式系统作为工作的一部分还是作为兴趣爱好。

[2] https://www.yoctoproject.org/downloads/bsps。

[3] 在“free and open source software（FOSS）”中的“free”是指自由，而不是指成本。寻求Yocto项目兼容性证书的组织以供开发使用的资源和基础设施来支持项目。

[4] http://git.yoctoproject.org。

[5] http://openembedded.org/wiki/Main_Page。

[6] https://www.yoctoproject.org/downloads。
10.3　Yocto项目板支持包内部
 
Yocto项目板支持包是特殊化的BitBake层。正因为如此，它们遵循第3章讨论的用于层的惯例，也包含版支持包层特有的项。程序清单10-2描述了一般的板支持包层布局。
 
程序清单10-2　Yocto项目板支持包层布局
 

 [image: ]

 

 [image: ]

 
这个结构的大部分是约定俗成的。然而，构建系统期望特定目录和文件在特定位置被特殊化地命名。像任何层一样，层的顶级目录被命名为meta-<layername>，其中layername是板支持包的名字。
10.3.1　许可文件
 
许可文件位于板支持包的顶级目录。它们可以具有任何名字，但通常使用的是LICENSE、EULA和COPYING等名字。
 
从构建系统不寻找许可文件并且不强制其存在性这个意义上来说，许可文件是可选的。然而，我们强烈建议，在写你自己的板支持包时，提供许可文件。提供许可文件给了你的板支持包用户关于可以用板支持包做什么以及不能做什么的确定性。
10.3.2　维护者文件
 
维护者文件包含关于谁是开发者以及谁负责维护板支持包的信息。这个文件是可选的，而且维护者信息通常包含在顶级目录的README文件中。如果板支持包有多个（可能很多）维护者，那么在单独的文件中提供这个信息很有意义。
10.3.3　README文件
 
符合Yocto项目的板支持包必须在板支持包的顶级目录中包含README文件。这个文件至少应该包含下列信息：
 
·描述板支持包及其针对的硬件的部分。
 
·详细描述用于这个板支持包层的所有依赖性的部分。通常，这是例如meta和meta-yocto的其他层。几乎所有板支持包都依赖OpenEmbedded核心元数据层meta。虽然看起来是显而易见的，但是把它包含在依赖性列表中是好的实践。
 
·用于提问、报告缺陷和提交补丁的指导方针部分。这些信息使得用户和维护者可轻松地沟通和协作。
 
·如果单独文件没有提供，那么需要关于维护板支持包的开发者的部分。
 
·关于如何使用板支持包为目标硬件构建二进制镜像的说明。
 
·关于用板支持包构建的镜像可以如何安装在目标硬件以及如何启动目标硬件的说明。
 
·关于如何使用板支持包binary目录包含的预构建二进制镜像（如果板支持包提供此类镜像）的说明。
 
·关于板支持包用户在使用板支持包时应该知道的任何已知缺陷或者问题的部分。
 
在README文件内的信息越详细，对板支持包用户来说越容易成功地在它们的项目中包含板支持包以及使用目标硬件。
10.3.4　README.sources文件
 
这个文件提供用户可以在哪里找到用来构建位于二进制目录中的可启动镜像的源文件的信息。通常，这些是曾被用来创建镜像的元数据层。这对于README文件中的依赖性信息似乎是冗余的。然而，它却不冗余，因为用来构建镜像的构建环境可能已经包含了其他可选但不必需的层。
10.3.5　预构建二进制
 
板支持包可能在binary子目录中包含预构建的可启动镜像二进制。虽然包含可启动镜像是可选的，但是它辅助板支持包的用户来用一个已知良好镜像启动目标硬件。利用预构建的镜像二进制和在README.sources文件中的信息，用户可以通过比较自己构建的镜像和预构建的镜像来更加容易地调试可能出现在镜像中的问题。当然，增加预构建的镜像二进制可能极大地增加板支持包的大小。
10.3.6　层配置文件
 
像任何层，板支持包必须包含层配置文件conf/layer.conf。对于板支持包来说，这个文件和普通层用到的层配置文件毫无两样。样板文件显示在程序清单10-3中。
 
程序清单10-3　用于板支持包的层配置文件
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为了使用这个样板，必须替换bsp为层的实际名字（不带meta-）。如果板支持包层依赖其他层，例如用于多个板支持包的通用层，那么层配置文件设置LAYERDEPENDS_bsp变量为由空格分隔的层的列表。
10.3.7　机器配置文件
 
机器配置文件用于区分板支持包层和普通层。板支持包层包含至少一个机器配置文件，但是在conf/machine子目录中可以有任何数量的、用于由板支持包支持的不同硬件的机器配置文件。机器配置文件被命名为<machinename>.conf。通过设置构建环境的conf/local.conf中的MACHINE变量为机器配置文件的名字（不带.conf结尾）来选择你希望的机器目标。
 
简言之，机器配置文件包含用于选择和配置由包含在板支持包或者其他元数据层中的菜谱所构建的软件包的设置。典型的例子是板支持包为特定机器使用的Linux内核类型和版本。机器配置文件包含用于PREFERRED_PROVIDER_virtual/kernel和PREFERRED_VERSION_virtual/kernel的设置，以分别选择内核类型和版本。
 
机器配置文件通常也包含用于目标硬件正在使用的特定CPU架构的调优参数。这些参数和在多个机器间共享的其他参数通常被分离到它们各自的文件中。这些文件被require指令包含在机器配置文件中。
10.3.8　类
 
板支持包在classes子目录中可能包含定制类。这些经常是以目标硬件要求的方式组装二进制镜像的镜像类。这样的镜像类和它们所构建的镜像使得从镜像创建可启动介质更加容易。
10.3.9　菜谱文件
 
任何板支持包都包含大量菜谱文件来构建特定于板支持包的软件包或使用.bbappend文件来为来自其他层的包扩展菜谱。板支持包的菜谱以和任何其他元数据层中完全相同的方式组织到recipes-<category>/<package>子目录中。以下是在板支持包中找到的更加常见的菜谱：
 
·板支持包特定菜谱文件（recipes-bsp）：各式各样的特定于板支持包的菜谱。通常，在recipes-bsp之下的一个目录结构中，你可以找到引导加载程序和规格（formfactor）元数据文件。规格文件为构建系统提供有关目标机器是否使用键盘、触摸屏、鼠标等的信息。
 
·核心支持文件（recipes-core）：在目录recipes-core中，通常可找到用于目标硬件的二进制镜像以及针对init-scripts、systemd、udev等其他核心菜谱的调整的菜谱。
 
·显示支持文件（recipes-graphics）：如果板支持包的目标硬件有特定的图形需求，那么你会在目录recipes-graphics中找到与显示支持有关的菜谱。通常，这些是用于X11服务器或者Wayland/Weston合成器的配置菜谱。
 
·Linux内核（recipes-kernel）：目录recipes-kernel及其子目录包含与Linux内核有关的菜谱和配置文件。通常，它们是用来增加内核配置片段到位于meta核心层的内核菜谱或内核补丁的.bbappend文件。一些板支持包提供它们自己的内核菜谱，这些内核菜谱从它们自己的仓库中构建Linux内核。在第9章中，我们详细讨论了Linux内核配置和各种参数设置。
 
·其他菜谱（recipes-*）：板支持包可能按照目标硬件的要求增加它自己的菜谱或扩展来自其他层的菜谱。在板支持包层内，可以在它们各自菜谱子目录中找到这些菜谱。
 
板支持包提供哪些菜谱完全依赖于板支持包及其支持的目标硬件。
10.4　创建Yocto项目板支持包
 
如果你正在开发自己的硬件，那么你希望创建Yocto项目板支持包以为其提供完整支持。原则上，你可以采用如下3种用于创建Yocto项目板支持包的方法之一：
 
·手动创建：你可以通过使用yocto-layer脚本创建空的层来开始，然后手动地为板支持包填充目录和文件。
 
·从现有板支持包层复制：如果你的板支持包针对的硬件类似于来自另一个板支持包的硬件，那么你可以复制那个层并且做调整以满足你的目标硬件的需求。
 
·使用Yocto项目板支持包工具：Yocto项目提供了几个简化创建板支持包任务的工具。它们是交互性的，并且允许通过回答一系列问题来设置常用板支持包参数。然后，工具为你的板支持包创建骨架，随之你可以填入缺失的细节。
 
手动地从头创建板支持包是最乏味的方法，因为它要求你自己来增加文件和目录。在几乎所有情况下，使用Yocto项目板支持包工具都是比较好的选项，因为其允许你交互式地剪裁板支持包层。如果你的目标硬件近似于被一个现有的板支持包所支持的硬件，那么从其复制是好的选择。你也可以扩展其他板支持包并且使其成为用于你板支持包的依赖性。这个方法避免了重复，但是，当你的板支持包依赖的其他层发生变化时，就需要维护你自己的板支持包。
10.4.1　Yocto项目板支持包工具
 
有两个辅助你创建Yocto项目板支持包的工具：yocto-bsp和yocto-kernel。你可能已经猜到了，前者辅助创建板支持包层，后者辅助配置Linux内核。这两个工具都有一些子命令。调用工具而不指定子命令会打印帮助消息和可用子命令的列表。
 
工具位于Poky参考发行版的poky/scripts目录中。为了使用工具，你必须引用oe-init-build-env脚本。然而，你不用在你的构建环境内创建板支持包。一旦你引用了脚本，你可以改变目录到你希望在其中设置板支持包的地方。
 
yocto-bsp工具
 
调用yocto-bsp或者yocto-bsp help提供给你关于可用子命令的信息：
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工具有两个子命令：create和list。用yocto-bsp<subcommand>--help调用工具打印关于特定子命令的进一步信息。
 
子命令yocto-bsp list
 
子命令yocto-bsp list只显示信息。当前，这是关于被支持的内核架构的信息：
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对每个内核架构，有一些可用的属性，在创建板支持包时，工具可以设置它们。例如，
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以JSON格式显示可用于x86_64架构的全部属性的列表。当你为x86_64创建板支持包时，工具会交互式地过一遍那些属性，并问你它应该应用的设置。
 
通过指定-o<filename>或者--outfile<filename>参数，你可以转存list子命令的输出到文件。
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在文件中的转存也是JSON格式。
 
子命令yocto-bsp create
 
通过调用yocto-bsp create<bsp-name><karch>来创建板支持包，其中，替换<bsp-name>为你的板支持包的名字（不带meta-），替换<karch>为希望的内核架构。子命令接受一些可选参数：
 
·-o<outdir>或者--outdir<outdir>：如果不带这个参数，那么工具在当前目录以名字<bsp-name>创建板支持包。为了在不同的目录创建它，使用-o或者--outfile选项。不幸的是，如果使用这些选项之一，那么你必须提供板支持包的完整路径而不仅仅是基础路径，因为在那个情况下，工具不使用<bsp-name>。
 
·-i<properties-file>或者--infile<properties-file>：这些参数导致工具从文件中读取用于各种属性的设置而不是交互式地询问它们。文件必须是JSON格式。
 
·-c codedump或者--codedump：转存代码到文件bspgen.out而不是运行板支持包创建。如果你想知道工具通过做什么来创建板支持包而不实际创建它，那么使用这个选项。
 
·-s或者–skip-git-check：这些参数检查到远程Git仓库的访问。提供这个选项以在创建板支持包时节省少量时间。
 
在10.4.2小节，我们将浏览一遍板支持包的生成。
 
yocto-kernel工具
 
yocto-kernel工具提供用于对板支持包的内核菜谱列出、增加、去除配置设置、特性和补丁的功能性。它交互式地创建第9章中讨论的内核配置片段、特性和补丁集合。和yocto-bsp类似，yocto-kernel工具有你可以通过--help选项打印出的子命令列表：
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为了使用yocto-kernel工具，你必须已经引用了你的构建环境。然后从构建环境内执行命令。大部分子命令将板支持包的名字作为参数。这个板支持包必须被包含在你的构建环境的conf/bblayers.conf的BBLAYERS变量中。
 
管理Linux内核配置选项
 
config子命令允许内核配置选项的简单管理：
 
·yocto-kernel config list<bsp>：列出用于被板支持包<bsp>使用的Linux内核的所有配置片段。
 
·yocto-kernel config add<bsp>CONFIG_<parameter>=[y|n|m]：增加修改内核配置选项<parameter>的配置片段：
 
·y（yes）：开启参数。

·n（no）：关闭参数。

·m（module）：构建内核模块（仅对内核模块适用）。
 
·yocto-kernel config rm<bsp>CONFIG_<parameter>：去除用于内核配置选项<parameter>的配置片段。
 
对config add和config rm子命令，你可以提供多个配置项。
 
管理内核补丁
 
你可以使用patch子命令来管理用于你的板支持包的补丁：
 
·yocto-kernel patch list<bsp>：列出所有用于被板支持包<bsp>使用的Linux内核的补丁。
 
·yocto-kernel patch add<bsp>/path/to/patchfile.patch：把补丁patchfile.patch从已提供的路径复制到板支持包层<bsp>内的recipes-kernel/linux/files中，并且增加它到内核菜谱的SRC_URI。
 
·yocto-kernel patch rm<bsp>patchfile.patch：把补丁patchfile.patch从板支持包<bsp>内的recipes-kernel/linux/files中去除，并且把它从内核菜谱的SRC_URI去除。
 
你可以一次对patch add和patch rm子命令提供多个补丁。
 
管理内核特性
 
类似于内核配置选项和补丁，你可以通过feature子命令来管理特性：
 
·yocto-kernel features list<bsp>：列出所有本地可用于板支持包<bsp>的内核特性。这些是以.scc结尾的位于recipes-kernel/linux/files中的板支持包内的特性文件。
 
·yocto-kernel feature list<bsp>：列出所有当前被板支持包<bsp>所使用的内核特性。
 
·yocto-kernel feature create<bsp>featurefile.scc"Feature Description"/capabilities CONFI_parameter=[y|n|m]/path/to/patchfile.patch：为板支持包<bsp>创建名为featurefile.scc、使用"Feature Description"作为描述的新的本地特性，并且增加列在capabilities之后的内核配置参数和补丁。
 
·yocto-kernel feature add<bsp>featurefile.scc：增加本地特性featurefile.scc到板支持包<bsp>的内核特性列表中。特性必须是以前用yocto-kernel feature creat创建的。
 
·yocto-kernel feature rm<bsp>：从板支持包<bsp>内核特性列表中去除一个或者多个特性。工具列出特性，然后提示要被去除的特性。这个命令不从板支持包中删除特性，仅仅从内核的特性包含列表中去除。
 
·yocto-kernel feature destroy<bsp>featurefile.scc：从板支持包<bsp>特性的本地列表中删除特性。这个命令不从板支持包中删除特性文件、配置片段和补丁。
 
feature子命令是管理包含在内核中的特性的便利方法，它不用修改特性文件和菜谱的SRC_URI。
10.4.2　用Yocto板支持包工具创建板支持包
 
现在是时候把这些结合起来并使用Yocto项目板支持包工具来创建一个基本的板支持包了。我们的板支持包用于信息亭设备。设备使用Intel Core i7 CPU，有板载HDMI图形输出，并且被连接到多点触控的触摸屏以提供良好的用户体验。作为用于我们设备的测试平台，我们使用MinnowBoard Max并且让它连接带HDMI和USB输入的多点触控触摸屏。我们也希望启动时板支持包在内核日志中以一个条目来识别自己。为了那个目的，我们开发了简单的设备驱动，本质上它是和显示在第9章程序清单9-3中的那个完全一样。我们仅仅把消息文本改成了“Yocto Project Book Kiosk BSP：init”和“Yocto Project Book BSP：exit.”。简单地遵循9.2节的步骤来创建补丁。
 
以下步骤简要概述了创建你的板支持包（我们称其为ypbkiosk）的工作流：
 
1.初始化构建环境。为了用Yocto项目板支持包工具创建板支持包，你需要构建环境：
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在conf/local.conf中，设置构建环境变量DL_DIR和SSTATE_DIR。
 
2.创建板支持包层。为了简单性，我们在构建环境内创建了新的板支持包层。命令
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启动交互式过程来为具有x86_64架构的机器ypbkiosk创建名为ypbkiosk的板支持包层。该工具现在问一些关于我们希望用在板支持包中的特性的问题：
 
·Would you like to use the default（3.19）kernel?（y/n）[default：y]y
 
·Do you need a new machine branch for this BSP（the alternative is to re-use an existing branch）?（y/n）[default：y]n
 
·Please choose a machine branch to base this BSP on：[default：standard/common-pc-64/base]7（或者回车以用默认）
 
·Do you need SMP support?（y/n）[default：y]y（或者回车以用默认）
 
·Which machine tuning would you like to use?[default：tune_core2]2（Corei7调优）
 
·Do you need support for X?（y/n）[default：y]y（或者回车以用默认）
 
·Please select an xserver for this machine：[default：xserver_i915]4（fbdev xserver支持）
 
·Does your BSP have a touchscreen?（y/n）[default：n]y
 
·Does your BSP have a keyboard?（y/n）[default：y]y（或者回车以用默认）
 
在你回答了最后一个问题后，板支持包工具设置板支持包并且以消息“New x86_64 BSP created in meta-ypbkiosk”退出。
 
3.启用触摸屏驱动。对于我们的亭板支持包，需要在Linux内核中启用多点触控驱动。驱动的配置设置是CONFIG_HID_MULTITOUCH。我们使用Yocto项目内核工具来增加启用驱动的配置片段：
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工具添加设置到位于meta-ypbkiosk/recipes-kernel/linux/files中的ypbkiosk-user-config.cfg。
 
4.增加板支持包补丁。作为一个特性来增加板支持包驱动补丁。特性应用补丁，也增加配置设置以启用补丁：
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第一个命令yocto-kernel feature create，创建特性并且增加它到板支持包。然而，它还没被内核构建所包含，这是由第二个命令yocto-kernel feature add来实现的。
 
5.构建镜像。既然我们已经创建了具有希望的内核配置的板支持包，那么我开始构建镜像：
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我们正在使用core-image-sato镜像目标，它提供我们用于测试的图形用户界面。
 
6.复制镜像到可启动介质。我们正在使用MinnowBoard Max作为用于亭的测试目标系统。板从USB内存棒中启动。复制镜像到内存棒中。
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你需要替换<usbstickdevice>为设备节点的名字，把USB棒插入进你的开发系统后，你可以使用dmesg命令来找到设备节点的名字。
 
7.启动目标。MinnowBoard Max有一个带shell的UEFI BIOS。在你把USB内存棒插入板中并且开机后，MinnowBoard Max启动shell。内存棒上的文件系统被识别成fs0。在shell提示上，输入fs0:，在下一个提示上，输入bootx64。然后，MinnowBoard Max应该启动到Sato用户界面。如果你把触摸屏连接到了你的板上，那么应该能够使用它了。你也可以打开终端并查找板支持包消息。
 
Yocto项目板支持包的这两个工具yocto-bsp和yocto-kernel提供了创建板支持包层的简单直接的方法。仅仅几个交互步骤，它们就为一个基本的板支持包设置了具有必要目录和文件的核心框架，然后，你可以进一步定制板支持包。使用yocto-kernel工具管理内核配置选项、补丁和特性成为简单任务。不需要手动修改菜谱和其他文件。
10.5　调优
 
如果你检查我们在前面部分创建的机器配置文件ypbkiosk.conf，那么注意下面两行：
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第一行选择CPU架构和被构建系统使用的应用程序二进制接口（Application Binary Interface，ABI）调谐（tune）。第二行为特定的调谐提供细节的工具链设置，例如GCC编译器标志。
 
CPU架构提供向后兼容性，这意味着，你或许可以对一个使用更新一代架构的CPU使用用于更旧版本架构的调谐。但是，通过这样做，你当然无法从更新架构代的扩展指令集和功能性中获益。这种CPU架构代的层级结构是由调优文件的层级结构反映的。对于Intel x86架构，它尤其明显：
 
·tune-corei7.inc：用于带64位扩展和MMX、SSE、SSE2、SSE3、SSSE3、SSE4.1以及SSE4.2指令集支持的Intel Core i7 CPU代的调谐。基于tune-core2。
 
·tune-core2.inc：用于带64位扩展和MMX、SSE、SSE2、SSE3和SSSE3指令集支持的Intel Core2 CPU代的调谐。基于tune-586。
 
·tune-i586.inc：启用Intel i586特定处理器优化的调谐。基于arch-x86。
 
·arch-x86：用于Intel x8632位、x8664位和x32架构的核心架构定义。
 
你可以在OpenEmbedded核心元数据层meta的conf/machine目录和子目录以及子目录的子目录等找到调谐文件。
 
DEFAULT_TUNE变量为特定CPU架构选择TUNE_FEATURES。构建系统使用DEFAULT_TUNE和TUNE_FEATURES来判断用于以下的设置：
 
·TUNE_ARCH：用于特定CPU架构的GNU工具链的权威架构。TUNE_ARCH与TARGET_ARCH紧密联系，因为BitBake配置文件（meta/conf/bitbake.conf）赋予TARGET_ARCH="${TUNE_ARCH}"。
 
·TUNE_PKGARCH：打包系统所已知的用来定义正确的架构、应用程序二进制接口和输出包的调优的包架构。
 
·TUNE_ASARGS：用于特定调优架构的汇编程序标志。
 
·TUNE_CCARGS：用于特定调优架构的编译器标志。
 
·TUNE_LDARGS：用于特定调优架构的链接器标志。
 
构建系统验证调优设置的兼容性，特别是冲突的应用程序二进制接口设置。
 
每个调谐被加到由变量AVAILTUNES代表的可用调谐列表中。你可以使用以下命令来获取用于你当前设置的列表：
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例如，通过由我们的ypbkioks.conf机器配置提供的设置，你将看到：
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在细节上：
 
·x86：带有32位应用程序二进制接口的Intel x8632位架构
 
·x86-86：带有64位应用程序二进制接口的Intel x8664位架构
 
·x86-64-x32：带有32位应用程序二进制接口的Intel x8664位架构
 
·i586：带有32位应用程序二进制接口的Intel i58632位架构
 
·core2-32：带有32位应用程序二进制接口的Intel Core232位架构
 
·core2-64：带有64位应用程序二进制接口的Intel Core264位架构
 
·core2-64-x32：带有32位应用程序二进制接口的Intel Core264位架构
 
·corei7-32：带有32位应用程序二进制接口的Intel Core i732位架构
 
·corei7-64：带有64位应用程序二进制接口的Intel Core i764位架构
 
·corei7-64-x32：带有32位应用程序二进制接口的Intel Core i764位架构
 
用于其他CPU架构的调谐提供用于CPU架构和应用程序二进制接口的类似配置。
10.6　创建可启动介质镜像
 
由OpenEmbedded构建系统创建的镜像不总是能够被直接用在存储介质上来创建可启动的系统。在我们为BeagleBone创建第一个镜像时，我们看到了那样的情况。用于分区和格式化SD卡然后复制文件和镜像到各种分区的额外步骤是必要的。其他镜像依赖于目标平台以及使用的存储硬件和介质。相对于HDD，SD可能需要一个不同的镜像格式。为了促进创建可以被直接传输到存储介质的可启动镜像的过程，OpenEmbedded构建系统提供了OpenEmbedded镜像创建器（wic）[1]。
 
wic工具从由构建系统创建的制品中创建可启动镜像。为了使wic命令正确工作，必须从构建系统的上下文中运行它，正如以往，这是通过oe-init-build-env引用来完成的。
 
wic使用以.wks结尾的kickstart文件，这些文件命令工具创建什么镜像以及如何创建它们。构建系统自带一组kickstart文件。为了获得内置镜像的列表，使用以下命令：
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wic被设计成是可扩展的。wic kickstart文件描述用于创建硬盘镜像的必要步骤。wic源插件包含wic为各个步骤所执行的代码。为了列出可用的源插件，使用以下命令：
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当我们更仔细地看kickstart文件的时候，我们展示kickstart文件和源插件如何一起工作。
 
wic有两个操作模式：
 
·原始模式（Raw Mode）：你必须在wic命令行上指定kickstart文件需要的参数。
 
·烹制模式（Cooked Mode）：wic使用你构建环境的当前MACHINE设置来决定选项。
 
原始模式提供更好的灵活性并且给了你对镜像创建过程更多的控制，而烹制模式更易于使用。这两种模式本质上是以相同方式调用的：
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选项决定了wic是否运行在原始模式或者烹制模式。在接下来的两个部分，我们会解释这两种模式以及对每个模式你可以使用什么选项。如果你正是使用由wic list images显示的列表中的kickstart文件，那么你不要提供.wks后缀。
 
在你可以使用wic之前，你需要使用构建系统为你的开发主机构建几个工具：
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你不需要以root运行wic。实际上，你不应该以root运行wic。wic不写任何存储介质——它为存储介质创建镜像，然后你可以复制镜像到存储介质上。
 
[1] 你可能要问，为什么工具被命名为wic而不是oeic（OpenEmbedded Image Creator）。尝试快速说出二合元音oeic，你将注意到它听起来更像wic。
10.6.1　用烹制模式创建镜像
 
在烹制模式中，只有两个参数是用wic创建镜像所需要的：
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其中，
 
·<kickstart_file>是OpenEmbedded kickstart文件。你可以使用由wic提供的预录的kickstart文件，或者你可以提供你自己的。
 
·<image_target>是构建系统镜像目标的名字，例如core-image-base或者core-image-sato或者任何你自己的镜像名字。
 
总的来说，所有其他设置是由wic从构建环境决定的，特别是conf/local.conf中的MACHINE设置。
 
在烹制模式下，这些额外的选项是可用的：
 
·-o PATH，--outdir=PATH：到最终镜像位置的路径。
 
·-c COMPRESSOR，--compress-with=COMPRESSOR：用来压缩最终镜像的压缩实用程序。wic支持gzip、bzip2和xz作为COMPRESSOR。
 
·-f IMAGE，--build-rootfs=IMAGE：在创建介质镜像之前，使用BitBake IMAGE来构建根文件系统镜像。
 
·-D，--debug：显示关于创建过程的详细的调试信息。它显示精确的命令序列并且帮助故障排除问题。
 
·-s，--skip-build-check：略过构建检查步骤，它是用于验证构建环境是否已经被正确引用了的简单的健全性检查器（sanity checker）。
 
例如，
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创建用扩展固件接口（Extended Firmware Interface，EFI）BIOS启动的镜像，它可以被直接传输到可启动介质。
 
一个合理的警告：仅仅因为你可以通过wic使用kickstar文件来创建镜像并不意味着这个镜像将在你的目标系统上启动。你需要保证，你选择了匹配你目标系统的正确的kickstart文件。如果在前面的例子中机器配置是MACHINE="beaglebone"，那么wic将确实创建带有用于扩展固件接口的启动分区的镜像。然而，它将不会在BeagleBone板上启动，因为BeagleBone没有扩展固件接口BIOS。
10.6.2　用原始模式创建镜像
 
当以原始模式使用wic时，你必须在命令行上提供必要的参数：
 

 [image: ]

 
其中，<kickstart_file>是OpenEmbedded kickstart文件，它可以是由wic提供的kickstart文件之一或者是你自己创建的。选项如下：
 
·-r ROOTFSDIR，--rootfs-dir=ROOTFSDIR：在开发主机上到用于目标的根文件系统的路径。
 
·-b BOOTIMGDIR，--bootimg-dir=BOOTIMGDIR：到引导加载程序制品（例如扩展固件接口和syslinux目录或者U-Boot文件）的路径。
 
·-k KERNELDIR，--kernel-dir=KERNEL_DIR：到Linux内核的路径。
 
·-n NATIVE_SYSROOT，--native-sysroot=NATIVE_SYSROOT：到例如parted、DOS文件系统工具等原生工具的路径。这些可以是由OpenEmbedded构建系统构建的工具或者由你的开发主机提供的工具。
 
·-o PATH，--outdir=PATH：到最终镜像位置的路径。
 
·-c COMPRESSOR，--compress-with=COMPRESSOR：用来压缩最终镜像的压缩实用程序。wic支持gzip、bzip2和xz作为COMPRESSOR。
 
·-f IMAGE，--build-rootfs=IMAGE：在创建介质镜像之前，使用BitBake IMAGE来构建根文件系统镜像。
 
·-D，--debug：显示关于创建过程的详细调试信息。它显示精确的命令序列并且帮助故障排除问题。
 
在其最简单的形式下，如果你必须以原始模式调用wic，那么如下：
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该示例假设你已经在开发主机上安装了文件系统工具。
 
当使用烹制模式并带有-e<image_target>选项时，wic通过运行bitbake-e<image_target>来自动地从构建环境决定各种选项：
 
·-r，--rootfs-dir：IMAGE_ROOTFS
 
·-k，--kernel-dir：STAGING_KERNEL_DIR
 
·-n，--native-sysroot：STAGING_DIR_NATIVE
 
·-b，--bootimg-dir：空的；用于各种引导加载程序的源插件需要决定这个。
 
除非你正在使用-f（--build-rootfs）选项，否则在原始模式下，你不需要引用构建环境。
10.6.3　kickstart文件
 
正如我们看到的，命令
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提供了可用kickstart文件的列表。实际的kickstart文件位于poky/scripts/lib/wic/canned-wks。
 
程序清单10-4显示了一个kickstart文件，它用于为适合于BeagleBone的SD卡创建带有一个vfat启动分区和一个ext4文件系统分区的镜像。
 
程序清单10-4　SD卡镜像（sdimage-bootpart.wks）
 

 [image: ]

 
part指令指示wic创建一个分区。第一个参数是分区的挂载点——在这个kickstart文件中，/boot是启动分区的挂载点，/是根分区的挂载点。source参数指定用来创建分区的源插件，bootimg-partition用于启动分区，rootfs用于根文件系统分区。剩余的参数决定分区特征，我们稍后将详细解释他们。
 
程序清单10-5显示了一个为启动带有老式PC BIOS的系统创建镜像的kickstart文件。
 
程序清单10-5　老式PC BIOS程序清单镜像（directdisk.wks）
 

 [image: ]

 
在这个例子中，启动分区使用源插件bootimg-pcbios，它创建一个Syslinux启动分区。bootloader指令指示Syslinux立即启动内核（--timeout=0）并且传递由append指定的参数到Linux内核。
 
程序清单10-6显示了一个kickstart文件，它为启动一个带有扩展固件接口BIOS的系统创建镜像。
 
程序清单10-6　扩展固件接口BIOS启动镜像（mkefidisk.wks）
 

 [image: ]

 
在这个例子中，启动分区是使用bootimg-efi源插件来创建的，其他使用扩展固件接口Grub引导加载程序。除了启动和根文件系统分区，还有一个交换分区被创建。bootloader指令指示Grub在启动Linux内核前等待10秒（timeout=10）并且传递由append指定的参数到Linux内核。
10.6.4　kickstart文件指令
 
要么从头开始，要么通过复制一个预录的文件，你可以很容易地创建自己的kickstart文件。如果你在目录poky/scripts/lib/wic/canned-wks中创建自己的kickstart文件，那么对于wic来说它们是已知的，并且你不需要提供路径和后缀。缺点是，你正在修改构建系统源，这使得更新更加困难了一点。kickstart文件当前只包含两个指令：partition和bootloader。每个指令都接受一个预定义集合的参数。提供功能性的源插件需要理解参数。
 
分区指令
 
分区指令part在介质上创建分区。格式如下：
 

 [image: ]

 
<mountpoint>决定分区被挂载到哪里。它可以是如下之一：
 
·/path：分区挂载点路径——例如/、/usr、/opt和/home等。
 
·swap：分区是一个交换分区。
 
<options>提供关于如何创建分区的必要信息：
 
·--source：决定用来填充分区的数据源。如果你不使用这个选项，wic创建空分区，并且你必须至少提供--size。如果你希望wic用文件系统来格式化分区，那么你需要提供--fstype。
 
如果你使用--source rootfs，wic创建一个根文件系统分区，其具有足够空间用于由-r（--rootfs-dir）参数提供的根文件系统。
 
·--size：以MB为单位的最小的分区大小。如果你不使用--source，那么你必须提供这个参数。如果你想创建比由根文件系统内容（也参见--extra-space和--overhead-factor）所决定的分区更大的分区，那么你可以和--source一起提供这个参数。
 
·--ondisk：在特定的设备上创建分区。
 
·--ondrive：与--ondisk相同。
 
·--fstype：用于格式化分区的文件系统类型。被支持的文件系统类型是ext2、ext3、ext4、btrfs、squashfs和swap。
 
·--fsoptions：将被写到/etc/tstab的选项字符串。字符串需要被包在引号中。如果你不指定这个参数，那么它被设置成"defaults"。
 
·--label：分区标签。
 
·--active：把分区标记为启动分区。
 
·--align：在一个n KB边界上开始分区。
 
·--no-table：创建、格式化并且填充分区但不增加它到分区表。
 
·--extra-space：增加额外的空间（以MB为单位）到分区。默认值是10MB。
 
·--overhead-factor：成倍放大分区大小，分区大小要么是由--size提供的要么是从由-r（--rootfs-dir）指定的根文件系统目录内容决定的，然后乘以这个因子。默认值是1.3。
 
·--part-type：为分区类型指定全局唯一标识符（Globally Unique Identifier，GUID）以用于GUID分区表（GPT）[1]。
 
·--use-uuid：为分区生成随机Linux UUID。
 
·--uuid：为分区指定Linux UUID。
 
bootloader指令
 
bootloader指令提供用于引导加载程序的配置：
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指令仅仅接受两个参数：
 
·--timeout：在引导加载程序启动默认选项前等待的时间（以s为单位）。这个参数被用在向用户展示启动选项列表的引导加载程序上。
 
·--append：包在引号中、被传递到Linux内核的参数字符串。
 
[1] 为获取关于GPT的信息，见https://wiki.archlinux.org/index.php/GUID_Partition_Table和https://en.wikipedia.org/wiki/GUID_Partition_Table#Partition_type_GUIDs。
10.6.5　插件
 
插件为wic功能性提供简单扩展性，它们是用Python编写的。当前，有两类插件：镜像器（imager）和源。你可以在目录poky/scripts/lib/wic/plugins中找到插件。每个插件都有自己的子目录。
 
镜像器插件安装整个系统到一个文件，该文件包含一个分区表和一个或者多个用文件系统格式化的分区。镜像器的输出是一个可直接传输到介质的文件。所有镜像器插件继承自ImagerPlugin Python类。当地仅有一个镜像器插件——DirectPlugin，它用于创建所有镜像。
 
源插件从特定源创建特定类型的分区。它们被用在kickstart文件的part指令中。源插件继承自SourcePlugin Python类。
 
文件poky/scripts/lib/wic/pluginbase.py定义核心插件类ImagerPlugin和SourcePlugin。
 
当前，用户扩展仅仅限于源插件。为了创建你自己的源插件，写一个包含插件类的Python源文件。你可以把文件放进目录poky/scripts/lib/wic/plugins/source中，或者你可以把它放进在目录meta-mylayer/scripts/lib/wic/plugins/source中的你自己的层内。层的根目录下的精确路径是重要的；否则，wic不能定位到插件。
 
为了编写你自己的源插件，你从基源插件类SourcePlugin衍生它并且实现执行任务的函数，如程序清单10-7所示。
 
程序清单10-7　源插件
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你自己的源插件总是必须设置name属性为唯一名字。这是源插件为wic所知的名字。它是你使用part指令的--source参数的名字，例如：
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依赖于你的源插件，你需要实现一个或者多个方法，wic将在分区创建过程的各个阶段调用这个或者这些方法：
 
·do_configure_partition()：在do_prepare_partition()之前被调用，并用于为分区创建配置文件，例如引导加载程序配置文件。
 
·do_stage_partition()：在do_prepare_partition()之前被调用，并用于剪裁由源提供的分区内容。
 
·do_prepare_partition()：被调用来填充内容进分区。这个方法创建分区镜像，然后该分区镜像被集成进硬盘镜像。
 
·do_install_disk()：在do_prepare_partition()之后并且在分区集成进最终硬盘镜像之前，如果额外的步骤需要执行，那么它被调用。
 
源插件至少实现do_prepare_partition()方法，因为它就是实际从内容源rootfs-dir、kernel-dir和bootimg-dir中填充分区内容的方法。这些参数的值被传到方法以便插件可以访问各自目录。如果你的源插件不实现一个特定方法，那么作为替代，超类方法被使用。对这4个方法，超类方法不做任何事只记录调试消息。
10.6.6　传输镜像
 
在wic完成了镜像的创建后，你可以简单地传输它到SD卡或者USB棒或者任何你为其构建镜像的其他介质上：
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wic在创建了镜像后，它提供你镜像的名字和位置。默认情况下，输出目录是/var/tmp/wic/build。
 
因为你正在把镜像文件直接写入到设备，所以你必须以root权限执行命令。这可能是危险的，因为指定了错误的设备会擦除开发主机上的设备和分区。总是要两次确认，你正在使用正确的设备名。在插入了介质后立即使用dmesg来找正确的设备名总是一个好主意。
10.7　总结
 
Yocto项目板支持包提供调整层来用相同的核心构建系统支持很多不同的硬件平台。
 
·不像传统的嵌入式设备板支持包，Yocto项目板支持包不是独立的。它们需要OpenEmbedded核心以及可能的其他元数据层。
 
·Yocto项目板支持包不包含工具链或者开发工具。这些是由核心层提供的。
 
·Yocto项目板支持包是BitBake层，其通过增加它们的路径到构建环境的conf/bblayers.conf文件的BBLAYERS变量中而包含在构建环境中。
 
·Yocto项目板支持包必须定义至少一个提供目标平台特定设置的机器配置文件。
 
·Yocto项目板支持包可能增加它自己的菜谱或追加来自其他层的菜谱以按照目标硬件的需求调整包的构建。
 
·Yocto项目板支持包可以简单地互相交换而不涉及除构建环境的conf/local.conf文件中的MACHINE变量以外的配置设置。
 
·因为Yocto项目板支持包仅仅包含对构建系统的目标特定调整，所以维护被极大地缩减了。
 
·Yocto项目板支持包遵循特定布局。
 
·yocto-bsp工具允许一个基本板支持包的快速创建，该板支持包遵从板支持包惯例。
 
·yocto-kernel工具简化了Linux内核配置选项、补丁和特性的管理。
 
·OpenEmbedded镜像创建器（wic）极大地简化了可启动镜像的创建，该镜像可直接传输到各种介质。wic可通过kickstart文件和源插件而被扩展。
10.8　参考文献
 
Yocto项目板支持包开发者指南，www.yoctoproject.org/docs/1.8/bsp-guide/bsp-guide.html。
第11章　应用开发
 
在前面的章节中，我们学习了如何使用Yocto项目来构建Linux操作系统镜像、如何定制那些镜像以及如何通过板支持包来调整它们以适应特定硬件。由硬件、操作系统栈和一堆其他开源软件组成的设备不是一个产品。最终，你希望为设备开发自己的提供最终用户功能性的软件包，构建它们并且部署它们到设备。对于这样的任务来说，你需要用于你目标系统的软件开发环境，它通常在应用程序开发工具包（ADT）或者软件开发工具包（SDK）中被找到。Yocto项目使用这两者，并且通常把已经被ADT安装程序（来自从Web服务器提取的包仓库）安装的ADT叫作SDK，把已经被构建系统创建的SDK叫作SDK。实际的工具包提供相同的功能性，因为用于ADT的包仓库前面已经被构建系统创建。
 
使用Yocto项目构建系统，你可以构建匹配你的目标系统本身的应用程序开发工具包。然后你可以使用ADT环境来为你的设备开发和构建应用。
 
在本章中，我们研究Yocto项目ADT是由什么组成的以及你可以如何构建和使用它。
11.1　Yocto项目ADT内部
 
那么，你究竟能用Yocto项目ADT获得什么呢？由以下内容组成的完整的应用开发环境：
 
·交叉开发工具链：ADT交叉开发工具链由交叉编译器、交叉链接器、交叉调试器和一组用于应用开发的其他工具组成。
 
·系统根：ADT包含2个系统根：一个用于开发主机，它包含交叉开发工具链和其他工具；另一个用于目标，它是用于目标的完整根文件系统，也包含具有头文件和库等的开发包。
 
·QEMU模拟器：与内核和根文件系统镜像一起，QEMU提供用户空间应用的测试而不用实际硬件。你甚至可以在硬件可用前就开发用于目标的应用。
 
·环境设置：用于在你的开发主机上为使用ADT进行交叉开发而设置环境的脚本被提供。
 
·Yocto项目Eclipse插件：插件用于流行的Eclipse IDE[1]与ADT集成。
 
·分析工具：用于在你的目标系统上分析应用的各种用户空间工具被包含在ADT中。工具集包括以下：
 
·LatencyTOP：LatencyTOP[2]是为Linux系统测量和解决应用中的那些影响用户体验的延迟问题的工具，这样的问题例如在媒体回放时的声音和视频跳帧、在桌面界面上对用户输入的延后响应等，即使你的系统有大量CPU能力。

·PowerTOP：对几乎所有嵌入式系统来说，电量管理都是至关重要的，特别是当它们运行在电池上的时候。PowerTOP[3]是测量电量消耗并追踪电量消耗到应用、库、例程（routine）和代码片段的诊断工具。

·OProfile：OProfile[4]是用于Linux系统的系统范围分析工具，它能够分析运行中的代码而仅仅增加少量开销。它是由用于为目标系统收集采样数据的一个Linux内核驱动和一个守护进程（daemon）以及数个在主机系统上分析采样数据的离线工具构成。

·Perf：Perf[5]是一个Linux分析工具，它使用Linux内核计数器来收集各种意见和软件事件上的数据，例如CPU周期、指令、中断、缓存引用等。

·System Tap：System Tap[6]是用于收集关于运行中的Linux系统的信息的基础设施和检测。System Tap脚本允许通过放置探针（probe）来追踪几乎任何系统事件。

·Linux Trace Toolkit——Next Generation（LTTng）：LTTng[7]是用于Linux系统的开源追踪框架，它提供检测来识别系统事件，用极少开销来抽取已识别的事件，并且提供用于检查和分析的工具。
 
包含在ADT中的组件给应用开发者提供了使用Linux和中间件应用程序编程接口来以C和C++编写用户空间应用的所有必要工具。这些可以是基于GNU Make的、基于GNU Autotools的或者基于CMake的应用。在初始化了ADT环境后，你可以使用命令行来交叉编译应用。
 
然而，很多应用开发者倾向于集成开发环境（IDE）的便利性和生产率，集成开发环境允许他们从用户图形界面内编辑、构建和调试应用。为了那个目的，Yocto项目为流行且可扩展的Eclipse IDE提供了插件。插件把ADT和很多可用于Eclipse的工具（也就是，Eclipse C/C++工具化）集成起来。通过Eclipse目标通信框架（Target Communication Framework，TCF），Yocto项目Eclipse插件也提供了靶上远程应用执行和调试。通过目标通信框架，你可以从Eclipse IDE内部直接部署应用二进制到目标设备，在目标设备上运行它并且与它交互。你也可以在位于你目标上的GNU调试服务器（gdbserver）内远程地运行你的应用。GDB交叉调试器，它是由Eclipse在你的部署主机上启动的，它连接到你目标上的gdbserver，允许你从Eclipse IDE控制调试会话，包括但不限于设置断点、在你的代码中步进以及检查变量。
 
为嵌入式系统开发应用不局限于编写代码，然后调试和部署它，而且通常包含为性能、电源消耗等而优化。除了System Tap以外都与Eclipse IDE集成的调试工具，还可以与ADT集成并且被增加到目标根文件系统以辅助你分析应用。
 
接下来的部分将带你浏览一遍构建ADT，安装它，使用它用于命令行开发，为了开发、构建和靶上分析的完整往返开发体验使其与Eclipse IDE集成的过程。
 
[1] https://www.eclipse.org。

[2] http://git.infradead.org/latencytop.git。

[3] https://01.org/powertop。

[4] http://oprofile.sourceforge.net。

[5] https://perf.wiki.kernel.org。

[6] https://sourceware.org/systemtap。

[7] http://lttng.org。
11.2　设置Yocto项目ADT
 
你可以以多种方式设置ADT：
 
·下载ADT安装程序：从Yocto项目下载站点[1]下载ADT安装程序tar包，解压它，配置它用于你的目标，然后运行它。接着，ADT安装程序从Yocto项目下载站点下载合适的交叉工具链、根文件系统等，并且在你的开发系统上安装它们。这个方法对于设置ADT来说是最方便的，但是它使用预创建的系统根镜像，很大可能不匹配你的目标镜像。
 
·构建ADT安装程序：使用Yocto项目构建环境自己构建ADT安装程序而不是下载它。在那之后，它与下载ADT安装程序就完全相同了。
 
·构建工具链安装程序来创建ADT：使用你的目标构建环境，创建包含交叉工具链和目标系统根的工具链安装程序，该安装程序完全匹配你的目标系统并且具有用于你可能已经增加到定制镜像中的软件包的开发包。
 
前两种方法已经由Yocto项目应用开发者指南[2]详细解释了。在本章中，我们聚焦在第3种方法上，使用构建环境为目标创建工具链安装程序。
 
[1] http://downloads.yoctoproject.org/releases/yocto/yocto-2.0/adt-installer。

[2] www.yoctoproject.org/docs/1.8/adt-manual/adt-manual.html。
11.2.1　构建工具链安装程序
 
如果你已经有了用于你目标系统的构建环境，可能包含板支持包和其他层，那么你可以使用它来构建带有你增加到定制根文件系统镜像中的全部软件组件的工具链安装程序。对我们的例子来说，我们正在使用来自前一章用于亭项目的构建环境和板支持包层。
 
我们的板支持包层meta-ypbkiosk当前不包含定制镜像目标。程序清单11-1显示了用于它的镜像菜谱。
 
程序清单11-1　定制镜像菜谱（ypbkiosk-image-sato.bb）
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在meta-ypbkiosk层内创建目录recipes-core/images，并且向其增加程序清单11-1中的菜谱文件ypbkiosk-image-sato.bb。
 
现在，在引用了构建环境后，通过执行以下命令来构建工具链：
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也要确保你构建环境的conf/local.conf中的MACHINE变量被设置成MACHINE="ypbkiosk"。构建系统从这个变量获取用于工具链的正确的架构设置。
 
populate_sdk适用于所有镜像目标，并且为镜像目标创建工具链，它把类似MACHINE和EXTRA_IMAGE_FEATURES等的所有其他设置考虑在内。一旦任务完成，它把工具链安装程序放在构建环境的tmp/deploy/sdk中。工具链安装程序是以.sh结尾的单一可执行文件。它部分是shell脚本安装程序，部分是包含在主机和目标系统根中的实际工具链的有效载荷。如果你打开文件看它的内容，那么你会发现文本MARKER:，它把脚本和有效载荷分开。
 
除了方便分发，这个单一文件配置的目的是使得工具链完全自包含，意味着所有二进制都被连接到它们自己的libc副本，这导致不依赖于主机系统。因为在构建时，工具链的安装路径是不可知的（你可能安装它在你系统中的任何地方），并且到动态加载器的指针不能被动态地调整，所以，shell脚本部分处理重定位。
 
用于工具链为其构建的开发主机的架构是由配置变量SDKMACHINE决定的。在创建工具链安装程序的时候，这个变量被自动设置成构建系统正在运行于其中的主机的架构。如果你希望为不同的开发主机架构构建工具链，而不是为了你正用来构建工具链的这个东西，那么你可以显式地设置你构建环境的conf/local.conf中的SDKMACHINE变量。当前被支持用于构建的架构只有i686（x8632位）和x86_64（x8664位）。
11.2.2　安装工具链
 
现在，工具链的安装是相当简单的：
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实际工具链安装程序文件可能依赖于你的设置。工具链安装程序默认安装工具链到/opt/poky/<version>目录。如果你希望的话，那么你可以提供不同的目录。
 
工具链安装程序的一个特性是，你可以为具有任何架构的任何机器创建不同的安装程序，并且把它们安装到相同的目录。构建系统对每个架构仅仅创建一组cross-canadian工具链二进制[1]并且工具链安装程序分离目标系统根到不同的目录中。这是有可能的，因为描述目标硬件的细节可以作为选项被传到编译器。那些选项是由环境脚本通过赋值例如CC、LD等的变量来设置的。
 
程序清单11-2显示了用tree-L 3获得的工具链安装目录的布局。
 
程序清单11-2　工具链安装目录布局
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文件和子目录可以被分类成以下几部分：
 
·环境设置：environment-setup-*脚本设置用于各种架构的工具链配置。如果你希望使用特定的工具链，那么你需要引用各自脚本，类似于在设置Yocto构建环境时引用oe-init-build-env脚本。
 
·站点配置：在使用GNU Autotools开发软件包时，站点配置文件site-config-*包含配置设置。
 
·系统根：sysroots子目录包含一个带有用于每个目标架构和主机架构的系统根的子目录。例如，子目录x86_64-pokysdk-linux是用于主机的系统根，它包含交叉工具链。另外，该示例也包含用于MinnowBoard Max的Intel Core i7的目标系统根和用于BeagleBone的ARM Cortex A8的目标系统根。
 
·版本文件：version-*文件包含关于工具链版本的版本信息。
 
关于构建工具链安装程序的最后一点说明：默认情况下，创建的工具链仅仅构建动态连接的二进制。如果你希望构建静态连接的二进制，那么你需要保证在你的系统根中能找到那个包含有静态库的包。你可以通过增加这些包到IMAGE_INSTALL变量来实现这个目的。这个例子增加glibc静态库：
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添加这一行到conf/local.conf，并且增加任何你需要的其他静态库。
 
[1] Cross-canadian意味着，在由HOST_ARCH定义的架构上运行的构建系统创建运行在由SDKMACHINE定义的架构上的工具链，它还可以为运行在由TARGET_ARCH定义的架构上的系统构建软件。这可能涉及3个不同的架构。然而，最常见的是，SDKMACHINE和HOST_ARCH是相同的。
11.2.3　用工具链工作
 
为了将Yocto项目工具链用于你的项目，首先必须使用合适的脚本来初始化环境。对我们的亭的例子，脚本如下：
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工具链初始化脚本是以与构建环境设置脚本完全相同的方式被引用的。如果看一下脚本内部，你会注意到它设置了一系列由脚本赋值的环境变量。这些环境变量按照字母顺序列在这里，而不是按照它们在脚本中出现的顺序：
 
·AR：用于ar来维护静态库的最小化命令和选项。
 
·ARCH：目标系统的架构。
 
·AS：用来为目标系统运行交叉汇编程序的最小化命令和选项。
 
·CC：用来为目标系统运行C交叉编译器的最小化命令和选项。
 
·CCACHE_PATH：Ccache[1]是用于C、C++、Objective-C和Objective-C++编译器的编译器缓存。在构建时，它在一个目录中缓存中间编译器输出，如在后续的构建中没有任何变化，就重用它。它可以极大地加速后续构建的时间。第一个构建是稍慢的，因为缓存被创建。Ccache仅仅工作于GNU编译器集合（GNU Compiler Collection，GCC）编译器以及具有类似行为的编译器。脚本增加路径到交叉工具链以告诉ccache在哪里找到工具链二进制。默认情况下，ccache在${HOME}/.ccache中存储缓存文件。如果希望改变位置，那么你也需要设置CCACHE_DIR环境变量。脚本没有那么做。
 
·CFLAGS：用于C交叉编译器的标志。
 
·CONFIG_SITE：用于GNU Autotools的站点配置。
 
·CONFIGURE_FLAGS：用于GNU Autotools configure命令的标志。
 
·CPP：用来为目标系统运行C预处理器的最小化命令和选项。
 
·CPPFLAGS：用于预处理器的标志。
 
·CXX：用来为目标系统运行C++交叉编译器的最小化命令和选项。
 
·CXXFLAGS：用于C++交叉编译器的标志。
 
·GDB：用来为目标系统运行GNU调试器（GNU Debugger，GDB）的最小化命令和选项。
 
·KCFLAGS：用于编译Linux内核的标志。
 
·LD：用来为目标系统运行交叉链接器的最小化命令和选项。
 
·LDFLAGS：用于交叉链接器的标志。
 
·NM：用于nm来检查二进制文件（可执行文件、对象文件、库）并展示存储在其中的元数据（特别是符号表）的最小化命令和选项。
 
·OBJCOPY：用于objcopy来复制和翻译对象文件的最小化命令和选项。
 
·OBJDUMP：用于objdump来展示关于对象文件的各种信息的最小化命令和选项。
 
·OECORE_ACLOCAL_OPTS：用于aclocal命令的选项，该命令是GNU Autotools Autoconfig的一部分。
 
·OECORE_DISTRO_VERSION：用于工具链的版本号。
 
·OECORE_NATIVE_SYSROOT：到主机系统根的路径。
 
·OECORE_TARGET_SYSROOT：到目标系统根的路径。
 
·PATH：向用于你开发系统的可执行文件的搜索路径增加到主机系统根内的/usr/bin目录的路径以便交叉工具链命令可以被找到并被执行。
 
·PKG_CONFIG_SYSROOT和PKG_CONFIG_PATH：到被pkg-config使用的目标包配置的路径。
 
·PYTHONHOME：到包含在主机系统根中的Python解释器的路径。
 
·RANLIB：用于ranlib来在静态库中增加和更新文件的最小化命令和选项。
 
·SDKTARGETSYSROOT：到包含开发包的目标系统根的路径。这个变量被传到例如编译器、链接器等的交叉工具链命令。
 
·STRIP：用于strip命令来从二进制中除去符号的最小化命令和选项。
 
·TARGET_PREFIX，CROSS_COMPILE：用于交叉工具链工具的工具链二进制前缀。
 
这些环境变量中的很多是标准变量，因为它们是makefile用来构建应用的。当你开发用于你目标系统的自有应用时，在你正在编写的makefile中利用这些变量。这些变量也被构建系统用在菜谱中，这意味着，你不需要用EXTRA_OEMAKE来覆盖它们。
 
在我们深入编写应用的更多细节前，让我们构建仅仅包含一个C文件的简单程序，正如程序清单11-3所示。
 
程序清单11-3　计算斐波那契数列（fibonacci.c）
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在你开发系统的任何目录中创建这个文件。然后初始化工具链并且构建应用：
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第二个命令使用工具链环境为我们的亭目标系统交叉编译fibonacci.c。我们增加-g选项来增加调试符号。如果你尝试在你的开发主机上执行应用，那么最可能看到类似如下的输出：
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这毫不意外，因为你的应用是动态连接到用于我们目标的glibc库的，这几乎是确定不同于你开发系统上的库。
 
[1] http://ccache.samba.org。
11.2.4　目标上执行
 
如果你有一个MinnowBoard Max，并且它具有我们在前面章节中构建的Linux操作系统栈，那么复制二进制到目标。你可以通过内存棒来完成或者通过网络使用scp：
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替换<target_ip>为你的MinnowBoard Max IP地址。现在你可以在目标上通过目标的控制台或者ssh连接来执行程序：
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11.2.5　远程目标上调试
 
作为软件开发者，故障排除和修复缺陷是你的生计。首选的工具是这样一个调试器——它让你控制和检查运行程序的状态以及在程序崩溃之后分析它，这通常被称为事后总结调试（post-mortem debugging）。Yocto项目提供了GDB[1]作为一个用于目标的包以及作为一个用于开发主机的带有交叉版本的包。像任何交叉开发工具，交叉调试器运行在使用一个架构的开发主机上，而同时能够调试被编译成用于另一个架构的主机上的二进制、可执行程序以及库。
 
通过在conf/local.conf的变量EXTRA_IMAGE_FEATURES中包含tools-debug，我们已经包含了目标包。交叉版本被自动包含在SDK中。
 
你可以直接使用如下命令来在目标上运行GDB：
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GDB启动，开始我们的斐波那契程序，并且停在第一个指令上。从这里，你可以使用GDB命令来控制执行中的程序（在GDB术语中被称为下标（inferior））、展示程序变量等。
 
然而，直接在目标上调试并不总是可能的。具有内存和硬盘限制的目标可能不能存储和加载被处理的二进制或者程序的调试信息。而且，GDB需要定位和处理例如函数和变量名、变量值以及栈追踪等信息，这要求你在目标上使用包含调试信息的可执行文件，这也常被叫做非精简二进制（non-stripped binary）。另外，为了能够于调试时在GDB内检查程序的源代码，你需要复制程序的所有源文件到目标上。对于简单到如我们的斐波那契例子一样的程序，那是简单和直接的，但是对于从很多不同源文件中构建的程序，它可能变得相当笨重。
 
为了突破这些限制，你可以用gdbserver来远程调试。gdbserver不是调试器而是运行在目标上并且控制被调试的程序或者下标的服务器进程。gdbserver不加载和处理任何与被调试的程序相关的调试信息而是中继所有信息到运行于开发主机上的GDB。在开发主机上的GDB发送控制命令到目标上的gdbserver以启动或者停止下标、设置断点、读和写目标变量、单步调试（step through）程序等。因为所有针对调试的处理都是由开发主机上的GDB来完成的，所以在目标上仅仅需要具有调试符号二进制。
 
如果你希望调试用在你程序中的库，那么需要通过在你目标镜像的IMAGE_INSTALL变量中包含这些库的调试包来把它们安装在目标上。按照惯例，所有调试包以-dbg结尾。如果你希望包含由你的目标镜像安装的所有包的调试包，你可以向conf/local.conf中的EXTRA_IMAGE_FEATURES增加dbg-pkgs。
 
如果你确实包含所有包的调试包，那么注意，你的目标根文件系统镜像的大小将明显增加，因为源文件是*-dbg包的组成部分。通过设置你构建环境的conf/local.conf文件的PACKAGE_DEBUG_SPLIT_STYLE变量为debug-without-src，你可以命令构建系统不把源文件包含进调试包中。因为这个变量全局性地控制所有包的打包行为，所以它将导致整个目标系统的重新构建。
 
因为在开发主机上的GDB负责加载和处理所有调试信息，所以它必须对非精简二进制（用-g选项并且不带任何优化而编译的可执行文件和所有库）拥有访问。在目标上的二进制可以是精简的，但是不能带优化编译。
 
GDB和gdbserver使用基于网络或者（替代性地）串行连接的命令行接口互相通信。你首先在目标上启动gdbserver和被调试的程序，然后你开发主机上启动GDB，命令GDB连接到你目标上的gdbserver。
 
在目标上启动gdbserver
 
为了远程调试，你需要把gdbserver安装在你的目标上。你可以直接在你的目标镜像中安装gdbserver，但是使用tools-debug镜像特性是更加便利的[2]。
 
直接在控制台中或者通过安全Shell来在你的目标上启动gdbserver。例如，对于我们的斐波那契程序，使用以下命令：
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gdbserver直到被调试的进程终止才退出。端口2345是用于GDB和gdbserver的默认端口。如果你希望，那么你可以修改端口。
 
在开发主机上启动GDB
 
为了调试在你目标上运行着的进程，你需要启动交叉调试器并且命令它连接到你目标上的gdbserver。从你已经构建了斐波那契应用的目录内，正如在11.2.3小节中做的那样引用环境设置脚本，然后启动调试器：
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为了清晰，我们省略了GDB的一些初始输出。在完成了初始化后，GDB展示它的命令行提示（gdb）。命令GDB连接到目标上的gdbserver：
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把<target_ip>替换成你目标系统的IP地址。如果你为gdbserver指定了不同的端口，那么你必须在此处指定相同的端口。在你的目标系统上，应该看到gdbserver响应连接：
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现在可以在开发主机上开始你的调试会话了。输入continue将在你的目标上运行程序。当目标上的下标进程终止后，在目标上运行着的gdbserver也将终止。然而，你开发主机上的GDB将继续运行。你可以重启目标上的gdbserver，然后重新连接GDB。
 
除非你是一个顽固的命令行开发者，否则使用GDB和它的命令行可能不是你的菜。有很多可用于GDB的图形前端。其中一个是由GNU项目提供的可靠的数据显示调试器（Data Display Debugger，DDD）[3]。DDD可以用任何Linux发行版的包管理系统来轻松安装。DDD有基本但是可用的用户界面而不带任何虚饰，如图11-1所示。
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图11-1　DDD用户界面
 
DDD默认使用安装在你开发系统上的主机GDB。你可以命令DDD使用来自Yocto项目SDK的交叉调试器：
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DDD不提供用来连接到远程gdbserver的按钮或者菜单项。你必须向位于DDD底部的GDB命令窗口手动输入target remote命令。
 
Eclipse IDE也提供了用于GDB的非常友好的图形前端。在11.4节中，我们将解释如何把Eclipse和Yocto项目以及调试器的使用集成起来。
 
调试标准库
 
如果你希望用GDB追踪安装在你目标上的标准库，那么你需要告诉GDB在哪里找到调试信息以及用于库的源文件。SDK在你的开发主机上安装用于目标平台的所有调试包，包括在SDK系统根内的源文件——例如，/opt/poky/2.0/sysroots/corei7-64-poky-linux是用于我们的MinnowBoard Max的SDK。
 
你可以通过输入以下内容来命令GDB使用一个系统根：
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然后，GDB将使用这个系统根来寻找调试信息和源文件。当启动GDB时再次重复输入这些设置是相当单调乏味的。因此，你可以增加语句到.gdbinit文件。你可以把这个文件放在你的家目录中，在这种情况下设置将应用到所有项目；或者放在项目目录中，在这种情况下，当你从那个目录内部启动GDB时，它将仅应用到当前的项目。如果你确实在项目目录中使用了一个.gdbinit文件，那么在你的家目录中，你仍然需要一个包含如下行的.gdbinit文件：
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GDB的默认安全策略仅仅允许从用户的家目录中自动加载初始化文件。这些设置也允许从当前目录自动加载。
 
[1] https://www.gnu.org/software/gdb。

[2] 我们推荐使用tools-debug而不是直接安装gdbserver包，因为它只要求对conf/local.conf的修改而不是修改镜像菜谱。

[3] https://www.gnu.org/software/ddd。
11.3　构建应用
 
任何重要的应用都可能由很多源文件组成，这些源文件被编译和连接成库或可执行程序文件。工具链的环境设置使得开发基于makefile和基于GNU Autotools的应用相当简单。
11.3.1　基于makefile的应用
 
对于基于makefile的项目，最好不要在makefile中设置例如CC、AS、LD和CFLAGS的任何环境变量，因为用于那些变量的设置是由用于工具链环境的初始化脚本确立的。简言之，你不应该直接设置或者提供有关特定架构的工具链标志，因为它们可能限制在不同的架构上编译项目的能力。工具链环境以及Yocto项目构建环境提供所有架构依赖的设置。
 
程序清单11-4显示了一个简单的makefile，用于构建我们的计算斐波那契数列的项目。
 
程序清单11-4　用于斐波那契数列项目的makefile
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当然，它依然是一个相当简单的项目，但是它举例说明了使用由环境提供的变量和通过独立变量来提供任何额外配置设置的概念。
11.3.2　基于Autotools的应用
 
在第8章中，我们讨论了GNU Autotools和为自动工具化的软件包编写菜谱。工具链环境提供用于构建自动工具化的包的所有必要设置，包括站点配置文件。GNU Autotools通过检测系统配置来使得应用可移植于不同类UNIX系统。当工作在交叉开发环境时，那种检测不能正常工作：Autotools将检测开发主机配置而不是用于目标的正确配置。向Autotools提供目标配置是站点配置文件的目的。
 
为了举例说明在自动工具化项目中使用工具链的过程，我们将构建GNU Hello应用：
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前4个步骤是不需解释的：我们设置环境，然后下载用于GNU Hello应用的源包，解压它，并且改变到已解压的源目录。
 
然后，我们运行aclocal来基于automake宏自动生成aclocal.m4。这些宏是从由-I选项增加的目录中收集的。OECORE_ACLOCAL_OPTS为工具链配置增加那些选项，而-I m4包含源的本地m4目录。
 
然后，运行autoconf、autoheader和automake创建被configure使用的配置输入、头文件模板和makefile模块。
 
在那之后，本地configure脚本被执行来确定构建配置和生成makefile。环境变量CONFIGURE_FLAGS为交叉编译提供主机和目标配置设置。
 
最后但也很重要的是，运行make构建应用。
11.4　Eclipse集成
 
使用命令行工具、编辑器、交叉工具链、makefile、脚本等的开发长久以来一直是嵌入式开发者的日常工作，因为用于嵌入式系统具有图形用户界面的集成开发环境（IDE）的开发一直落后于用于原生开发的它们的同伴。工作在用于个人计算机的操作系统的原生应用的应用开发者通常有大量不同的IDE选择用于他们的平台来最合适地满足他们的需求。嵌入式开发者必须一直工作在硅片厂商或者第三方工具链公司为特定硬件和软件平台提供的工具上，在很多情况下，这种工具并不多。使用Linux用于嵌入式系统开发对嵌入式开发者来说已经扩大了开发工具的选择。
 
这些选择之一，而不是唯一选择，是Eclipse。Eclipse最初是IBM为了Java开发而开发的[1]，是可通过插件来扩展的一种IDE，以服务很多不同开发目的，并在一个通用框架内遵循标准工作流来集成各种工具。在幕后，Equinox[2]是核心开放服务网关协议（Open Services Gateway Initiative，OSGi）[3]框架规格说明的一个实现，它为插件被安装和集成进Eclipse以及两者互相通信提供管道系统。在OSGi术语中，插件通常被称为捆绑（bundle），软件包可以被安装进OSGi框架中并且向其他捆绑提供服务。
 
虽然最初Eclipse是作为用于Java编程语言的IDE而开发的，但是它已经扩展成支持很多其他编程语言了，其中有Ada、C/C++、Cobol、Erlang、Fortran、Haskell、JavaScript、Lua、Perl、PHP、Python、Ruby和Scala等；扩展成连接一系列源代码控制管理，例如Git、Perforce和Subversion等；还扩展成与一套正在增加的工具集成。那些插件之一是Yocto项目插件，它集成Yocto项目工具链等。
 
[1] 最初的Eclipse代码来自于IBM VisualAge IDE。

[2] www.eclipse.org/equinox。

[3] www.osgi.org。
11.4.1　安装Eclipse IDE
 
Eclipse安装包被预先配置成用于特定任务而发布，例如针对Java开发者的Eclipse IDE，针对Java EE开发者的Eclipse IDE，针对C/C++开发者的Eclipse IDE，以此类推。在Eclipse下载站点[1]，你可以找到完整列表。为了与Yocto项目集成，针对C/C++开发者的Eclipse IDE是最佳选择，因为它已经包含了插件需要的核心组件：
 
·C/C++开发工具
 
·Eclipse Git Team Provider
 
·远程系统浏览器（Remote System Explorer，RSE）
 
Yocto项目Eclipse插件要求匹配的Eclipse版本。对于Yocto项目2.0（Jethro），其中插件可用的Eclipse版本是Juno、Kepler和Luna。在Yocto项目Eclipse网站上，你总是可以找到你需要安装的Eclipse的那个版本[2]。
 
几乎所有主流Linux发行版都提供用于从它们的包仓库中安装的Eclipse。那些可能工作，但是在安装它们中的任何一个之前，你需要验证用于Yocto项目的匹配版本是被提供的，你很大可能需要独立安装上面列出的3个插件[3]。如果你的发行版不提供匹配的版本，或者你倾向于手动安装，那么你需要使用来自Eclipse站点的安装包：
 
1.安装Java：Eclipse是Java应用，至少需要Java运行时环境（Java Runtime Environment，JRE）[4]来运行。Eclipse可以和OpenJDK以及Oracle Java一起工作。Linux发行版通常从包仓库中提供OpenJDK用以安装。简单地使用你发行版的包管理器来安装Java并且用以下命令来验证安装：
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2.安装Eclipse：为你的开发主机系统下载针对C/C++开发者的正确的Eclipse IDE版本。在我们的例子中，这是eclipse-cpp-luna-SR2-linux-gtk-x86_64.tar.gz，它适用于任何64位基于x86的Linux系统。安装包是一个简单的压缩的tar包，你可以解压它到你系统内的任何目录中（我们使用/opt，然而，这需要root访问）：
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现在启动Eclipse IDE：
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Eclipse首先显示一个对话框用以为它的工作空间选择位置。默认~/workspace是合适的，除非你想使用不同的目录。
 
3.安装标准的Eclipse插件：你需要安装几个通过Eclipse下载站点提供的标准插件。为了安装那些插件，首先从Eclipse workbench的Help菜单中选择Install New Software...。然后，从Work with:组合框中选择匹配你的Eclipse版本的下载站点（对Eclipse Luna来说，那是Luna——http://download.eclipse.org/releases/luna）。
 
现在你可以选择用于安装的各种插件（如果任何以下的项没显示，那么它们已经被安装了）：
 
a.展开列表Mobile Device Development并且选择以下：
 
·C/C++Remote Launch（Requires RSE Remote System Explorer）
 
·Remote System Explorer End-user Runtime
 
·Remote System Explorer User Actions
 
·Target Management Terminal（Core SDK）
 
·TCF Remote System Explorer add-in
 
·TCF Target Explorer
 
b.展开列表Linux Tools并且选择
 
·Linux Tools LTTng Tracer Control
 
c.展开列表Programming Languages并且选择
 
·C/C++Autotools Support
 
·C/C++Development Tools
 
完成安装并重启Eclipse。
 
4.安装Eclipse Yocto插件：我们从Yocto项目下载站点安装插件。
 
a.在Eclipse已经再次启动后，从Help菜单中选择Install New Software...，然后在Work with：区域单击Add...。在Location：字段中输入http://downloads.yocto-project.org/releases/eclipse-plugin/2.0/luna，在Name：字段中输入一个有意义的名字，例如Yocto Project。
 
b.选择以下内容旁边的复选框：
 
·Yocto Project ADT Plug-in
 
·Yocto Project BitBake Commander Plug-in
 
·Yocto Project Documentation plug-in
 
通过接受许可协议完成安装，并且重启Eclipse。
 
你的Eclipse安装现在已经准备好用于与Yocto项目ADT集成。
 
[1] www.eclipse.org/downloads。

[2] https://www.yoctoproject.org/tools-resources/projects/eclipse-ide-plug。

[3] 对Yocto项目Eclipse插件来说，Eclipse Git Team Provider不是严格必要的，但却是推荐的。

[4] 当然，你也可以使用包含JRE的Java开发工具包（Java Development Kit，JDK）。
11.4.2　集成Yocto项目ADT
 
现在，我们正把在11.2节中设置的ADT与Eclipse和Yocto项目Eclipse插件集成起来。过程被拆分成以下的步骤：
 
1.配置交叉工具链选项。
 
2.配置目标选项。
 
在接下来的步骤中你选择的配置选项将成为你用Yocto项目插件开发的所有项目的默认设置。每个你创建的新项目会继承这些设置，对每个项目，你可以稍后调整它们。
 
对于下面部分描述的配置步骤来说，你首先需要：
 
1.从Window菜单中选择Preferences以显示Preferences对话框。
 
2.从列表中选择Yocto Project ADT以显示配置屏幕。
 
配置屏幕被划分成以下部分：
 
·Cross-Development Profiles（交叉开发配置文件）：你可以为Yocto项目ADT开发创建具有不同设置的多个配置文件。名为Standard Profile的配置文件是默认的，它被应用到所有新项目，除非在创建项目时你选择不同的配置文件。你不能移除Standard Profile，要保持选择为Standard Profile。
 
·Cross Compiler Options（交叉编译器选项）：这部分配置交叉工具链。
 
·Toolchain Type（工具链类型）：你有如下的选择：
 
·Standalone Prebuilt Toolchain（独立预构建工具链）：这个选项是用于已经被提供了一个预构建和打包的Yocto项目工具链的开发者，他们已经把这个工具链安装在了开发系统上。

·Build System Derived Toolchain（构建系统衍生的工具链）：如果你希望使用来自Yocto项目构建环境的工具链，那么使用这个选项。
 
因为我们用Yocto项目构建了一个工具链并且把它安装在了开发系统上，所以选择第一个选项。
 
·Toolchain Root Location（工具链根位置）：这个选项是指向工具链安装位置的路径。这个路径依赖于Toolchain Type：
 
·Standalone Prebuilt Toolchain：把路径指向你安装了工具链的位置。在我们的例子中，那是/opt/poky/2.0。

·Build System Derived Toolchain：如果你打算使用构建系统衍生的工具链，那么把路径指向你的构建环境的顶级目录。
 
·Sysroot Location（系统根位置）：这个选项是到用于你目标的系统根所在位置的路径。对于我们使用MinnowBoard Max的亭项目，这是/opt/poky/2.0/sysroots/corei7-64-poky-linux。
 
·Target Options（目标选项）：这个部分配置你希望用在你的Eclipse设置中的目标。有两个选择：
 
·QEMU：如果你打算使用QEMU模拟器来测试你的应用，那么选择这个选项。如果你正在使用QEMU，那么你也必须提供一个你可能向其传递额外参数的内核。

·External-HW：这个选项用于外部硬件，它是我们正在使用的硬件。
 
单击Apply以使Yocto项目插件验证你的设置并且保存设置。单击OK来关闭对话框。Eclipse和Yocto项目插件现在已经为应用开发准备好了。
11.4.3　开发应用
 
Yocto项目Eclipse插件提供用于开发C/C++应用（使用CMake和GNU Autotools）的项目模板。构建文件，例如makefile，是用满足构建系统的cmake.bbclass和autotools.bbclass类的需求的环境设置来创建的。因此，编写构建你用Eclipse和Yocto项目交叉工具链开发的项目的菜谱与提供SRC_URI和继承各自类一样简单。
 
你也可以开发仅仅使用makefile而不用CMake或者Autotools的应用。然而，你必须手动设置用于交叉工具链的Eclipse环境。因此，我们推荐你遵循已提供的项目模板之一。你是否选择用CMake或者Autotools来构建项目依赖于你的项目的需求以及你的个人喜好。
 
通过启动Eclipse并从File菜单中选择New>Project...来开始创建你的新项目。从New Project对话框中，展开C/C++文件夹，从C Project或者C++Project中选择其一。接下来的例子使用相同的源代码构建一个简单的Hello World方式的项目，所以，选择C Project或者C++Project没有什么区别。对于该例，我们选择C Project。
 
下一个对话框让你选择你希望创建的项目类型。选择有：
 
·Yocto Project ADT Autotools Project
 
·Yocto Project ADT CMake Project
 
它们是由Yocto项目Eclipse插件提供的，并且包含与Yocto项目交叉工具链集成的模板。
 
开发基于CMake的应用
 
从项目对话框开始，遵循这些步骤来创建你的项目：
 
1.C项目页面：展开文件夹Yocto Project ADT CMake Project，从列表中选择Hello World C CMake Project。这创建一个简单的项目，它具有一个C文件（包含一个主要函数）、CMake文件等。替代性地，你可以选择Empty Project，然后你需要手动创建所有文件。在顶部的Project Name字段处输入名字，保持Use default location选中。项目名不能包含任何特殊字符串或者空格。单击Next。
 
2.一般配置页面：如果你希望，那么输入你的作者信息。也可以保持页面空白，你在这里输入的信息被自动加载到源文件的一个头文件中。单击Next。
 
3.选择配置页面：Debug配置默认是被选中的。如果你单击Advanced Settings，项目属性对话框打开。项Yocto Project Settings包含带有交叉开发配置文件的ADT设置、交叉编译器选项和目标选项。字段用我们前面输入的设置预先填充了。通过选择Use project specific settings，你可以覆盖这些设置。在你的项目已经被创建后，你随时都可以通过从Eclipse的Project菜单中选择Properties来回到这个对话框。单击Finish。
 
4.C/C++透视图（Perspective）：依赖于你当前的Eclipse状态，Open Perspective提示可能出现询问你是否希望改到C/C++Perspective。确定打开C/C++Perspective。Eclipse把它的不同环境称为透视图。依赖于你的Eclipse安装，有用于Java、C/C++、调试等的透视图。你可以从Eclipse的Window窗口菜单或者使用位于Eclipse窗口右上角的按钮在视图间切换透视。每个透视可以有多个视图，它显示在透视图的工作台区域。在左侧，你看到Project Explorer（项目浏览器）视图，它显示项目结构和文件。如果你希望编辑文件，那么在Project Explorer中双击它的名字，这加载它到内置的编辑器中。
 
现在你可以容易地从C/C++透视图内执行所有开发任务，包括用Yocto项目ADT交叉工具链构建项目和为你的目标构建系统根。可用下面两种方法中的任何一种：
 
·从Eclipse的Project菜单中选择Build Project。
 
·在Project Explorer中右键单击项目名称并选择Build Project。
 
在构建过程中，当然，对于这个简单项目，这是相当迅速的，Console视图显示各个构建步骤的输出。如果有任何的构建错误，那么Eclipse切换到Problems视图。如果构建成功，那么Eclipse在Project Explorer中的Binaries下面显示二进制文件。
 
开发基于Autotools的应用
 
创建和构建基于Autotools的应用和基于CMake的应用没有太多不同。再一次，从项目对话框中开始，遵循这些步骤来创建你的项目：
 
1.C项目页面：展开文件夹Yocto Project ADT Autotools Project，并从列表中选择Hello World ANSI C Autotools Project。在顶部的Project Name字段中输入名字，并保持Use default location选中。项目名不可以包含任何特殊字符或者空格。单击Next。
 
2.基本设置页面：如果你希望，那么输入你的作者信息并选择许可。这个对话框和用于CMake项目的General Settings有点不同，但是它具有类似的目的。单击Next。
 
3.选择配置页面：这个对话框和用于CMake项目的完全相同。单击Finish。
 
4.C/C++透视图：在完成后，Eclipse直接切换到C/C++透视图或者在这样做之前询问你，这依赖于你当前的Eclipse状态。
 
构建基于Autotools的应用包含两个你可以从C/C++透视图内执行的步骤：
 
·配置：在Project Explorer中右键单击项目名称并选择Reconfigure Project。这调用autogen.sh脚本，它又执行libtoolize、aclocal、autoconf、autoheader、automake和configure，类似于在11.3.2小节中我们在命令上所做的。
 
·构建：在Project Explorer中右键单击项目名称并选择Build Project。
 
你可以遵循在Console视图中的步骤。在成功构建后，Eclipse在Project Explorer中的Binaries下面显示二进制文件。
11.4.4　在目标上部署、运行和测试
 
集成Yocto项目ADT工具链和Eclipse使得创建和构建基于CMake和基于GNU Autotools的项目简单到就像在图形用户界面中点几下鼠标。当然，你仍然需要编写代码，但是单调乏味的操作被处理了。然而，在目标系统上部署、运行和测试你的应用仍然只是手动复制二进制文件到目标。
 
Eclipse的TCF为完整的往返开发体验增加了缺失的连接。TCF允许复制二进制文件到目标系统，远程地在目标系统上运行可执行应用，甚至直接从Eclipse内远程地在目标系统上调试应用。
 
TCF是轻量级但是可扩展的网络协议，它主要用于但是不限于与嵌入式设备或者目标通信。它被设计成用于开发系统上的工具的框架，其使用标准化且不依赖于特定传输层（例如TCP/IP、串行有线连接、SSH隧道等）的通信层来与目标服务进行交互。虽然TCP/IP是标准通信通道，其他协议是可用的并且可以增加。TCF使用JSON用于数据编组（marshalling），而且也支持目标和目标上服务的自动发现。位于其核心的是，TCF由运行在目标上的普通C实现的可扩展代理以及Java客户端API组成。后者与各种Eclipse工具集成，但是也可以用在独立的应用中。
 
准备目标用于远程控制
 
为了能够使用Eclipse和TCF来远程部署、运行、测试和调试应用，我们需要通过安装所需的组件来准备目标根文件系统。
 
Yocto项目提供了一组镜像特性，它们使得这个任务变得相当容易和直接。所有你要做的是，增加特性tools-debug和eclipse-debug到你构建环境的conf/local.conf文件中的EXTRA_IMAGE_FEATURES：
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然后重新构建镜像：
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并且部署它到MinnowBoard Max目标系统，正如在前面章节中所解释的。在重启了板后，你可以通过在目标上执行以下命令来验证TCP代理正在运行：
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当然，你的输出有很大可能是稍微不同的，但是包含/usr/sbin/tcf-agent的行表示TCF代理正运行在目标上。你的目标现在已准备好接受来自你的Eclipse工作区的TCF连接。
 
在你可以从开发系统上的Eclipse工作区建立到目标系统的TCP连接之前，这两个系统需要被连接到相同的局域网。如果组织的IT部门不允许连接你的目标系统到组织的网络，那么你可能希望使用独立的路由器和开发系统的额外网络端口。
 
使用Eclipse目标浏览器
 
用目标浏览器，你可以从Eclipse工作区检查目标系统。你可以浏览目标的文件系统、列出运行中的进程以及终止它们和向它们附加调试器、创建应用启动配置。
 
目标浏览器使用TCF的发现机制，这是非常好用的，因为你不必手动找出你目标的IP地址[1]。TCF发现机制扫描你的局域网以寻找监听在其默认端口1534上的TCF代理。遵循这些步骤来用目标浏览器建立到你目标的连接：
 
1.打开Target Explorer Perspective：从Eclipse Window菜单选择Open Perspective，并且从子菜单中选择Other...。从对话框中的透视图列表中，选择Target Explorer。Eclipse自动切换到Target Explorer透视图，在其左侧，有System Management标签。
 
2.System Management标签：System Management标签包含一个3文件夹列表：Favorites、Connections和Neighborhood。如果你从来没使用过Target Explorer，那么Favorites文件夹是空的，Connections文件夹有一个名为Create New Connection...的条目。然而，Neighborhood文件夹为发现机制已经在局域网上找到的每个TCF代理显示一个条目，条目的形式是TCF Agent<ip地址>。
 
3.建立连接：在你希望连接到的IP地址的TCF代理上右键单击，并且从菜单中选择Connect。Eclipse打开New Connection对话框。对话框的字段被用发现机制已经检测到的连接参数预先填充了。所有你需要做的是，给连接一个有意义的Connection Name（连接名字）。在你单击Finish后，Eclipse连接到目标上的TCF代理，并且为新连接打开了一个标签。
 
4.Connection标签：依赖于连接状态，Connection标签有多个显示在底部的子标签：
 
a.Details（Overview）：显示连接细节。仅仅当连接是关闭的时候，字段才可以被修改。
 
b.Source Paths：当附加调试器到进程时用于源文件的搜索路径。默认情况下，这些是目标上的路径，但是开发主机上的路径可以被增加。
 
c.Launches：允许启动配置的创建以运行安装在目标上的应用。标准输入（stdin）、标准输出（stdout）和标准错误（stderr）通过TCF被重定向到Eclipse以便你可以与运行中的应用交互。
 
d.Processes：运行在目标上的进程列表。当你单击这个子标签时，列表从目标上被获取下来。通过单击右上角的Refresh按钮，你可以再次加载它。
 
e.File System：让你浏览目标上的文件系统。你可以创建新的文件夹和文件，移动它们，删除它们，复制它们，重命名它们。你也可以搜索目标上的文件夹和文件。
 
如果你曾经用Eclipse开发过原生应用（也就是，可以被执行在开发系统本身上的应用），那么你知道，在编译了之后，你可以直接从Eclipse内的开发环境（例如C/C++或者Java透视图）中执行和调试它们。用TCF，你可以在目标上做相同的事情。它要求一些配置步骤，我们在接下来的部分解释这些步骤。
 
在目标上运行应用
 
通过Eclipse的Run Configurations，你可以设置用于执行应用的环境。从Eclipse的Run菜单中选择Run Configurations...，你启动了一个对话框，使用这个对话框，你可以创建和管理你的环境。在这个对话框的左侧，Eclipse显示一个带有各种运行配置类型的列表，在每个类型下面，是具有预定义的配置的列表。为了创建用于在远程目标上执行我们的C/C++应用的运行配置，你选择C/C++Remote Application，然后单击位于列表上面左上角的New按钮。
 
1.Name：基于当前的项目，Eclipse为你的运行配置填入名字。如果它满足你的需求，那么接受默认；否则输入新的名字。
 
2.主标签：
 
a.Connection：通过单击New...创建新连接。
 
i.从列表中选择TCF并单击Next>。
 
ii.在Host Name字段中输入你的目标板的IP地址，或者，如果你有本地DNS，输入主机名。
 
iii.在字段Connection Name中为你的连接输入名字。
 
iv.如果你希望，那么输入一个Description（描述）。
 
v.点击Finish来创建连接和关闭对话框。
 
b.项目：Eclipse字段自动填入你当前的项目名字。如果那不是你希望的项目，使用Browse...按钮选择一个不同的项目。
 
c.Build configuration（构建配置）：Eclipse自动选择项目的当前配置。通过从列表中选择一个不同的来覆盖它。
 
d.C/C++application：一个项目可能构建不止一个应用。使用Search Project...来选择正确的可执行文件。
 
e.Remote absolute file path for C/C++application（用于C/C++应用的远程绝对文件路径）：这个字段包含目标上应用的绝对路径和名字。Eclipse复制应用到那个路径。你可以选择一个不同于由Eclipse构建过程创建的可执行文件的名字。使用Browse...来选择在目标上的路径，然后追加一个名字，例如/usr/bin/hello。
 
f.Commands to execute before application（在应用前执行的命令）：在这个字段中，你可以输入在Eclipse启动应用前于目标上执行的额外命令。把它留空。
 
g.Skip download to target path（略过下载到目标路径）：不要选中这个框。你希望Eclipse每次下载你的应用到目标以便你的最新变更被应用。
 
3.Arguments Tab（参数标签）：如果你的应用要求命令行参数，那么你可以输入它们到Program Arguments（程序参数）字段。
 
4.Common Tab（一般标签）：用于运行配置的一般设置是通过Common标签来访问的。在大部分情况下，默认设置是合适的。如果你希望Eclipse存储你应用的输出，选中File并且提供用于存储输出的文件的路径和名字。
 
先后单击对话框底部的Apply和Run来使你的应用在目标上启动起来。如果这是Eclipse第一次使用这个连接在那个目标上运行应用，那么它会展示给你一个对话框询问用于执行应用的用户ID和密码。输入root作为用户ID，密码保持为空。因为标准Yocto项目镜像仅仅有一个不带密码的root用户账号。
 
当Eclipse首先构建你的应用、然后传输它到目标以及最后执行它的时候，观察在Eclipse内的Console窗口。Console窗口应该显示类似如下的输出：
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Eclipse和TCF仅仅把标准输入（stdin）、标准输出（stdout）和标准错误（stderr）从目标重定向到位于Eclipse内的终端。如果你的目标应用是图形化应用，那么它的输出被展示在连接到目标硬件的屏幕上。简言之，这是有意义的，因为你将希望用本地屏幕来测试你的应用。
 
在目标上调试应用
 
和用于在目标上执行应用的Run Configurations（运行配置）类似，Eclipse提供了用于在目标上调试应用的Debug Configurations（调试配置）。为了调试，应用或者程序从调试器的上下文内被启动。然后调试器控制和监控程序的运行并且提供对程序使用的变量、栈、动态存储、文件指针等的访问。
 
远程调试需要这样一个调试器：它能够在目标上执行程序而同时通过例如网络连接或者串行连接的链路从不同的系统（开发主机）控制和监控它。GDB是用于Linux系统的标准调试器，有一个匹配的服务器（gdbserver）用于远程调试。在主机系统上运行的GDB和在目标系统上运行的gdbserver通过使用TCP的网络连接或者通过串行连接来通信。
 
理解用于远程调试的主要Eclipse工作流是有用的，因为它使用TCF和用于调试器的通信协议的组合：
 
1.Eclipse通过TCF下载应用到目标系统。
 
2.通过TCF利用类似gdbserver host：2345<program><arguments>的命令，Eclipse在目标系统上启动gdbserver和被调试的应用。参数host：2345表示使用在端口2345（gdbserver默认端口）上的TCP连接，<program>是Eclipse在前面步骤中下载的应用，如果提供了<arguments>，那么它们是传递到应用的命令行参数。
 
3.Eclipse在开发系统或者主机上启动GDB并且切换到调试透视图。
 
4.通过GDB/MI接口，Eclipse使用命令target remote<target>：2345指示GDB连接到运行在目标上的gdbserver，其中<target>是目标的主机名（如果DNS是可用的）或者是IP地址。
 
5.GDB在目标上启动应用，并且把执行保持在main()函数的第一个指令上。
 
6.现在通过由Eclipse的调试透视图提供的图形用户界面，你可以用GDB控制和监控应用了。
 
GDB提供了多个命令解释器和命令基础设施，用户和其他应用可以通过它们与GDB交互：
 
·GDB/CLI：经常被用户使用的控制台或者命令行解释器。它以人可读的形式提供了简单的命令基础设施。这是默认的解释器。
 
·GDB/MI：通常被其他应用（例如Eclipse和其他GDB前端）使用的机器解释器。GDB/MI有两个版本——mi1和mi2。后者是当前版本。
 
所有GDB解释器使用stdin来接受命令，使用stdout用于信息和数据输出，使用stderr用于错误消息。Eclipse使用最新的GDB/MI版本，mi2。
 
创建调试配置并不比创建运行配置困难很多。事实上，如果你已经为你的应用创建了运行配置，那么Eclipse使用它作为起点。从Eclipse的Run菜单中选择Debug Configurations...来打开配置编辑器。该对话框和Run Configurations对话框看起来几乎一模一样。在左侧，是应用类型的列表。如果你正如在前面部分所描述的那样创建了运行配置，那么Eclipse很可能已经在列表中高亮显示了那个配置并且正在右侧显示配置细节。
 
Main、Arguments、Common标签让你查看和编辑与Run Configurations对话框中各自对应标签相同的信息。在前面部分，我们解释了它们。Debugger和Source标签是新的：
 
·Debugger Tab（调试标签）：在这里，你可以配置GDB：
 
·Stop on startup at：如果选中并且在它旁边的字段中提供了函数名，那么GDB在所提供函数的第一个指令处设置断点。在启动时，GDB执行程序直到它抵达断点。默认设置是在main()时暂停执行。如果你正在调试复杂程序并且你对程序在开始发生了什么不感兴趣，那么设置它为不同的函数。

·Main Subtab（主子标签）：用于GDB的一般设置：
 
·GDB Debugger：这个设置用于GDB调试器的路径和名字。这个信息应该已经被Yocto项目插件正确填写为指向到用于平台的交叉调试器。

·GDB Command File（GDB命令文件）：这个设置指向用于GDB的项目命令文件。调试器在启动时读取这个文件。文件名通常是.gdbinit并且位于Eclipse项目目录内。

·Non-stop Mode（不间断模式）：如果选中，这个设置允许你调试多线程程序的已停止线程而其他线程则正常运行。

·Enable Reverse Debugging（启用反向调试）：在这个设置被选中的情况下，你可以在程序中向后步进和继续。一般情况下，你仅仅可以按照程序流的顺序步进和继续。这个GDB功能性仍然被局限到特定架构和平台，并且对远程调试来说一般是不可用的。

·Force Thread List Update on Suspend（暂停时强制线程列表更新）：当线程遇到断点时，这个设置自动在Eclipse调试透视图中更新线程信息。

·Automatically Debug Forked Processes（自动调试派生的进程）：通常，GDB调试器附加到主进程。如果那个进程创建子进程，那么GDB继续调试主进程。新版本的GDB可以附加到派生的进程。启用这个选项以使GDB也自动附加到子进程上。

·Tracepoint Mode（追踪点模式）：对于一些应用，特别是实时应用，设置断点和检查变量是不可行的，因为暂停程序修改了时序特征（timing characteristic）。在那种情况下，开发者可以使用追踪点来让GDB自动收集和报告数据。在一般模式下（Normal mode），追踪点作为陷阱被插入到程序中；在快速模式下（Fast mode），追踪点作为跳追踪点（jump tracepoint）被插入到程序中。不是在所有平台上和全部条件下都支持跳追踪点。自动模式（Automatic mode）把决定权留给调试器。
 
·Shared Libraries Subtab（共享库子标签）：在这个子标签中，你可以向文本框中增加目录路径到额外的共享库。标准共享库是已知的并且被默认加载。如果你希望调试共享库，那么你需要选中Load Shared Library Symbols Automatically（自动加载共享库符号）选项。

·Gdbserver Settings Subtab（Gdbserver设置子标签）：目标上的gdbserver可执行文件的名字和路径被显示在这个子标签中。默认是gdbserver，这对Yocto项目目标镜像是足够的，因为gdbserver位于默认PATH中。port number（端口号）是用于运行在主机上的GDB和运行在目标上的gdbserver之间通信的TCP端口。默认是2345。
 
·Source Tab（源标签）：当在程序中步进时，调试器需要显示源代码以便你可以有效地追踪程序。为了那个目的，调试器需要能够定位和加载源文件。增加到Source Lookup Path（源查找路径）列表中的路径服务于那个目的。Eclipse默认增加项目路径。如果你需要调试任何共享库，那么你必须增加它们的路径到那个列表以能够看到它们的源。
 
通过单击Apply接受修改，然后通过单击Debug启动调试器。Eclipse启动调试器并且切换到调试透视图。执行在main()函数的第一个指令处暂停。现在，你可以在运行于目标上的程序中步进代码，设置断点并检查变量，正如对本地的运行在调试器中的程序所做的一样。
 
追踪库函数
 
你可以使用调试器追踪到共享库（例如C库libc）的函数。然而，调试器不能展示源代码，因为它没有关于从哪里定位源代码的信息。当构建SDK时，构建系统自动在系统根中为所有已安装的包（包括标准共享库）增加调试和源包。为了告诉调试器在哪里找到源文件，我们必须增加必要信息到位于Eclipse工作区的项目目录中的.gdbinit文件（程序清单11-5）。
 
程序清单11-5　GDB启动文件.gdbinit
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程序清单11-5显示一个样例.gdbinit文件，它为GDB设置路径以为安装在/opt/poky/2.0的SDK定位用于库调试的源文件。
 
·set sysroot：指定包含被安装在目标上的库的副本的目录。这个路径使调试器能定位和加载库以及它们的符号。这是到安装在你开发系统的Yocto项目SDK的路径。
 
·set substitute-path：为调试器指定替换规则以找到用于库的源文件。为Linux编译的标准的可执行文件和库用/usr/src/debug作为路径前缀记录它们的编译目录。substitute-path命令使得GDB在定位源文件时用第二个目录片段替换第一个目录片段。
 
不幸的是，Eclipse不提供任何方法来赋予GDB配置设置，例如但是不限于在前面所显示的用于交叉调试的配置设置。然而，你可以使用Eclipse的文本编辑器修改.gdbinit文件。因为该文件是Linux/UNIX系统上的隐藏文件，所以默认情况下Eclipse Project Explorer不显示它。在Project Explorer旁边的菜单中单击向下的箭头，然后从菜单中选择Customize View...。然后移除.*resources旁边的选择标记。替代性地，你可以在Debug Configuration对话框中给予GDB Command File不同的文件名以使它不再是隐藏文件（文件名前没有逗号）。
 
[1] 并不是说在目标系统上运行ifconfig是非常困难的，而是因为它需要串行终端或者屏幕和键盘。
11.5　使用模拟目标的应用开发
 
很多嵌入式项目是硬件和软件工程共同努力的成果。实际的目标硬件，或者甚至早期工程样品，对软件开发来说，可能不能很好地就绪于开发周期中。为了缩短开发周期，与硬件开发并行，你可能希望在项目早期就开始在应用软件上开发软件。一种方法是使用例如BeagleBone、MinnowBoard Max、Wandboard以及其他类似于你项目的目标硬件的廉价开发板。另一种方法是使用目标模拟。目标模拟也有这样的优点——应用开发者不必处理嵌入式硬件，因为他们可以使用自己的开发系统构建和测试应用。
 
Yocto项目使用QEMU用于目标模拟。我们已经在全书中使用QEMU用于测试各种Yocto项目系统构建。现在，我们举例说明如何以Yocto项目SDK和Eclipse使用QEMU用于应用开发。
11.5.1　为用QEMU进行应用开发做准备
 
我们需要两个东西用于用模拟目标进行应用开发：
 
·用于QEMU的Linux内核和根文件系统
 
·匹配前者的ADT
 
当然，我们用构建系统构建这两者。我们已经有了构建环境，我们曾使用它来为用在MinnowBoard Max上的亭项目创建过镜像。我们仅仅需要把机器从ypbkiosk改到QEMU机器。使用其核心架构类似于实际硬件目标的模拟机器是很有意义的。因为MinnowBoard Max是配备了64位x86 CPU，所以我们选择qemux86-64作为机器。把构建环境的conf/local.conf的MACHINE变量改成qemux86-64，然后用以下命令启动BitBake：
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来构建Linux内核和ypbkiosk-image-sato根文件系统镜像。一旦构建完成，用以下命令创建匹配的SDK：
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一旦那完成了，则安装ADT，正如在11.2.2小节中所解释的。你可以安全地把ADT安装在相同的/opt/poky/<version>目录，因为工具链、系统根和启动脚本具有唯一名字并且是互相分开的。
 
解压根文件系统
 
Eclipse用从开发主机上通过网络文件系统（Network File System，NFS）导出的根文件系统启动QEMU。为了用QEMU和NFS设置根文件系统，我们需要解压和准备在前面步骤中已创建的根文件系统。ADT包含一个执行所有必要工作的脚本。
 
1.改变目录到ADT安装目录：
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2.引用QEMU ADT环境：
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3.改变目录到sysroots：
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4.从构建环境解压根文件系统：
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5.从构建环境复制Linux内核镜像：
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对NFS来说，你的开发系统必须要有rpcbind——通用地址到远程过程调用程序数字映射器（RPC Program Number Mapper）均已被安装。依赖于你的系统配置，你可能需要使用系统包管理器来安装它，例如，在Ubuntu上使用sudo apt-get install rpcbind。而且，为了使用用户空间NFS，rpcbind需要运行在非安全模式，允许来自任何主机的SET和UNSET。为了启用非安全模式，你需要增加-i选项到rpcbind启动配置。在Ubuntu上，增加-i到文件/etc/init.d/rpcbind中的OPTIONS变量并且用命令sudo service rpcbind restart重启rpcbind。
 
与Eclipse集成
 
现在我们需要把ADT和解压用于QEMU的根文件系统与Eclipse集成。
 
从Eclipse Window菜单中打开Preferences对话框，单击Yocto Project ADT，并且遵循这些指令来创建用于用QEMU进行应用开发的新的交叉开发配置文件：
 
1.Cross Development Profiles（交叉开发配置文件）：交叉开发配置文件列表中的Standard Profile（标准配置文件）应该反映我们在前面章节中用于MinnowBoard Max的设置。保存Standard Profile为MinnowBoard Max，然后把选择改回Standard Profile。
 
2.Cross Compiler Options（交叉编译选项）：保持用于Standalone Pre-built Toolchain（独立预构建工具链）和Toolchain Root Location（工具链根位置）。点击Sysroot Location（系统根位置）旁的Browse...（浏览），浏览到/opt/poky/<version>/sysroots/core2-64-poky-linux，这是我们解压根文件系统所到的位置。从Target Architecture（目标架构）列表中，选择core2-64-poky-linux。
 
3.Target Options（目标选项）：选择QEMU，并且浏览到我们将Linux内核复制到的位置：/opt/poky/<version>/sysroots/core2-64-poky-linux/boot/bzImage-qemux86-64.bin。
 
现在Eclipse已经准备好用QEMU进行应用开发。
11.5.2　构建应用并在QEMU中启用它
 
现在你可以按照11.4.3小节中所描述的那样创建新应用项目。创建了项目后，在Project Explorer中右键单击它的名字，并选择位于列表底部的Yocto Project Settings。从Cross Development Profiles，选择QEMU配置文件，单击Apply。你的项目现在使用用于QEMU的交叉工具链来编译和调试。
 
为了执行和调试你的应用，你首先需要启动QEMU。在Eclipse的Run菜单中选择External Tools。子菜单的第一个条目是我们刚刚创建的QEMU集成：qemu_core2-64-poky-linux。在其上单击，Eclipse启动终端窗口，它从该窗口内启动QEMU。QEMU本身在第2个窗口中启动。
 
借助TCF和GDB/gdbserver，使用运行配置和调试配置在模拟的目标上部署、执行和调试你的应用，正如在11.4.4小节中所解释的。
11.6　总结
 
操作系统栈和中间件组成设备的基础。应用和用户软件为最终用户创造价值。Yocto项目应用开发工具包提供给应用开发者用以为他们的目标设备构建、测试和部署应用的必要工具。
 
·Yocto项目ADT包含交叉开发工具链、用于硬件目标设备和模拟的目标的系统根、QEMU模拟器、测试和分析工具以及便于开发环境设置的集成脚本。
 
·通过包含用于构建设备的Linux操作系统栈的一模一样的工具链和通过打包设备的根文件系统镜像，构建系统创建匹配目标设备的ADT。
 
·为了传统开发以及与构建工具的集成，ADT交叉开发工具可以直接从命令行使用。设置仅仅需要引用设置必要环境变量的脚本。
 
·ADT和Eclipse IDE的集成从图形用户界面的便利性方面提供了对交叉开发工具的访问。
 
·Eclipse的目标通信框架（TCF）允许直接从IDE对实际目标硬件以及模拟的目标进行部署、执行和调试。
11.7　参考文献
 
Yocto项目应用开发者指南，www.yoctoproject.org/docs/2.0/adt-manual/adt-manual.html。
 
Yocto项目开发手册，www.yoctoproject.org/docs/1.8/dev-manual/dev-manual.html。
第12章　许可和合规
 
功能齐全的Linux操作系统栈由几百个，也可能是几千个开源软件包组成。这些软件包是由它们的作者以众多开源许可的条款和条件来发布的。几乎所有这些许可都要求最终用户被赋予对许可文本的访问以把使用软件时的权利和可能的义务通知给他们。作为系统构建者，你正在构建由很多不同开源软件包所组成的完整系统，你需要收集所有许可信息并且将其提供给你系统的用户。除了提供许可信息，一些开源许可，特别是GNU通用公共许可（GNU General Public License，GPL），要求你提供用于构建软件包二进制文件的源代码。收集、管理和提供许可信息及源代码可能是耗时的任务。Yocto项目通过提供一组工具来极大地简化了这个任务，这些工具会处理开源许可和源代码管理中单调乏味的部分。
12.1　管理许可
 
对于任何软件产品，在其中包含最终用户许可协议（End-User License Agreement，EULA）是常见的实践，该协议把使用产品时的权利和义务通知给用户。如果包含在产品中的所有代码是完全由交付产品的组织或者个人开发的，那么这个过程是简单且直接的。只要在产品中提供和包含专有许可协议并且让客户在计算机系统上安装软件时接受协议即可。对用于个人计算机的任何软件来说，这已经成为标准实践。然而，事情可能会极大的不同，如果：
 
·软件产品包含来自其他提供者的软件组件（例如库）。
 
·软件产品是使用开源软件包来构建的。
 
·软件产品是作为嵌入式系统的一部分而与硬件一起提供的。
 
对用于嵌入式设备的Linux操作系统栈来说，所有以上的情况都符合。虽然不要求最终用户显式地接受用于包含在产品中的软件包的开源许可，但必须让他们明白，产品是用开源软件来构建的。必须使许可文本和关于如何获取源代码的信息是对最终用户可用的。
 
许可和源代码信息可以被包含在设备中或者通过其他方式提供。例如，在Android设备上，你可以从Settings应用的About Device菜单的Legal Information项中访问许可信息。许可信息和文本可以存储在设备上，或者替代性地，特别是对联网设备，它们可以从超链接访问到，超链接把最终用户引导到许可信息被显示的网站。对具有至少能够显示文本的用户界面的设备来说，那是方便的。对没有这种能力的设备，许可信息可以借助用户文档在制造者的网站等位置提供。
 
管理用于你产品的许可不是小任务。Yocto项目包含超过170个常见许可方案。它们中的大部分是开源许可，但也有一些是用于某些软件包的商业许可。一些开源软件的开发者使用他们自己的许可，这进一步复杂化了情况，因为它们可能是不合法的。开源组织（Open Source Initiative，OSI）在许可评审过程中检查许可与开源定义[1]的合规性。OSI在其网站上列出了大约70个开源许可，这些许可通过了该组织的许可评审过程并且被批准为符合开源定义[2]。
 
更进一步复杂化问题的是，单一开源项目可能实际上使用多个许可方案。以下是常见的例子：
 
·对一些库来说，一种许可方案适用于库的源代码和任何从其衍生的工作，例如缺陷修复和加强；另一种许可方案适用于由其他软件组件通过其API对库的使用。例如，GnuTLS使用GPLv3+用于源代码，而使用LGPLv2.1+用于其他组件对库的使用。
 
·由多个分别由不同方案许可的组件组成的包。这种方案经常在提供插件机制的包中找到。一个例子是媒体框架，在那里，用于编码器和解码器的插件可能和框架本身以及其他编码器和解码器的许可不同，例如自由无损音频编解码（Free Lossless Audio Codec，FLAC）。
 
Yocto项目在几个方面辅助管理许可：
 
·许可追踪
 
·通用许可
 
·商业许可的包
 
·许可部署
 
在接下来的部分，我们将仔细研究这些。
 
[1] http://opensource.org/osd。

[2] http://opensource.org/licenses/alphabetical。
12.1.1　许可追踪
 
所有菜谱都必须将LICENSE变量设置为适用于菜谱构建的软件包的源许可列表。用于软件包本身的许可信息几乎在所有情况下都与用于菜谱的许可不同。后者通常是在层的LICENSE文件中指定的。你一定不能混淆这两者。
 
LICENSE变量可能包含一个单一的许可指派，或者，如果软件包是由多个许可所覆盖的，那么LICENSE变量包含多个许可指派的列表：
 
·如果许可是可供选择的，那么用管道符（|）来分隔许可指派：例如，LICENSE="LGPLv2.1+|GPLv3"。
 
·如果多个许可覆盖包源的不同部分，那么用&符号分隔许可指派：例如，LICENSE="MPLv2&LGPLv2.1"。
 
许可指派可以是任何文本字符串但是不能包含任何空格字符串。对标准许可，使用在meta/files/common-licenses中的通用许可文件的名字或者使用定义在meta/conf/licenses.conf中的软件包数据交换（Software Package Data Exchange，SPDX）许可标志作为许可指派。SPDX[1]是用于许可信息的标准格式，它是由Linux基金会的SPDX工作组创建和维护的。
 
除非LICENSE被设置成特殊许可指派CLOSED（LICENSE="CLOSED"），否则菜谱也必须设置变量LIC_FILES_CHKSUM以启用许可追踪。
 
软件包的作者或者著作权持有人可能改变许可本身，例如从GPLv2改为GPLv3，或者可能把许可文本从软件包的一个版本改成下一个版本[2]。构建系统可以追踪这样的变化并且显示通知以便作为系统构建者的你可以选择是否希望采用具有更新的许可的新的包版本，这是重要的。LIC_FILES_CHKSUM变量，它是由license类判断的，并且提供了用于追踪许可变化的灵活机制。下面的例子显示了在菜谱中指定LIC_FILES_CHKSUM的各种方法：
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变量包含空格分隔的许可文件列表，许可文件包含许可文本。构建系统对许可文本计算一个MD5校验和，并且把它和由md5参数提供的值作比较。如果参数beginline和参数endline都没有被提供，那么整个文件都被视为许可文本。这个方式对通常被命名为COPYING或者LICENSE的独立许可文件是好用的。有时，许可信息是作为源文件（例如C头文件或者类似文件）的一部分来提供的。在这种情况下，实际上只有文件内容的一个部分代表许可信息。你可以通过分别在许可文本开始处的行号上设置参数beginline和在许可文本结束处的行号上设置参数endline来指定那个部分。
 
构建系统默认在由变量S指定的目录中搜索许可文件，这个目录是源代码被解压的目录。你可以通过增加目录路径来显式地提供目录信息：
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第一行在相对于S的${S}/src中定位包含许可信息的文件header.h，而第二行参考变量WORKDIR来定位文件license.txt。
 
[1] https://spdx.org/。

[2] 事实上，很多软件包的更新版本，特别是那些由GNU提供的软件包（其中那些早期版本是以GPLv2的条款和条件许可的），现在是以更新的GPLv3来许可的。
12.1.2　通用许可
 
OpenEmbedded核心元数据层在目录meta/files/common-licenses中包含用于通用许可的文件和许可文本。这个目录是由变量COMMON_LICENSE_DIR所引用的。你可以把这个变量和通用许可文件名用于LIC_FILES_CHKSUM，例如：
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然而，我们推荐仅仅在源包实际上不包含许可文本而仅仅包含到文件中通用许可的引用时才这样做。在这种情况下，我们也推荐你包含含有对LIC_FILES_CHKSUM引用的文件。理由是，仅仅使用通用许可文件实际上禁用了许可追踪机制。包源内的许可信息变更可能不会被构建系统注意到，因为菜谱使用了通用许可文件。
 
通过增加一个或者多个你自己的许可目录到LICENSE_PATH变量，你可以为构建系统提供用于搜索的目录：
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这个变量可能包含由空格分隔的目录列表。构建系统增加变量的路径到由COMMON_LICENSE_DIR提供的路径。
12.1.3　商业许可的包
 
一些软件包，虽然是开源的，但却是使用商业许可或者不符合开源许可的特殊许可条款和条件来许可的。构建这种包的菜谱通过设置变量LICENSE_FLAGS来标志特殊许可需求：例如，LICENSE_FLAGS="commercial"。
 
LICENSE_FLAGS变量可以包含任何字符串，但是一旦菜谱设置了变量，构建系统不会构建软件包，除非它是被显式地启用的。
 
为了启用特殊的许可标志，你增加它到LICENSE_FLAGS_WHITELIST变量。变量包含空格分隔的许可标志列表。构建系统把由菜谱设置的许可标志和LICENSE_FLAGS_WHITELIST变量中的许可标志列表进行匹配。然而，在这样做之前，它把包名PN追加到定义在菜谱的LICENSE_FLAGS中的许可标志。例如，对于构建hello包包含如下的菜谱：
 

 [image: ]

 
变量实际上成为：
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通过设置
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你现在可以特殊启用hello菜谱或者通过设置
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来启用所有使用商业许可标志的菜谱，包括hello。
 
这种匹配方案可以让你精确控制要启用构建的包。通过在你菜谱的LICENSE_FLAGS中显式地指定包名PN和包版本PV，你可以更进一步控制。考虑构建hello包的菜谱包含：
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这使得你可以仅仅启用一个特定版本的hello菜谱，例如版本1.0，通过使用以下命令：
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你在构建环境的conf/local.conf中指定LICENSE_FLAGS_WHITELIST，或者甚至更好，在例如定制层的conf/distro/mydistro.conf的发行版配置文件中指定。
12.1.4　许可部署
 
当构建目标时，构建系统把许可信息放在构建环境内的${TMPDIR}/deploy/licenses目录中。对每个构建系统构建的菜谱，它在${TMPDIR}/deploy/licenses中创建一个子目录：
 
·如果菜谱构建软件包，那么子目录的名字是菜谱的名字，并且包含许可文件。
 
·如果菜谱构建镜像目标，例如core-image-minimal，那么子目录的名字是镜像菜谱的名字并带有一个增加的时间戳，例如，core-image-minimal-20150817224402。目录包含两个文件：package.manifest和license.manifest。前者是按字母顺序排列的、包含在镜像中的所有包名的列表。后者是按字母顺序排列的相同的包并带有包名、包版本、菜谱名字以及许可细节的列表。
 
·如果菜谱是用于包组的，那么构建系统以包组的名字创建子目录，但是在子目录中没有文件。
 
如果你希望为你的目标系统部署许可信息到根文件系统镜像中，那么
 
·设置变量COPY_LIC_MANIFEST="1"复制文件license.manifest到根文件系统中，直到/usr/share/common-licenses/license.manifest。
 
·设置变量COPY_LIC_DIRS="1"复制许可目录到/usr/share/common-licenses。
 
你在构建环境的conf/local.conf中指定这些变量，或者甚至更好的是，在例如定制层的conf/distro/mydistro.conf的发行版配置文件中指定。
12.1.5　黑名单许可
 
通过将变量INCOMPATIBLE_LICENSE设置为空格分隔的许可指派的列表，你可以把菜谱从构建中排除。对于那些它们的各自菜谱不提供对列表中的许可的替代性许可包，构建系统不构建它们。例如，设置
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有效地把所有以这些许可授权的包从构建中排除，除非有许可替代，它可能是使用不同许可的早期版本或者提供类似功能性的包。前面的例子代表了Yocto项目团队用其来测试这个功能性的设置。虽然你可以使用其他设置，但是你可能需要通过移除它们或者提供替代来自己处理依赖性以生产功能系统。
12.1.6　提供许可程序清单和文本
 
对开源许可的一个常见需求是，你必须提供许可信息。使用
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复制许可程序清单到目标镜像的目录/usr/share/common-licenses/license.manifest中。许可程序清单包含已安装在目标上的所有开源软件包及其各自许可的列表。
 
使用
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也复制用于已安装在目标上的所有包的许可文本到镜像目标的目录/usr/share/common-licenses中。COPY_LIC_DIRS仅仅可以和COPY_LIC_MANIFEST联合使用；否则，设置变量没有效果。
 
对具有能够展示许可程序清单和许可文本的用户界面的目标系统，把它们包含在目标镜像中极大地简化了这部分开源许可的合规性。如果你的嵌入式目标没有用户界面或者没有足够的存储空间来保存许可程序清单和文本，那么你需要以替代的方法提供信息，例如通过打印出的信息或者在你组织网站上的页面。
12.2　管理源代码
 
一些开源许可明确要求你向系统的最终用户提供你用来为目标系统构建软件栈的源代码。提供源代码是你必须执行的合规管理活动的一部分，并且在你为目标系统创建最终镜像之前，你应该考虑必要的任务。
 
提供完整下载目录DL_DIR是最简单的提供源代码的方法。然而，这种方法有一些问题：
 
·完整下载目录的大小可能是相当大的。它也包含那些你通常不部署在发布镜像中的包的源文件，例如工具链源文件。在下载目录中也有一些你永远不会部署的文件，也就是*.done文件，它们表示源包是否已被成功下载了。而且，下载目录包含子目录，子目录中包含用于源文件的未解压的仓库，这些仓库是直接从源控制管理系统中获取的。
 
·下载目录不包含任何用菜谱提供的补丁。为了提供最终用户可以用来构建二进制的源文件，你可能需要手动包含那些补丁。
 
·最重要的是，下载目录页包含用于闭源或专有软件包的源包和仓库，而你不希望发布这些给最终用户。
 
一个更好的提供源代码的方法是，通过archiver类来提供，这给了你对希望提供什么源代码以及用什么形式来提供它的控制的灵活性。通过增加archiver类到构建环境的conf/local.conf中的INHERIT变量，你启用使用archiver类的源打包：
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通过设置一些变量和变量标志，你控制archiver类做什么以及如何做它的工作：
 
·ARCHIVER_MODE[src]是控制源代码如何被打包的标志。
 
·ARCHIVER_MODE[src]="original"分别打包源包和补丁。

·ARCHIVER_MODE[src]="patched"打包应用了补丁的源包。这是默认设置。

·ARCHIVER_MODE[src]="configured"打包应用和配置了补丁的源包。
 
·ARCHIVER_MODE[diff]="1"在do_unpack和do_patch任务之间打包补丁。
 
·ARCHIVER_MODE[diff-exclude]是空格分隔的、你希望从ARCHIVER_MODE[diff]中排除补丁的文件和目录的列表。默认设置是ARCHIVER_MODE[diff-exclude]=".pc autom4te.cache patches"。
 
·ARCHIVER_MODE[dumpdata]="1"包含一个文件，它包含用于特定包的环境数据，类似于bitbake-e<recipe>。默认设置是ARCHIVER_MODE[dumpdata]="0"。
 
·ARCHIVER_MODE[recipe]="1"包含菜谱（包含任何.bbappend在内的.bb文件）以及任何包含文件。默认设置是ARCHIVER_MODE[recipe]="0"。
 
·ARCHIVER_MODE[srpm]="1"除了压缩的tar包，它也以源RPM（SRPM）文件输出源文件。ARCHIVER_MODE[src]标志也适用于SRPM。默认设置是ARCHIVER_MODE[srpm]="0"。
 
除了各种ARCHIVER_MODE标志，archiver类允许过滤出包源是为哪些许可打包的以及打包的菜谱类型是什么：
 
·COPYLEFT_LICENSE_INCLUDE是空格分隔许可列表，源代码是为其打包的。用于许可指派的通配符是允许的。例如，COPYLEFT_LICENSE_INCLUDE="GPL*LGPL*"包含用于所有以任何版本的GPL和LGPL授权的包的源文件。默认设置是COPYLEFT_LICENSE_INCLUDE=""。
 
·COPYLEFT_LICENSE_EXCLUDE是空格分隔的许可列表，它们是显式地从源打包中排除的。例如，COPYLEFT_LICENSE_EXCLUDE="CLOSEDProprietary"显式地把所有用闭源许可或者专用许可授权的软件包排除在源打包之外。默认设置是COPYLEFT_LICENSE_EXCLUDE=""。
 
·COPYLEFT_TARGET_TYPES是空格分隔的菜谱类型列表，对这些菜谱类型，源打包是启用的。可能的菜谱类型是：
 
·target：打包为目标构建的所有包的源文件

·native：打包为构建主机构建的所有包的源文件

·nativesdk：打包为主机SDK构建的所有包的源文件

·cross：打包用于所有交叉构建包的源文件

·crosssdk：打包用于所有交叉构建SDK包的源文件

·cross-canadian：打包用于所有cross-canadian包的源文件
 
默认设置是包含所有以上菜谱类型。
 
默认情况下，COPYLEFT_LICENSE_INCLUDE和COPYLEFT_LICENSE_EXCLUDE都被设置成空字符串，archiver类不执行任何许可过滤。最小情况下，你可能希望设置COPYLEFT_LICENSE_EXCLUDE来排除任何你自己的专有软件包。我们推荐把它设置在一个定制层的发行版策略文件（例如conf/distro/mydistro.conf）中，而不是设置在构建环境的conf/local.conf文件中，这样一来，在构建你的目标发行版时，启用archiver类将默认排除你的专有软件包。
 
为了进一步限制源部署的大小，考虑在conf/local.conf文件或者发行版策略配置文件中设置COPYLEFT_TARGET_TYPES="target"。
 
archiver类复制它创建的源包输出到${TMPDIR}/deploy/sources目录。它在子目录中先按照架构然后按照包名组织包。通过设置变量DEPLOY_DIR_SRC，你可以覆盖默认输出目录。
12.3　总结
 
按照开源软件包各自许可的许可要求来进行合规管理是系统构建者必须要执行的一项重要任务。整体来说，因为用于嵌入式设备和软件产品中的Linux和开源日益增加的流行度，例如自由软件基金会[1]（Software Freedom Conservancy）和自由软件管理机构[2]（Software Freedom Conservancy）的多个组织正在积极监控提供包含开源软件的产品的公司是否满足各种开源许可（特别是GPL）的要求。如果这些组织发现一个公司没有遵守许可要求，那么他们将要求其弥补这个情况。如果一个公司不做任何措施，这些组织可能代表相关软件包的作者来起诉该公司。
 
尽管开源码许可是宽容的，但它们是具有法律约束力的文件，因此可以由法律强制执行。最好遵守合规要求来避免任何问题，并且在交付产品前计划合适的许可文本和源代码的发布。
 
在本章中，我们讨论了：
 
·许可管理：通过用菜谱追踪许可，创建商业许可的包及其各自菜谱，以及收集和部署许可信息。
 
·用airchiver类实现的源代码管理，这提供了基于许可和菜谱类型控制源代码打包的便利方法。
 
[1] www.fsf.org。

[2] https://sfconservancy.org。
12.4　参考文献
 
Yocto项目开发手册，www.yoctoproject.org/docs/1.8/dev-manual/dev-manual.html。
第13章　高级主题
 
在本章中，我们讨论精选的主题，它们促进在团队或者生产环境中使用Yocto项目。Yocto项目构建系统的一个强大之处是，它可以轻松部署到软件和构建工程师的个人开发系统上。本章中讨论的特性会扩展构建系统的能力，使得你共享资源和追踪构建结果，这对团队开发和在生产环境中要求再现性（reproducibility）、一致性和可重复性来说是必要的。
13.1　Toaster
 
Toaster是构建系统的一个图形用户界面。不像Hob，Hob是原生应用，Toaster是通过Web浏览器访问的Web界面。因为它是Web界面，所以Toaster适合部署在构建集群和云服务中的远程系统上。
 
与Hob相似，Toaster允许你配置、启动和监控构建。Toaster也提供搜索以及向你的构建增加元数据层和菜谱的功能性。自从Yocto项目版本1.8 Fido开始，Hob已经被Yocto项目团队官方弃用了，并且开发也已经停止，取而代之的是Toaster。
 
用Toaster工作要比用Hob工作稍微复杂一点儿，因为它要求用于Web服务器环境的额外设置。Toaster使用Django[1]Web框架。Django是完全用Python编写的高层级Web框架。Django利用对象关系映射（Object-Relational Mapping，ORM）用于数据库支撑的对象存储。Toaster使用ORM在数据库中存储构建统计和其他数据，这允许在后续构建间容易的比较。数据库系统可以是任何Django支持的关系型数据库管理系统（Relational Database Management System，RDBMS）。默认情况下，对于本地使用，Toaster为了简单性而使用SQLite。对于在远程构建服务器上的部署，我们推荐使用实际的关系型数据库管理系统，例如MySQL、MariaDB或者PostgreSQL。
 
在接下来的部分，我们讨论两种Toaster操作模式，两种模式下本地开发的设置，Toaster配置以及用Toaster设置一个生产构建系统。
 
[1] https://www.djangoproject.com。
13.1.1　Toaster操作模式
 
你可以以分析模式或者构建模式两者之一来运行Toaster。
 
分析模式
 
在分析模式中，Toaster附加到你以前用oe-init-build-env构建的现有构建环境上。在这个模式中，你直接使用bitbake命令开始构建镜像。然后Toaster收集构建统计和其他信息，把它们存储在数据库中，并且使得它们可用于在Web界面中浏览和查看。在通过BitBake启动你的构建之前，你需要首先启动Toaster。
 
在分析模式中，Toaster提供以下的功能性：
 
·包括菜谱和包在内的关于构建的镜像的细节信息。
 
·关于什么包已经被安装进镜像中的程序清单。
 
·浏览镜像目录结构的能力。
 
·包括变量设置在内的构建配置。
 
·检查错误、警告和日志消息以促进调试。
 
·关于任务执行和共享状态使用的信息。
 
·依赖性浏览器。
 
·例如构建时间、每个任务的时间、CPU使用率等的性能信息。
 
构建模式
 
在构建模式中，Toaster创建构建环境并且管理配置、BitBake执行以及分析模式下的数据收集和分析任务。你仅仅通过Toaster的Web界面与其交互。从Toaster界面中，你可以选择镜像，配置目标机器和构建的其他方面，并且启动构建。你不直接和BitBake交互，而是当Toaster在分析模式时，你直接和BitBake交互。
 
在构建模式中，除了分析模式的功能性以外，Toaster也提供了以下功能性：
 
·浏览层并且添加层到构建配置。
 
·选择目标镜像、目标机器和发行版策略。
 
·检查和设置配置变量。
 
·执行构建。
 
在构建模式中，Toaster提供与Hob不相上下的配置和执行功能性。用Toaster通过向镜像中增加包来配置镜像不像Hob那样方便，因为它要求你从Toaster用户界面中编辑IMAGE_INSTALL_append变量。使用Hob，它仅仅是选中多选框。与Hob相比，Toaster提供了更详细的构建分析和统计。
13.1.2　Toaster设置
 
Toaster是基于Django Web框架的，因此要求安装一些额外的Python包，然后你才可以使用它。你可以在已经安装了构建系统的根目录（例如/home/myname/poky）的bitbake/toaster-requirements.txt文件中找到包的列表。可以直接使用这个文件来安装需要的Python包。
 
你可以直接安装那些包到构建主机的Python库目录中，或者你可以使用Python虚拟环境（virtual environment）。Python虚拟环境基于构建主机上的原始Python设置来创建Python沙盒。如果你对冲突的版本有所顾虑，那么这是特别有用的。我们强烈推荐使用Python虚拟环境。
 
设置Python虚拟环境
 
你用virtualenv命令设置Python虚拟环境，所有Linux发行版作为一个包来提供virtualenv命令。如果它还没有安装在你的构建主机上，那么对Fedora或者Red Hat系统，你可以使用以下命令来安装它：
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或者对Ubuntu系统，使用：
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然后你可以用以下命令创建Python虚拟环境：
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命令在当前位置的名为pvenv的目录中创建新的Python虚拟环境。然后它把所有必要文件从构建主机的Python环境中复制到新的虚拟环境中。在构建主机上创建Python虚拟环境的位置是无关紧要的。
 
在你可以使用Python虚拟环境之前，你必须用以下命令来激活它：
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为了标示你正在工作于Python虚拟环境，你的命令行提示被前缀以在括号内的虚拟环境的名字，在我们例子中是（pvenv）。
 
你必须从活动的Python虚拟环境内执行所有与Toaster相关的操作，包括所需Python包的安装；否则，你的构建主机使用它默认的Python环境。
 
当在Python虚拟环境中时，你输入以下命令退出Python虚拟环境：
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安装Toaster需求
 
从Python虚拟环境内，执行：
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把需要的Python包（包括Django）安装进Python虚拟环境中。
 
现在你的构建主机已经准备好用于本地Toaster开发了。
13.1.3　本地Toaster开发
 
在本地开发模式中，Toaster使用Django内置的Web服务器而不是与外部Web服务器集成；它使用SQLite而不是RDBMS，这极大地简化了安装和配置。然而，对于工作组使用和远程部署来说，它不能伸缩。对于可伸缩的部署来说，你应该考虑使用Toaster生产设置，正如在13.1.5小节中所描述的。
 
构建模式下的本地Toaster开发
 
在活动的Python虚拟环境内，改变到你的构建系统安装的根目录中，例如，
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然后，用如下命令启动Toaster：
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如果这是你第一次启动Toaster，那么它初始化数据库，读取层和构建系统配置，并且执行一系列其他初始设置任务。一旦设置完成，Toaster打印出：
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你的构建主机的默认Web浏览器应该自动启动了，并且显示Toaster登录页面。如果Web浏览器没有自动启动，那么打开你喜欢的Web浏览器，并且在导航栏中输入：
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现在你可以创建Toaster项目、配置它并且构建它。
 
分析模式下的本地Toaster开发
 
如果你希望使用Toaster用于现有的构建环境并且通过直接调用BitBake来控制构建过程，那么首先从Python虚拟环境内引用构建环境：
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然后，首先从Python虚拟环境内启动Toaster：
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现在你可以像往常一样运行BitBake，例如：
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为了监控构建中的过程和在构建已经完成后查看构建统计等，把你的浏览器指向到：
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从Python虚拟环境内输入以下命令来停止Toaster：
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这终止所有Toaster进程。
13.1.4　Toaster配置
 
Toaster配置可以通过命令行选项、环境变量和Django管理用户界面来配置和管理。
 
设置不同端口
 
默认情况下，Toaster监听在构建主机的所有网络接口的8000端口。为了改变端口，在构建模式下用webport参数启动Toaster，如下所示：
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替代性地，你可以在分析模式下用webport参数启动Toaster：
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然后，Toaster监听所有网络接口上提供的端口[1]。
 
设置用于构建模式的Toaster目录
 
在构建模式下，Toaster在由环境变量TOASTER_DIR定义的目录中存储构建环境和来自远程仓库的额外层的克隆。在那个目录内，Toaster创建目录build，它包含构建环境；创建目录_toaster_clones，它包含克隆的层；创建数据库toaster.sqlite，它存储配置和构建数据。默认情况下，TOASTER_DIR被设置成当前目录（Toaster是从这里启动的）。
 
从不同的目录启动Toaster是设置Toaster目录的唯一方法。然后Toaster创建新的数据库，以及构建和层目录。
 
管理Django框架
 
Toaster构建在Django Web框架之上。Django Web框架提供了管理用户界面，它给了你对存储在数据库中的ORM的直接访问。为了使用用户界面，你必须首先创建Django超级用户。从Python虚拟环境内，执行：
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该命令启动Django管理实用程序，它首先询问你下列项：
 
·超级用户的用户名（必需）
 
·电子邮箱地址（可选）
 
·密码（必需；你必须输入2次以验证）
 
在Django创建了超级用户之后，你可以像往常一样用以下命令启动Toaster：
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然后通过向浏览器的导航栏中输入以下地址来访问管理用户界面：
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从管理用户界面中，你可以浏览Toaster ORM，并且增加数据库条目等。
 
如果你从不同目录启动Toaster，那么每个目录都包含自己的toaster.sqlite数据库。对每个这些Toaster环境，你必须分别创建超级用户。
 
Toaster管理提供了以下类别的访问：
 
·Auth：定义用户和用户组的身份验证类别。本地Toaster配置除了用于超级用户之外不再使用这个功能。用于生产的Toaster环境使用这个功能来和远程以及多个用户共享Toaster示例以控制访问。
 
·Bldcontrol：包含关于被Toaster使用的构建环境的信息的构建控制类别。一个Toaster实例可能控制在相同构建主机上的多个构建环境，或者通过网络控制在不同构建主机上的多个构建环境。对于本地开发，通常仅仅有一个构建环境。
 
·Orm：包含关于BitBake版本、层源、Yocto项目发布和Toaster设置的信息的对象关系模型。Toaster设置包含各种BitBake变量，你可以借由Toaster用户界面通过点击Project Configuration屏幕内的BitBake变量来设置它们。
 
通常，你不需要直接访问ORM，但是可以使用Toaster用户界面进行配置。
 
[1] 如果你熟悉Django，你可能知道Django不但允许你设置端口而且也允许你指定网络接口。当前对Toaster来说，不能指定网络接口。
13.1.5　Toaster生产部署
 
Toaster的生产部署允许实例在多个及远程的用户中共享。为了伸缩到承载多个用户访问Toaster服务的负载，Toaster使用外部Web服务器代替Django的内置Web服务器，并用RDBMS代替SQLite。生产部署也通常被设置成构建模式而不是分析模式。正如我们已经看到的，构建模式允许用户直接从Web用户界面中创建Toaster项目并且启动构建。
 
用于Django生产部署的Web服务器首选是Apache。对于RDBMS来说，你可以在MySQL和PostgreSQL之间选择。你选择哪一个可能依赖于你的喜好以及过去的经验。对这个例子，我们选择MySQL。
 
几乎所有Linux发行版都已经用MariaDB[1]替换了MySQL。MariaDB是MySQL的一个直接可用的替代品，它是由原来MySQL的开发者维护的。即使Linux发行版的包管理器可能仍然在包名字中使用mysql，但是它们实际上安装MariaDB。
 
准备生产主机
 
为了准备用于Toaster设置的生产系统，执行下面的步骤：
 
1.为Yocto项目构建系统安装先决条件，正如第2章中所描述的。
 
2.安装Apache Web服务器、MySQL（MariaDB）及开发库、Python虚拟环境和Apache的Python模块。
 
a.在Ubuntu系统上：
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b.在Fedora或者Red Hat系统上：
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3.启动Apache Web服务器。
 
a.在Ubuntu系统上：
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b.在Fedora或者Red Hat系统上：
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通过把的浏览器指向生产主机来验证Web服务器是否正在运行。你应该看到默认网页，网页的内容依赖于你的发行版。
 
4.启动数据库服务器。
 
a.在Ubuntu系统上：
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b.在Fedora或者RedHat系统上：
 

 [image: ]

 
5.默认情况下，MySQL（MariaDB）没有为root设置密码。为了第一次设置root密码，执行以下命令：
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6.验证你可以登录进MySQL（MariaDB）服务器：
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数据库应该询问你在前面步骤设置的密码，然后显示命令提示符。
 
7.为Toaster准备MySQL数据库：
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你的生产主机现在已经准备好用于Toaster的安装和配置了。
 
Toaster的安装和配置
 
对生产配置，作为Poky构建系统一部分的Toaster最理想的是被安装到Apache Web服务器的文档根目录，这允许更简单的应用Apache访问规则层级结构。通常，那个目录是/var/www。你可以安装到不同的目录，但是你需要对应地调整Apache配置。执行以下步骤来在你的生产主机上安装和配置Toaster：
 
1.在Web服务器文档根目录中创建一个目录，并且安装Poky构建系统。我们正在使用/var/www/toaster作为安装目录和Poky的Jethro分支：
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2.安装Toaster和Django Web框架用于访问MySQL数据库所需要的Python包。我们推荐再次使用Python虚拟环境来隔离Toaster设置和生产主机的Python设置。
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3.通过按照如下编辑在文件/var/www/toaster/poky/bitbake/lib/toaster/toastermain/settings.py中的配置部分来配置Toaster：
 
a.修改用于MySQL的DATABASES部分：
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对数据库NAME、USER和PASSWORD，使用上一小节第7步中的值。移除HOST和PORT设置以使用UNIX域套接字（UNIX domain socket）来访问MySQL数据库，这是默认的情况。
 
b.修改SECRET_KEY为唯一的密钥：
 

 [image: ]

 
你可以使用OpenSSL来创建任意的密钥。下面的命令创建16个字符长度的base64编码的密钥：
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c.修改STATIC_ROOT为
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Django和Toaster两者所使用的静态服务的文件（例如HTML和JavaScript文件）需要由Apache Web服务器提供。这些文件被收集并且复制到这个目录。
 
d.通过设置BUILD_MODE为下面的值来启用构建模式：
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4.创建数据库方案（schema），加载默认数据并且收集静态服务文件：
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与步骤相关的几个解释是恰当的：
 
·syncdb和migrate命令创建数据库方案。它们也安装Django的身份验证，询问你是否希望创建用于访问管理用户界面的超级用户。我们推荐你在此时这样做。替代性地，你可以在稍后创建超级用户，正如13.1.4小节中所描述的。
 
·checksettings命令从文件poky/meta-yocto/conf/toasterconf.json中加载Toaster配置数据。这个文件包含默认设置以及关于层源的信息。TOASTER_DIR环境变量决定Toaster在哪里创建构建环境。正如在前面例子中所看到的，使用pwd把构建环境放在/var/www/toaster/poky目录，这可能是不可取的，因为构建环境变得非常大。你可以指定不同的目录——只要保证它是存在的并且对运行Toaster构建的用户来说是可写的。
 
·collectstatic命令获取静态服务的文件，正如前面所描述的。不像其他命令，你必须以root权限运行collectstatic，除非你改变static目录的权限。
 
Web服务器配置
 
这个步骤把Toaster和Apache Web服务器集成起来。在你生产主机的Apache配置目录中，你需要一个Web服务器网关接口（Web Server Gateway Interface，WSGI）配置文件。
 
在Ubuntu和Debian系统上，创建文件：
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在Fedora和Red Hat系统上，创建文件：
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并写入程序清单13-1的内容。
 
程序清单13-1　WSGI配置（toaster.conf）
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如果你改变了例子中的Poky安装位置或Python虚拟环境，那么确保你在WSGIDaemonProcess设置中对应地调整了它们。
 
在Ubuntu和Debian系统上，你需要用以下命令显式地启用WSGI模块和Toaster配置：
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这个步骤在Fedora和Red Hat系统上是不需要的。
 
最后，你需要重启Apache Web服务器。在Ubuntu和Debian系统上，使用以下命令：
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在Fedora和Red Hat系统上，使用以下命令：
 

 [image: ]

 
现在，在你浏览器的导航栏中输入你生产主机的主机名或者IP地址，你应该看到Toaster登录页面。如果你得到错误消息，那么参考Apache Web服务器的日志文件以获得关于错误的根本原因的信息——在Ubuntu和Debian系统上，它是在/var/log/apache2目录中；在Fedora和Red Hat系统上，它是在/var/log/httpd目录中。
 
安装构建运行服务
 
构建运行服务需要运行以执行构建。服务用bblayers.conf和local.conf的配置设置来创建Yocto项目构建环境，并且用已提供的镜像目标来执行BitBake。为了启动构建运行服务，使用以下命令：
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你可能希望把上面的命令包进一个简单的shell脚本中以简化执行，正如程序清单13-2所示的。
 
程序清单13-2　Toaster构建运行shell脚本（toasterbuildrunner.sh）
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不要以root运行构建运行服务。构建运行服务执行BitBake，BitBake拒绝以root权限运行。在安装和配置Toaster时，确保运行构建运行服务的用户对你用TOASTER_DIR指定的目录拥有完全的访问。
 
现在你可以从Toaster Web用户界面中启动构建。
 
维护你的Toaster生产实例
 
为了使你的Toaster生产实例总是保持最新的，你需要有规律地更新数据库中的层源信息。这保证你总是对最新的层和菜谱拥有访问。为了加载最新的层信息到Toaster数据库中，使用命令：
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为了更新你的生产Toaster实例到Yocto项目的一个更新的版本，使用以下命令：
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运行checksettings用来自toasterconf.json文件的更新的发布和层信息来填充数据库。执行collectstatic保证用户界面更新是对Web服务器可用的。在更新后，确保重启Web服务器。
 
[1] https://mariadb.org。
13.1.6　Toaster Web用户界面
 
Toaster Web用户界面提供以下的功能性：
 
·项目管理：创建、配置和查看Toaster项目。Toaster项目类似于通过命令行引用oe-init-build-env创建的构建环境。Toaster为你创建和管理环境。对项目，你选择希望使用其来构建项目的Yocto项目发布。
 
·构建配置：在Toaster项目内，你可以配置机器、发行版和其他设置，正如你通过编辑构建环境的conf/local.conf文件所做的。Toaster用户界面提供对常见配置变量的直接访问，例如DISTRO、IMAGE_FSTYPES、IMAGE_INSTALL_append、PACKAGE_CLASSES和SDKMACHINE。你可以按照你希望的增加其他变量。然而，一些变量是被排除的。这些变量是那些影响构建主机的配置和设置到构建制品存储位置的路径的变量，例如SSTATE_DIR和TMPDIR。
 
·层管理：Toaster允许你向你的项目增加层和去除层。你也可以浏览可用层的列表。meta、yocto和yocto-bsp这3个层是默认包含在项目中的，并且被自动从Poky仓库中检出。来自OpenEmbedded层索引中关于层的信息是直接从网页中获取的并且被显示在Toaster用户界面中。通过简单地单击按钮，你即可增加那些层到你的项目中。这些层是按需从OpenEmbedded层仓库中检出的。另外，你可以从Git仓库中导入自己的层。你需要保证你正在导入的层与你为项目选择的Yocto项目发布是兼容的。
 
·镜像目标：Toaster从各种可用层中识别和列出镜像目标。如果镜像目标是从一个你构建配置所包含的层中可用的，那么你可以通过单击镜像目标旁边的Build recipe按钮来直接构建它。否则，单击Add layer按钮以增加层到你的构建配置中。如果层依赖于其他的层，那么Toaster把依赖性通知给你，并且自动包含它们。
 
·包菜谱：Toaster维护所有层的所有菜谱列表，不管它们是否已经被你的构建所包含。搜索功能帮助寻找特定的菜谱。例如，在搜索栏中输入jdk列出所有提供Java JDK的菜谱。单击按钮，你可以增加包含菜谱的层并且构建它。然而，构建菜谱不自动增加它到IMAGE_INSTALL。你必须通过编辑BitBake变量屏幕上的IMAGE_INSTALL_append变量来显式地增加它。
 
·构建日志：你可以直接从Toaster用户界面中查看和检查追踪、警告及错误消息。你也可以从Toaster中下载构建日志到你的本地机器。
 
·构建统计和性能信息：Toaster收集例如全局构建时间、每个任务的时间、CPU使用率和硬盘输入输出等构建统计。
 
·镜像信息：Toaster收集和展示关于什么包已经被构建并且被包含在镜像中的信息。你可以从Toaster用户界面中浏览镜像的结构并查看菜谱和包之间的依赖性关系。
 
虽然Toaster允许你选择和构建特定菜谱并且包含它到你的镜像中，但如果一个层为一个菜谱提供了多个版本，那么你不能直接选择一个菜谱的特定版本来构建。通常，正如我们前面所看到的，构建系统选择一个菜谱的最新版本。例如，如果Linux Yocto内核的最新版本是4.1，但是你想构建版本3.9，你需要增加
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到Toaster用户界面的变量配置中。
 
Yocto项目Toaster团队已经制造了一系列涵盖Toaster各个方面的指导性视频。你可以在www.youtube.com上找到这些视频。仅仅输入Yocto Project Toaster到YouTube搜索栏中。
13.2　构建历史
 
由构建系统处理的相当多的菜谱和配置文件决定什么包被构建、它们如何被构建、它们如何互相依赖以及最终完成的输出制品包含什么。那些输出包括但不限于二进制包、内核和根文件系统镜像以及软件开发工具包（Software Development Kit，SDK）。伴随着这么多影响构建的因素，在构建间维护可重复性和一致性以及追踪和审计变更的能力是一个强需求。
 
考虑升级软件包到新版本。如果那个软件包包依赖于一个新版本的库，而这个库是与很多其他包所共享的，那么看起来足够简单的东西会有重要的影响。在这种情况下，构建新版本的软件包自动拉取新版本的库，如果那个库不是向后兼容的，那么这可能对其他软件包造成问题。
 
构建系统的构建历史功能为维护构建质量提供了自动的支持，这是通过以下来完成的：记录关于包、镜像和SDK构建的核心信息；在文件中存储它们；以及提交那些文件到Git仓库中以创建可追踪的历史。构建历史是由buildhistory类实现的，该类是由所有菜谱全局性地继承的。它的行为是由几个配置变量控制的，这些变量允许你定义构建历史存储在哪里，从什么构建制品中收集信息等。
13.2.1　启用构建历史
 
构建历史默认是禁用的。你必须通过增加它到你构建环境的conf/local.conf中的INHERIT变量中以启用它：
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第一条语句启用buildhistory类，它为所有菜谱收集构建新型。第二条语句启用提交所有对构建历史的变更到Git仓库。如果你仅仅对收集关于最后构建的信息感兴趣，那么你可以通过设置BUILDHISTORY_COMMIT="0"来禁用提交到Git仓库。
 
构建历史是累积的，这意味着仅仅收集那些在构建过程中已经执行了的菜谱及其任务的信息。其他隐含着，如果你正在寻找完整的构建历史，那么你必须在启动第一次构建之前就为你的构建环境启用它。
13.2.2　配置构建历史
 
你可以通过一组配置变量来调整构建历史的行为：
 
·BUILDHISTORY_DIR：这个变量指定到buildhistory类存储构建历史信息所在位置的路径。默认设置是BUILDHISTORY_DIR?="${TOPDIR}/buildhistory。如果BUILDHISTORY_COMMIT是启用的，那么buildhistory类在那个位置创建Git目录。使用这个变量来迁移构建历史。
 
·BUILDHISTORY_COMMIT：这个变量控制构建历史是否提交到位于BUILDHISTORY_DIR内的本地Git仓库中。如果这个变量第一次用于现有构建历史，那么buildhistory类初始化在BUILDHISTORY_DIR中的Git仓库。在每次完成BitBake运行后，对构建历史的变更被提交到仓库。如果你希望追踪对构建历史的变更，那么设置BUILDHISTORY_COMMIT="1"。默认设置是BUILDHISTORY_COMMIT?="0"。
 
·BUILDHISTORY_COMMIT_AUTHOR：当使用Git仓库来追踪随时间演变而产生的构建历史变更时，变量提供一个用于提交到仓库的Git用户名。Git要求这个变量的值的形式是name<email@domain>。这个变量的默认设置是BUILDHISTORY_COMMIT_AUTHOR?="buildhistory<buildhistory@${DISTRO}>。只有在BUILDHISTORY_COMMIT设置成"1"时，这个变量的设置才起作用。
 
·BUILDHISTORY_FEATURES：buildhistory类为以下不同类别收集分析数据：
 
·image（镜像）：包含已安装包在内的镜像内容的分析数据。

·package（包）：各个包内容的分析数据。

·sdk：SDK内容的分析数据。
 
你可以以一个空格分隔的列表来指定这些类别的任意组合。默认值是BUILDHISTORY_FEATURES?="image package sdk"。
 
·BUILDHISTORY_IMAGE_FILES：这个变量指定空格分隔的路径列表，该路径指向安装在根文件系统镜像中的文件，以便你可以追踪文件的内容。对系统和应用配置文件来说，这尤其有用。默认设置是BUILDHISTORY_IMAGE_FILES?="/etc/passwd/etc/group"，这允许你追踪对用户和组条目的变更。buildhistory类使用cp命令来把文件从镜像根复制到构建历史目录。你可以将通配符用于路径的最后片段来用变量中的单一条目复制多个文件。然而，子目录不是递归复制的。例如，使用BUILDHISTORY_IMAGE_FILES="/etc/*"复制所有在/etc下的文件但不包括子目录。你需要显式地指定那些希望复制的子目录。
 
·BUILDHISTORY_PUSH_REPO：当使用Git仓库来追踪变化（这是非常推荐的）的时候，你可以有选择地指定远程Git仓库以在构建历史已经被提交到本地仓库后推送构建历史到Git仓库服务器。为了使BUILDHISTORY_PUSH_COMMIT生效，变量BUILDHISTORY_COMMIT必须被设置成1。对变量的默认设置是BUILDHISTORY_PUSH_REPO?=""。
13.2.3　推送构建历史到Git仓库服务器
 
除了用构建主机上的本地Git仓库追踪构建历史，推送所有变更到Git仓库是保证构建质量和维护历史的重要工具。虽然设置基本上是简单直接的，但是我们把这个部分专门用于这个主题是因为有一些重要的事情要考虑。
 
为了演示设置，我们使用公共GitHub仓库服务器[1]。对这个目的而言，我们不推荐使用GitHub，但是它提供了测试功能性的简单方法，因为设置Git仓库服务器不在本书的范围内。在可以使用GitHub之前，你必须创建GitHub账号，对仅仅托管公共仓库的账号来说，这是免费的。GitHub网站也解释了该过程。然后，使用GitHub Web用户界面创建空的Git仓库——例如，yp_buildhistory。不要创建任何文件，也不要对仓库做初始提交。第一次提交来自Yocto项目构建。
 
虽然你可以自由地读取和克隆在GitHub上的任何公共仓库，但是推送变更到仓库需要身份验证。构建系统使用安全Shell（SSH）来推送对本地构建历史Git仓库做出的变更到远程Git仓库。当使用SSH时，GitHub要求公钥基础实施（Public Key Infrastructure，PKI）用于身份验证。PKI由一对公钥和一对私钥组成。你在构建主机上创建密钥对并且上传公钥到GitHub上。GitHub对如何完成那个任务提供了好的指导[2]。当创建SSH密钥时，你可以选择使用密码来保护私钥。如果你计划用Yocto项目做自动化的构建，那么不推荐这么多，因为构建系统停止执行并且询问要输入的密码。
 
一旦你已经设置了GitHub账号，增加了SSH公钥到你账号，并且创建了仓库，那么你需要设置用于构建环境的构建历史。和往常一样，那个配置是通过设置在conf/local.conf中的变量来完成的，正如程序清单13-3所示。
 
程序清单13-3　构建历史配置（conf/local.conf）
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用于BUILDHISTORY_PUSH_REPO的URL当然依赖于远程仓库的设置。在例子master的案例中，指定分支是可选的，但要求分支已经存在于远程仓库中，而对于空的仓库这是不成立的。当多个构建环境推送构建历史到相同的远程仓库时，使用分支并且显式地指定它们是强烈推荐的，这允许为每个构建环境使用不同的分支。BitBake变量扩展适用于BUILDHISTORY_PUSH_REPO，正如它适用于任何其他变量一样。这意味着，你可以使用例如${DISTRO}的变量来指定分支。
 
因为构建系统总是提交构建历史中的变更到主干分支，所以你手动地使用
 

 [image: ]

 
来创建和切换到本地构建历史Git仓库的那个分支中。
 
在那之后，你可以在BUILDHISTORY_PUSH_REPO中使用branchname。
 
[1] https://github.com。

[2] https://help.github.com/articles/generating-ssh-keys。
13.2.4　理解构建历史
 
构建历史以由目录和文件组成的特定结构存储在BUILDHISTORY_DIR之下（见程序清单13-4）。
 
程序清单13-4　构建历史结构
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位于顶级的是用于通过BUILDHISTORY_FEATURES启用的类别的子目录。在一个成功的构建完成后，用于镜像和包特性的子目录总是存在的。用于软件开发工具包特性的子目录仅仅在你已经用-c populate_sdk构建了SDK之后才被创建和填充。另外，构建历史的顶级目录也包含文件metadata-revs，它包含元数据层的修订信息，而这些元数据层是在构建生产时由构建系统所使用的。
 
构建历史镜像信息
 
构建历史镜像信息正如${DEPLOY_DIR}/image目录中的镜像一样是按照机器划分类别的。在那之下是一个名为C库的子目录。除非你正在用不同的C库构建，否则那个子目录的名字就是glibc。在C库子目录下，构建系统为每个镜像目标创建一个子目录，例如core-image-base。在镜像目标子目录内是包含关于镜像的信息的各种文件和目录：
 
·build-id.txt：用到的构建配置，包括BitBake版本、构建主机和元数据层版本等。
 
·depends.dot：以文本的DOT格式表现的完整依赖性关系图，它可以被Graphviz和其他能够解析DOT格式的软件所渲染。
 
·depends-nokernel.dot：和前面一个相同，但不包括内核依赖性。
 
·depends-nokernel-nolibc.dot：和前面一个相同，但不包括C库依赖性。
 
·depends-nokernel-nolibc-noupdate.dot：和前面一个相同，但不包括更新依赖性。
 
·depends-nokernel-nolibc-noupdate-nomodules.dot：和前面一个相同，但不包括内核模块依赖性。
 
·files-in-image.txt：镜像中的所有文件列表，本质上是根文件系统的命令find/!-path.-printf"%M%-10u%-10g%10s%p\n"输出。
 
·image-files：包含由BUILDHISTORY_IMAGE_FILES指定的文件的子目录。
 
·image-info.txt：直接影响镜像的内容和大小的变量及其值的列表。
 
·installed-package-names.txt：按照字母排序的、安装在镜像中的所有包名的列表。
 
·installed-package-sizes.txt：按照大小（从大到小）顺序排列的、安装在镜像中的所有包的列表。
 
·installed-packages.txt：按照字母排序的、安装在镜像中的所有包的完整包文件名的列表。
 
带有概述性总结的image-info.txt文件对于追踪镜像内容中的变更提供了有用的起点。存储在文件中的变量有：IMAGE_CLASSES，其包含用于创建镜像的类的列表；IMAGE_INSTALL、IMAGE_FEATURES和ROOTFS_POSTPROCESS_COMMAND，它们直接参与编译根文件系统的内容。
 
构建历史包信息
 
针对包的构建历史按照架构被组织进子目录中并且包含为构建主机和目标所创建的包。架构子目录和用在${BASE_WORKDIR}内的子目录是相同的。
 
每个包都有自己的子目录，其包含名为latest的文件和用于每个在包拆分过程中创建的安装包的子目录。包顶级的latest文件包含包版本（PV）和包修订（PR）信息、构建依赖性列表（DEPENDS）以及创建的安装包的列表（PACKAGES）。如果包是从获取自版本控制系统（如Git）的源创建的，那么目录也包含文件latest_srcrev，它包含所使用分支的源修订的列表。
 
每个安装包子目录包含一个或者多个带有包信息的文件。
 
·latest：在构建中决定包的内容的变量及其值的列表。这个列表包含PV、PR、RPROVIDES、RDEPENDS、FILES以及一个PKGSIZE条目（以KB为单位的整个包的大小）。
 
·files-in-package.txt：包含在包中的所有文件及其路径和大小的列表。
 
·latest.pkg_*：在实施特定的命令之前或者之后，包含由包管理器执行的任何命令的文件，特定的命令包括install、update和remove。
 
当你希望为那些使用AUTOREV来自动化从仓库分支中获取最新修订的包固定源修订时，包含在包的latest_srcrev文件中的源修订信息是重要的。你可以使用脚本buildhistory-collect-srcrevs来从构建历史中以一种可直接用在例如conf/local.conf的配置文件或者发行版策略文件中的格式收集源修订。针对从版本控制系统源中获得的每个包，脚本产生以下形式的一行：
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默认情况下，脚本仅仅为正在使用AUTOREV的包产生输出，除非在调用脚本的时候，你对命令行使用-a或者--report-all参数。
 
在配置中指定SRCREV_pn-<packagename>不会阻止变量被菜谱的追加文件或者构建配置中的其他地方所覆盖。为了阻止覆盖，必须增加forcevariable：
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当-f或者--forcevariable被增加到命令行时，脚本自动增加forcevariable。
 
构建历史软件开发工具包信息
 
当软件开发工具包（SDK）目标被构建系统处理时，构建历史收集关于SDK的内容的信息。多个SDK按照发行版和镜像目标被分离进子目录中。因为SDK是为构建主机和目标所构建的，所以构建历史包含用于它们每一个的信息。用于SDK的构建历史目录包含以下：
 
·files-in-sdk.txt：包含在SDK中的文件列表。这个列表是针对构建主机和目标的。
 
·sdk-info.txt：决定SDK内容的配置变量及其值的列表，以及SDK大小的一个条目：
 
·DISTRO：发行版策略。

·DISTRO_VERSION：发行版版本字符串。

·SDK_NAME：SDK名字字符串。

·SDK_VERSION：SDK的版本字符串。

·SDKMACHINE SDK：机器信息。

·SDKIMAGE_FEATURES：用于构建SDK根文件系统镜像特性的列表，这些特性通常是dev-pkgs和dbg-pkgs。

·SDKSIZE：SDK的大小。
 
·host和target：包含具有关于主机和目标SDK的信息的文件的目录。这些文件在这两个目录中创建：
 
·depends.dot：以文本的DOT格式表现的完整依赖性关系图，它可以被Graphviz和其他能够解析DOT格式的软件所渲染。

·installed-package-names.txt：以字母顺序排列的安装在SDK中的包名的列表。

·installed-package-sizes.txt：安装在SDK中的包名和包大小的列表，是按照从最大包到最小包的顺序排列的。

·installed-packages.txt：按照字母排序的、安装在SDK中的所有包的完整包文件名的列表。
13.3　源镜像
 
在本书4.5节中，我们讨论了构建系统如何访问和下载源，以及镜像站点可以如何被用来设置替代性的下载位置而不用修改菜谱中的SRC_URI。
 
设置你自己的镜像站点由于以下原因来变得很有意义：
 
·对有很多开发者的团队来说，避免从互联网下载数GB的源包。
 
·为了一致性和可重复性而确保一个团队的所有开发者正在从相同的源来构建。
 
·为产品交付控制源包版本。
13.3.1　使用源镜像
 
我们已经看到，在检查了一个源包是否在由DL_DIR指定的本地下载目录中可用之后，构建系统首先使用由变量PREMIRRORS指定的镜像站点用于对源包的远程访问。变量包含由换行符分隔的数组列表，数组为键指定正则表达式来匹配SRC_URI。当然，你可以自己直接在构建环境的conf/local.conf文件中设置PREMIRRORS变量。然而，更方便的是，你可以使用own-mirrors类和变量SOURCE_MIRROR_URL。正如程序清单13-5所示，own-mirrors类仅仅包含PREMIRRORS变量赋值而没有其他内容。
 
程序清单13-5　own-mirrors类
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类本质上通过将变量SOURCE_MIRROR_URL复制到构建系统获取器所支持的所有协议方案中来为你完成所有工作。所有你要做的是，继承own-mirrors类并且在构建环境的conf/local.conf文件中将SOURCE_MIRROR_URL变量设置为自己的镜像站点：
 

 [image: ]

 
例子使用file：方案来直接访问文件系统，它可以是本地或者任何类型的远程文件系统，例如网络文件系统（Network File System，NFS）。替代性地，你可以为构建系统使用ftp：、http:和https:方案来访问你的镜像站点。对团队开发来说，使用你自己的发行版策略而不是本地构建环境配置来设置自己的镜像也是有意义的。
 
使用带有SOURCE_MIRROR_URL的own-mirrors类或者直接设置PREMIRRORS都不能阻止构建系统访问例如菜谱的SRC_URI的其他下载资源或者由MIRRORS指定的后镜像。然而，对于产品部署，关键的是，构建系统不会在无意中从非受控位置获取任何源包。可以通过设置MIRRORS为空字符串来实现禁用后镜像。然而，在菜谱中全局性地禁用SRC_URI是不可能的。
 
使用
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禁止用于从任何下载源获取的网络访问，包括由PREMIRRORS指定的那些。如果你仅仅打算为镜像站点使用file:方案，那么这会工作得很好。然而，对一个对团队开发有用的、具有自动化构建和质量保证的设置来说，你应该使用FTP、HTTP或者HTTPS协议从受控的镜像站点来启用获取而没有不经意地从互联网上获取源包的风险。你可以通过设置以下内容而限制仅仅允许访问PREMIRRORS来实现这个目的：
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另外，或者是替代性地，你可以限制仅仅允许对特定主机的网络访问。变量BB_ALLOWED_NETWORKS指定空格分隔的主机列表，构建系统被允许从这些主机中获取源包：
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这个例子允许从属于acme.com域的server1和server2上获取。基础的通配符匹配被提供来匹配主机名的开头：例如
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允许从任何属于acme.com域的主机上获取。
 
当使用BB_ALLOWED_HOSTS时，列在镜像变量PREMIRRORS和MIRRORS中的主机被简单跳过，并且一条日志消息被记录。用未包含在BB_ALLOWED_HOSTS的主机来访问SRC_URI会导致错误。
 
联合使用BB_ALLOWED_HOSTS和own-mirrors类以及SOURCE_MIRROR_URL或者直接联合使用BB_ALLOWED_HOSTS和PREMIRRORS允许你利用网络协议方案同时阻止构建系统访问任何未被列在BB_ALLOWED_HOSTS中的下载站点。增加列在BB_ALLOWED_HOSTS中的主机到SOURCE_MIRROR_URL或者PREMIRRORS会导致源只能从已授权的主机获取。如果源包是在镜像站点上缺失的，那么构建系统通过使用来自菜谱的SRC_URI来尝试获取它。这会导致失败，因为在SRC_URI中的上游主机没有被BB_ALLOWED_HOSTS列出。这正是你希望的行为，因为它把任何从非受控的站点访问资源的尝试通知给你。
13.3.2　设置源镜像
 
如何设置源镜像取决于你。你必须决定，是否希望在构建主机上挂载来自源镜像的文件系统导出并且使用file:方案，或者是否宁愿设置HTTP/HTTPS或者FTP服务器。在任何情况下，你必须使用构建系统下载一次源包，然后把它们从由DL_DIR指定的下载目录中复制到你的镜像主机。
 
直接从远程源仓库（例如Git、Apache SVN、Perforce等）中检出的源以树的形式被放在下载目录中。这使得它们不适合简单地复制到稍后可以用file:、ftp:、http:或者https:方案访问的镜像站点。在构建环境的conf/local.conf中使用
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使得构建系统从仓库树中创建tar包，然后可以简单地把它们以及其他源包复制到你的镜像站点。为了性能的原因，BB_GENERATE_MIRROR_TARBALLS默认是被禁用的。
 
以下是几个简单的步骤，它们让你设置自己的源镜像：
 
1.设置构建环境并且启用BB_GENERATE_MIRROR_TARBALLS。
 
2.用bitbake-c fetchall<target>启动构建，其中<target>是任何综合性的镜像目标，例如core-image-sato。
 
3.复制所有包含在下载目录中的源tar包到你的镜像主机。
 
4.设置一个构建环境来继承own-mirrors并且把SOURCE_MIRROR_URL指向你的新镜像。你可以禁用BB_GENERATE_MIRROR_TARBALLS。
 
5.启动构建以测试从新镜像获取。
 
6.通过按需设置BB_NO_NETWORK或者BB_ALLOWED_HOSTS来调优你的设置。
13.4　自动构建器
 
Yocto项目自动构建器（Autobuilder）是基于开源持续集成框架Buildbot的自动化构建系统[1]。Buildbot是用于自动化软件构建、质量保证和发布过程的可扩展的框架。
 
Buildbot是以Python编写的，并且是使用Twisted Python[2]事件驱动的网络引擎来实现的。Buildbot是作业调度系统——它把作业排队，监控执行作业的必要资源，当资源就位时执行作业，并且报告结果。
 
Buildbot部署通常至少由一个控制器和一组工作者组成。控制器监控源代码仓库，调度作业，协调工作者并报告作业执行的结果。控制器为用户提供Web用户界面来与系统交互。工作者可以被部署在和控制器相同的系统上，或者被部署在独立的系统上，后者使得Buildbot成为分布式构建引擎。控制器分配构建器（builder）到工作者，工作者执行构建器并且把结果报告回控制器。
 
Buildbot配置是通过Python脚本来完成的，这和设置配置变量一样简单。然而，完整的Python功能性是可用的，这允许通过Python代码实现配置的动态生成。
 
Yocto项目自动构建器通过一组用于Yocto项目目标的标准构建器来扩展Buildbot。Yocto项目构建基础设施使用自动构建器用于每夜构建、持续集成和发布构建。你可以通过其位于https://autobuilder.yoctoproject.org的首页来访问Yocto项目自动构建器。除非你有Yocto项目自动构建器的登录账号，否则你不能自己调度和执行构建，但是你可以查看最新构建的当前状态和构建历史。你也可以直接从Yocto项目自动构建器的发布目录[3]下载用于各种机器的镜像构建和Eclipse插件等。
 
Yocto项目构建团队已经把自动构建器以及设置和执行脚本打包在一起了，这使得让一个自动构建器实例运行在你自己的系统上这一过程变得很短（只需几分钟）。
 
[1] http://buildbot.net。

[2] https://twistedmatrix.com/trac。

[3] http://autobuilder.yoctoproject.org/pub。
13.4.1　安装自动构建器
 
具有运行在相同主机上的一个控制器和一个工作者的自动构建器的基本安装和配置可以通过以下3个简单步骤来完成：
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就这么简单。yocto-autobuilder-setup脚本产生大量输出，你应该注意其中一些：
 
·Client–Server Password（客户端–服务器密码）：这是工作者用于向控制器识别自己的密码。这个密码被用在控制配置文件yocto-controller/controller.cfg和工作者配置文件yocto-worker/buildbot.tac中。
 
·User Name and Password（用户名和密码）：脚本为Web用户界面创建用户名和密码，并且把它们存储在文件yocto-autobuilder/.htpasswd中。密码是以加密的形式存储的，所以你需要记录下密码。如果你忘记或者丢失了密码，那么你可以用以下命令创建一个新的并且把它写到密码文件中：
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确保你使用了自动构建器提供的./bin/htpasswd命令而不是安装在你的系统上的那个。
 
·Environment Variables（环境变量）：脚本增加自动构建器路径到环境变量PYTHONPATH和PATH，设置变量YOCTO_AB_CONFIG，并且打印它们的值到控制台。你可以复制和粘贴设置到你的.bashrc文件，或者你可以在每次希望使用自动构建器的时候引用脚本。再次引用脚本是安全的。它检测前面的设置，例如现存的配置和密码文件，并且不会覆盖它们。
 
现在你可以用以下命令启动自动构建器：
 

 [image: ]

 
它在相同的节点上启动了一个控制器和一个工作者。脚本接受以下参数：
 
·both（两者）：启动控制器和工作者。
 
·controller（控制器）：仅仅启动控制器。
 
·worker（工作者）：仅仅启动工作者。
 
为了关闭自动构建器，使用yocto-stop-autobuilder，它和启动脚本接受相同的参数。
 
在启动了自动构建器后，把你的浏览器指向：
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它把你带到自动构建器登录页面。从那里开始，你可以使用你的用户名和密码登录自动构建器。
 
单击Builders链接，它把你带到所有已配置的构建器列表。单击一个，例如nightly-x86-64。为了在其周期调度之外强制启动一个构建器，单击Force Build按钮。一旦构建器被启动，你可以在Waterfall视图中观察它的进度。
13.4.2　配置自动构建器
 
自动构建器配置是通过一系列配置文件来完成的。这些不是BitBake配置文件。那意味着，没有BitBake变量扩展可供你使用。
 
自动构建器全局配置文件
 
文件config/autobuilder.conf是全局的自动构建器配置文件。文件被划分为几个部分。每个部分是通过中括号内的部分名来引入的。每个部分包含一个或者多个配置变量。部分名和变量名大部分是不用解释的。这里，我们讨论你最常希望调整的参数。
 
·[GitSettings]：处理Git仓库。
 
·OPTIMIZED_GIT_CLONE：如果设置为True，那么Git仓库在使用后被移动到临时存储位置而不是从自动构建器中删除。这加速了构建过程，但是需要用定时任务来执行对过时目录的外部清理。默认设置是True。然而，这个设置是相当耗费磁盘空间的。如果你的工作者磁盘空间不多，那么你可能希望考虑禁用这个设置。

·OGIT_TRASH_DIR：过时的Git仓库被移动到的目录。

·OGIT_MIRROR_DIR：克隆Git仓库所到的目录。

·OGIT_TRASH_CRON_TIME：用于清理过时Git仓库的定时任务设置。

·OGIT_TRASH_NICE_LEVEL：清理任务的优先级。
 
·[BuildHistorySettings]：自动构建器是否收集构建历史以及在哪里存储它。
 
·BUILD_HISTORY_COLLECT：如果设置为True，那么自动构建器收集构建历史。

·BUILD_HISTORY_DIR：构建历史被存储在的目录。

·BUILD_HISTORY_REPO：用于构建历史的远程仓库。
 
·[ErrorReportSettings]：自动构建器是否收集、存储和发布有关自动构建器遇到的错误的报告。
 
·ERROR_REPORT_COLLECT：如果设置为True，自动构建器收集错误报告。

·ERROR_REPORT_EMAIL：错误报告被发送到的邮箱地址。
 
·[PublishSettings]：是否以及向哪里发布构建制品。
 
·PUBLISH_BUILDS：如果设置成True，那么自动构建器发布镜像和包仓库到MACHINE_PUBLISH_DIR、QEMU_PUBLISH_DIR、RPM_PUBLISH_DIR、DEB_PUBLISH_DIR和IPK_PUBLISH_DIR，它们是BUILD_PUBLISH_DIR的子目录。

·PUBLISH_SOURCE_MIRROR：如果设置为True，自动构建器发布要用于一个源镜像的源文件到SOURCE_PUBLISH_DIR。

·PUBLISH_SSTATE：如果设置成True，自动构建器发布共享状态环境到SSTATE_PUBLISH_DIR。
 
·[BuildSettings]：用于被工作者使用的构建环境的conf/local.conf文件的设置。
 
·[QAEmail]：自动构建器应该发送关于构建结果的邮件所到的邮箱地址。
 
通常，你可能希望调整用于构建制品的目录而希望其他你需要的数据保留。默认设置把所有文件存储在/tmp/yocto-autobuilder，当系统重启时，这个目录会丢失。
 
控制器配置文件
 
文件yocto-controller/controller.cfg包含用于控制器的配置设置。这个文件使用Python语法。所有配置被存储在一个名为BuildmasterConfig的字典中。这些是由位于http://docs.buildbot.net的Buildbot文档详细解释的Buildbot配置设置。我们在此覆盖一些最重要的内容：
 
·c['debugPassword']：如果设置了，那么你可以使用Buildbot调试客户端来连接控制器。
 
·c['title']：显示在自动构建器网页上部的标题。
 
·c['titleURL']：嵌入在标题中的URL（通常匹配c['buildbotURL']）。
 
·c['buildbotURL']：自动构建器的Web服务器监听到的URL、主机和端口。
 
·c['workers']：被控制器识别的工作者列表。每个工作者必须有一个唯一的名字和其用于向控制器进行身份验证的密码。工作者名字和密码必须匹配工作者配置中的对应值。
 
·c['workerPortnum']：控制器监听用于接受工作者连接的TCP端口号。端口号必须匹配工作者配置的端口号码。
 
·c['status']：自动构建器向其发布构建状态报告的状态目标列表。Buildbot提供大量状态目标，例如网页、邮件发送程序和互联网中继聊天（Internet Relay Chat，IRC）机器人。Buildbot文档包含关于如何配置各种状态目标的细节。
 
·c['db']：自动构建器用于存储它状态信息的数据库。默认是SQLite数据库。其他数据库（包括MySQL和PostgreSQL）是可以配置的。Buildbot文档解释了细节。为了性能原因，你可能希望为生产环境使用RDBMS而不是SQLite。
 
你可在文件中设置其他配置选项，例如c['multiMaster']，它允许使用多个控制器来创建更加可伸缩的构建工厂。
 
工作者配置文件
 
文件yocto-worker/buildbot.tac包含工作者信息。这个文件也使用Python语法。这些是你需要调整以创建分布式系统的设置：
 
·buildmaster_host：控制器正在运行的主机名或者主机的IP地址。
 
·port：控制器监听用以接收工作者连接的端口号。值必须匹配控制器配置的c['workerPortnum']。
 
·workername：用于工作者的唯一性名字。值必须匹配在控制器配置的c['workers']中的工作者的名字。
 
·passwd：用于和控制器进行身份验证的密码。值必须匹配用于在控制器配置的c['workers']中的工作者的密码。
 
构建集配置
 
自动构建器根目录包含多个其名字全部以buildset-开头的目录。在Buildbot语言中，构建集是一系列按照构建集定义的顺序执行的步骤。程序清单13-6显示了用于每夜x86_64构建的自动构建器构建集。
 
程序清单13-6　nightly-x86-64构建集（buildset-config/nightly-x86-64.conf）
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构建集通常至少包含这些元素：
 
·Buildset Name（构建集名字）：在中括号（[]）内的构建集的名字。
 
·Repos（仓库）：包含要监控的仓库描述的字典列表。仓库描述本身就是一个字典，它的键是repourl、layerversion和branch。
 
·Steps（步骤）：构建步骤字典列表。构建步骤是位于自动构建器根目录的lib/python2.7/site-packages/autobuilder/buildsteps中的Python类。步骤可能接受参数，它们是作为字典来提供的。
 
Buildbot包含关于如何创建构建集和构建步骤的通用例子和解释。文件README-NEW-AUTOBUILDER解释自动构建器构建集合构建步骤是如何被配置的。
13.5　总结
 
在本章中，我们描述了你可以用来伸缩Yocto项目构建系统到开发团队和生产环境的工具和技术。
 
·Toaster用Web用户界面来扩展了构建系统，它允许远程部署和共享的构建资源。
 
·构建历史提供对构建配置和构建输出的追踪。它是维护构建质量和可重复性的重要工具。由一个初始构建创建的基线（baseline）开始，对配置和元数据制品的变更被保存在Git仓库中以创建因果关系的无缝历史。
 
·通过使用源镜像，开发团队可以共享源下载，并且生产环境可以控制用于生产部署的软件包镜像是从什么源镜像中创建的。
 
·自动构建器为Yocto项目构建提供自动化的持续构建和集成系统。它是一个完全开箱即用（out-of-the-box）的解决方案，它已经准备好在短时间内被部署。它的默认构建集覆盖所有标准Yocto项目构建目标。它们是一个坚实的基础，可被轻松扩展和调整到适合你自己的需求。
13.6　参考文献
 
Buildbot文档，http://docs.buildbot.net。
 
Yocto项目自动构建器，https://www.yoctoproject.org/tools-resources/projects/autobuilder。
 
Yocto项目参考手册，www.yoctoproject.org/docs/2.0/ref-manual/ref-manual.html。
 
Yocto项目Toaster手册，www.yoctoproject.org/docs/2.0/toaster-manual/toaster-manual.html。
附录A　开源许可协议
 
开源许可的列表是相当长的。OpenEmbedded构建系统在它的meta/files/common-licenses目录中提供用到的173种许可的文本。开源组织（Open Source Initiative，OSI）[1]分析和审查许可并且发布已批准的开源许可列表，这样做的目的是，向用户、开发者、商业和政府机构提供对开源许可的教育。作为参考，最常用的4个开源许可的逐字文本在本附录中提供。
 
A.1　MIT License（MIT）
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A.2　GNU General Public License（GPL）Version 2
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A.3　GNU General Public License（GPL）Version 3
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A.4　Apache License Version 2.0
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[1] https://opensource.org。
附录B　元数据参考
 
表B-1和B-2分别列出层和机器，它们显示在接下来的页面中。为了获得可搜索的参考，请访问http://layers.openembedded.org/layerindex/branch/master/layers/。
 
表B-1　层
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表B-2　机器
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