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第1章 Lin ux操作系统
 
本章主要内容
 
● Linux 系统版本。
 
● Linux 系统发展史和优势。
 
● Red Hat Enterprises Linux 系列。
 
Linux 原本只是内核的名称，但现在人们已经习惯将其视为一个操作系统。它最初是由芬兰的在校学生Linus Torvalds 从Minix 上开发出来的，并不断得到发展。
 
Linux系统诞生时以开源的方式出现，从而引起爱好者不断地加入，这使得Linux系统在不断发展的同时，网络功能也越来越健全。随着Linux系统不断发展，使得商业操作系统长期垄断市场的模式被打破，为计算机技术做出了不可磨灭的贡献。
 

 
1.1 Linux操作系统版本
 
作为开放源代码的Linux操作系统（图1-1所示为Linux操作系统的吉祥物），其在提供免费使用、自由传播的同时，也遵循由电气和电子工业学会制定的POSIX （Portable Operating System Interface of Unix，UNIX 可移植操作系统接口）标准。在设计上，其继承 UNIX 以网络为核心的思想，且采用模块化的结构，使系统拥有高效性和灵活性。
 

 [image: figure_0014_0001]

 

  图1-1 Linux的吉祥物Tux 

 
由于Linux是从UNIX上发展起来的，它与UNIX的风格颇为相似，且能够在PC上实现多用户、多任务、多线程和多CPU的特性。Linux是一个性能稳定的多用户网络操作系统，它主要运行在 Intel x86 系列CPU 的计算机上，且支持 32 位和 64 位硬件，拥有较强的兼容性。除完整的操作系统之外，Linux系统还包括文本编辑器、高级语言编译器等应用软件及X-Window图形系统。
 

 
1.1.1 内核版本
 
严格的意义上说，Linux这个词本身只表示 Linux内核，但实际上人们已经习惯把Linux视为整个操作系统。在系统的内核版本上，Linux系统的版本号可分为内核版本和发行版本这两种。
 
所谓的内核版本号，即在 Linus 领导下的内核开发小组所开发出的系统内核版本号，其可称官方的Linux内核版本，有实验版本和产品版本之分。
 
每个版本号都是由 3 个部分组成，即主版本号、次版本号和修订次数号。其组成的格式为：主版本号.次版本号.修订次数号。如具有里程碑的内核版本号为 1.0.0。从版本号 1.0.0可知，主版本号为1，最后一个0则为该内核版本修订的次数，而中间的这个数字0则为次版本号。
 
每个版本号都透露该版本的类型，如2.5.64和2.6.24。我们可以从此版本号中看出，当次版本号为奇数时，说明次版本的内核是测试版；当次版本号为偶数时，则表示此版本的内核是稳定版。而修订次数号（如64、24）是说明该内核版本被修改的次数。
 

 
1.1.2 发行版本
 
发行套件（distribution）版本即发行版本，发行版本是比较混乱的。
 
发行版本是由一些公司以及组织将Linux的内核与其他的应用软件及文档包装起来并发布到互联网上供下载使用。每个发行版本都有自己的特点，其发行版本号与内核版本号是独立的，所以发行版本号和内核版本号并不矛盾。
 
目前，在全世界有众多的组织发行上百种Linux系统的发行套件，比较著名的公司和组织及所发行的Linux版本如表1-1所示。
 

  表1-1 各主要Linux套件发行商 
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1.2 Linux系统发展史和优势
 

 
1.2.1 Linux系统发展史
 
我们知道，Linux是一种开源且自由传播，并遵循POSIX标准的操作系统软件，虽然Linux最初是由 Linus Torvalds 开发的，但系统的诞生、发展和成长始终依赖 UNIX 系统、MINIX 系统、CNU计划、POSIX标准和Internet的支持。在Linux的诞生过程中，Minix有着不可磨灭的功劳，Minix是由荷兰的一位教授开发的微型UNIX，Linus Torvalds在此基础上开发出了Linux最早的操作系统内核0.01版本。
 
后来，Linus Torvalds在0.01版本的基础上开发出0.02版本的操作系统内核并以开放源代码的形式将其发布到互联网上。这个开源操作系统软件的出现，立即引起了全世界软件爱好者和黑客的注意，他（她）们以通过Internet的形式加入了Linux开发的行列中，为Linux的发展做出了重大的贡献。
 
随着Linux的不断发展，其功能也不断完善。Linux发展史中具有里程碑意义的是1994年3月1.0.0内核版本的发布。从此，Linux的发展进入了新篇章。
 
开源Linux操作系统软件的出现，不仅在“开源（Open Source）文化”中画上一笔，而且为打破长期垄断市场的商业软件做出了贡献。对于这款开放源代码的操作系统软件，可通过互联网自由下载，也可将其源代码修改后并遵循相关的协议进行出售或发布到互联网上。
 

 
1.2.2 Linux系统优势
 
由于Linux操作系统开源且免费，因此人们可通过不同的途径自由获得，大大降低了购买软件的成本。虽然Linux内核源代码是自由的，但标准的Linux操作系统具有良好的扩展性，其扩展性来源于程序员对源代码的修改。
 
读过Linux方面书籍的读者都知道，在Linux操作系统上的一切设备都是以文件的形式出现，这非常方便对系统进行管理。对Linux系统的管理，可通过窗口、菜单及图标等进行系统进行维护和管理，更为重要的是，可通过其强大的命令行来完成更为复杂的操作。
 
Linux 操作系统能够高效率地运行而且逐渐变得更为稳定和健壮，这主要是源代码公开的结果。众多的技术人员通过互联网将其下载后，不断修改其内核代码，使其变得更为优秀的同时也使其拥有了可移植性强的优点。Linux 系统几乎可以在所有的硬件平台上运行，一个 Linux 内核代码无须改动即可移植到另一个平台上运行。
 

 
1.3 Red Hat Enterprise Linux系统
 
Red Hat公司目前是全球最大的开源技术企业，也是是世界上最为流行的Linux操作系统软件套件发行公司之一，其提供的 Linux 操作系统软件分为提供赞助与社区工程师开发的免费版Fedora 系列以及用于企业级服务器的收费和技术支持的Red Hat Enterprise Linux 系列。
 
目前，Red Hat Enterprise Linux系列操作系统版本已发展到第6版，即Red Hat Enterprise Linux 6，而Red Hat Enterprise Linux 7 也将在不久的未来发布。新发布的版本在虚拟化、伸缩性、储存等方面都增加了支持。同时，Red Hat对收费版的Linux进行标准化，使系统具备灵活性和高效性及控制性，目前Oracle公司发行的Linux 也采用Red Hat公司Enterprise Linux 的内核源代码。
 
图1-2所示是Red Hat公司的图标，图1-3所示是Red Hat公司在近几年的软件供应排行榜上的成绩。众多的公司及政府机构都在使用Red Hat 公司提供的服务器软件。在服务器软件方面，Red Hat公司的 Red Hat Enterprise Linux也是相当不错的。
 

 [image: figure_0016_0003]

 

  图1-2 Red Hat公司的图标 

 

 [image: figure_0016_0004]

 

  图1-3 2010年软件供应商排行榜 

 
Red Hat Enterprise Linux 是一个企业平台，非常适合跨 IT 基础设施的丰富应用。其提供更高的灵活性、效率和控制，其代表了Red Hat 公司的新标准。它可以在多种硬件架构、管理程序和云端上工作。同时，在Red Hat Enterprise Linux 系列的发展过程中基于 Fedora 系列系统进行测试，使前者在发展速度和稳定性方面都得到很大的提高。本书所使用的Linux 系统是Red Hat 公司发布的Red Hat Enterprise Linux 5（RHEL5）系列版本，并将此作为基础向该系列的其他版本延伸。最后，祝大家乘坐RHEL5之舟的旅途愉快！
 

 
第2章 系统安装前期工作
 
本章主要内容
 
● 虚拟机软件的介绍。
 
● 虚拟机的创建。
 
计算机是硬件和软件的结合，未安装软件的计算机叫做裸机，只有安装有操作系统软件才算得上是真正的计算机。
 
出于各种不同的原因，很多企业、政府机构等已经向虚拟化方向发展，不过，如果每个系统都单独运行于一台独立的物理机上，成本是非常高的，而通过虚拟化的方式可以在一台高配置的物理机上运行多个系统，这不仅减少了成本，还增加了管理的易操作性。
 
目前，虚拟软件已经支持直接安装在裸机之上，并支持通过客户端远程登录到虚拟化的机器上，在虚拟机上就可以虚拟出多个独立的操作系统。
 

 
2.1 虚拟机软件
 
1．虚拟机概述
 
虚拟机（Virtual Machine）是指通过虚拟软件模拟出来的具有完整硬件系统功能并且运行在一个完全隔离环境中的完整计算机系统。
 
虚拟机软件是指可以在计算机平台和最终用户之间建立一种离散环境，并允许最终用户基于这个软件所建立的环境来操作软件。虚拟机软件允许在现有的操作系统上划分出一个或多个独立的虚拟计算机环境，也可在这些划分出来的计算机环境上搭建虚拟网络，并可使用虚拟网络相互之间进行信息的交换。
 
2．VMware Workstation 虚拟机软件
 
VMware Workstation 是一款功能强大的桌面虚拟机软件，能够为用户提供在单个桌面上同时运行多个不同的操作系统的功能。VMware Workstation 可在实体机器上模拟完整的网络环境、便携式的虚拟机器。同时它也具备实时快照、拖曳共享文件夹、支持PXE等功能，使系统更具灵活性和先进性。
 
VMware Workstation采用Unity来集成客户机与宿主机，拥有更加强大的VM录制与回放功能，支持智能卡和相关读卡器以及对3D图形，同时它还允许操作系统和应用程序在一台虚拟机内部运行，支持同时运行多台虚拟机且虚拟机之间独立运行互不干扰，允许挂起、恢复虚拟机及退出虚拟机。
 
目前，VMware Workstation已经发行第9版，该系列版本依然保持VMware的一贯传统，并提供对 Windows 8 的支持、受限的虚拟机、对 Linux 的 Open GL 支持和用于访问虚拟机的全新Web界面，可谓是满足工作需要的理想工具。
 

 
2.2 创建虚拟机
 

 
2.2.1 安装前对磁盘清理
 
在安装虚拟机软件前，建议先对本机（即虚拟机的宿主机）的磁盘空间进行碎片分析和整理操作，以便在安装虚拟机时能够达到更好的效果。要对磁盘进行清理，操作步骤如下。
 
（1）打开控制面板，弹出如图2-1所示窗口（系统显示有可能与这里的显示有所不同）。
 
（2）选择“系统和安全”选项，接着弹出如图2-2所示窗口。
 
（3）单击“管理工具”选项组下的 “对硬盘进行碎片整理”选项，将弹出如图2-3所示的“磁盘碎片整理程序”窗口。
 
（4）为了使磁盘整理的效果更好，先进行磁盘分析，如图2-4所示，对D盘进行分析。
 
（5）磁盘分析完成后就可对分析过的磁盘进行磁盘碎片整理。在图2-3 中，单击“磁盘碎片整理”按钮，此时开始对磁盘碎片进行整理，如图2-5所示。整理完后单击“关闭”按钮退出，如图2-6所示。
 

 [image: figure_0019_0005]

 

  图2-1 “控制面板”窗口 

 

 [image: figure_0019_0006]

 

  图2-2 “系统安全”窗口 

 

 [image: figure_0019_0007]

 

  图2-3 “磁盘碎片整理程序”窗口 

 

 [image: figure_0019_0008]

 

  图2-4 磁盘分析 

 

 [image: figure_0019_0009]

 

  图2-5 磁盘整理 

 

 [image: figure_0019_0010]

 

  图2-6 退出 

 

 
2.2.2 安装虚拟机软件
 
在虚拟机软件上运行的操作系统可以模拟真实计算机的运行方式并提供在其上操作系统运行的资源，要使用虚拟机软件来运行操作系统，需要先在宿主机上安装虚拟机软件。以下是在Windows操作系统上安装VMware Workstation 9虚拟机软件的步骤（在安装过程中，若提示输入序列号，则输入正确的序列号即可继续）。
 
（1）找到要安装的虚拟机软件，打开后将出现如图2-7所示的开始安装界面。
 

 [image: figure_0020_0011]

 

  图2-7 启动安装VMware Workstation 9界面 

 
（2）经过等待之后，就弹出如图2-8所示的欢迎界面，单击Next按钮即可。
 

 [image: figure_0020_0012]

 

  图2-8 欢迎界面 

 
（3）接着是Setup Type 界面，这时可根据自己的喜好进行选择，此处选择Typical选项进行安装，如图2-9所示。
 

 [image: figure_0020_0013]

 

  图2-9 安装类型的选择 

 
（4）接着是弹出Destination Folder 界面，此时可以单击Change 按钮（如图2-10所示）选择虚拟机的安装路径，或者选择默认安装路径，然后单击Next按钮继续。
 

 [image: figure_0020_0014]

 

  图2-10 选择安装连接 

 
（5）在如图2-11所示的Software Updates界面中，可以勾选Check for product updates on startup选项，或者不勾选，直接单击Next按钮继续。
 

 [image: figure_0021_0015]

 

  图2-11 Software Updates 界面 

 
（6）在如图2-12所示的User Experience Improvement Program界面中，可以选择Help improve VMware Workstation 选项，或者直接单击Next按钮继续。
 

 [image: figure_0021_0016]

 

  图2-12 用户体验程序更新选择界面 

 
（7）接着弹出如图2-13所示的Shortcuts界面，若需在桌面创建快捷图标及在开始中找到安装文件，则直接单击Next按钮继续，否则，就将Desktop和Start Menu Programs folder 选项都取消，然后单击Next按钮继续。
 

 [image: figure_0021_0017]

 

  图2-13 创建快捷方式界面 

 
（8）在出现如图2-14所示的界面时，直接单击Continue按钮继续安装。
 

 [image: figure_0021_0018]

 

  图2-14 查询操作的阅读 

 
（9）接着就是安装虚拟机软件，图2-15所示的虚拟机软件安装的进度界面。在虚拟机软件安装即将完成前，将根据所做的设置来决定是否创建VMware Workstation 快捷图标和其他文件。
 
（10）在出现如图2-16所示的界面时，此时虚拟机软件已安装完成，单击Finish按钮结束安装（虽然该版本虚拟机软件未提示重启系统，但为了使系统对虚拟机软件进行配置，建议重启系统）。
 

 [image: figure_0022_0019]

 

  图2-15 虚拟机软件安装进度 

 

 [image: figure_0022_0020]

 

  图2-16 虚拟机软件完成安装界面 

 

 
2.2.3 虚拟机创建和配置
 
虚拟机软件安装完成后，现在就可以新建虚拟机。虚拟机创建过程也比较简单，以下是在完成安装的虚拟机软件上新建虚拟机，并选择安装32 位的Red Hat Enterprise Linux 4 操作系统（当然也可以安装64位或其他版本的系统），创建详细步骤如下。
 
（1）单击在桌面上生成的 VMware Works-tation 快捷图标来运行虚拟机软件（当然也可以选择别的方式来运行）。在未出现虚拟机创建界面前，显示的是License Agreement界面，此时应选择Yes,I accept the terms in the hcense agreement选项（如图2-17所示），然后单击OK按钮。
 

 [image: figure_0022_0021]

 

  图2-17 VMware Workstation许可认证协议 

 
（2）之后弹出如图2-18所示虚拟机配置主界面。此时开始创建虚拟机，因此应单击第一个选项Create a New Virtual Machine来新建虚拟机。
 
（3）首先弹出的是如图2-19所示的欢迎界面及安装类型的选择，此时可以选择Typical选项或Custom（advanced）选项（这里选择Typical选项），然后单击Next按钮继续。
 
（4）接着弹出Guest Operating System Installation 界面，由于先不安装Guest 操作系统，因此选择最后一个选项，如图2-20所示，然后单击Next按钮继续。
 

 [image: figure_0023_0022]

 

  图2-18 虚拟机配置主界面 

 

 [image: figure_0023_0023]

 

  图2-19 欢迎界面和安装类型选择 

 

 [image: figure_0023_0024]

 

  图2-20 选择稍后安装操作系统 

 
（5）在Select a Guest Operating System界面中，由于要安装Red Hat Enterprise Linux 系统，因此在Guest operating system下选择Linux 单选按钮，并在Version 下拉框中找到所安装的操作系统名称，如图2-21所示，然后单击Next按钮继续。
 
（6）在 Name the Virtual Machine 界面中，可根据需要在“Virtual machine name:”下修改虚拟机系统名称和单击Browse按钮选择虚拟机系统的文件位置（可直接修改），如图2-22所示。
 
（7）在Specify Disk Capacity 界面的Maximum disk size（GB）微调框中（如图2-23所示），可根据需要划分磁盘空间的大小（若不需要大量的磁盘空间，建议不要划分过大的空间，以免影响机器性能，在入门学习阶段一般 30GB 就足够）。其他选项保持默认设置，然后单击 Next按钮继续。
 
（8）在出现如图2-24所示的New Virtual Machine Wizard界面时，只要单击Finish 按钮即可完成虚拟机的创建。
 

 [image: figure_0024_0025]

 

  图2-21 选择要安装的系统 

 

 [image: figure_0024_0026]

 

  图2-22 设置虚拟机系统名称和位置 

 

 [image: figure_0024_0027]

 

  图2-23 划分磁盘空间 

 

 [image: figure_0024_0028]

 

  图2-24 虚拟机的相关参数 

 
（9）如图2-25所示界面是所创建虚拟机的主界面，由于没有采取Custom（advanced）方式安装，因此此时出现的虚拟机参数（如内存、CUP数目等）都是机器要求的最低配置。
 
在虚拟机软件上完成创建虚拟机后，就可以在所创建的虚拟机上安装操作系统，不过虚拟机默认配置的参数可能不太适合实际的需求。因此，在安装操作系统前还需要对某些配置参数进行更改，更改配置参数的步骤如下。
 
（1）在虚拟机主界面中，在Commands栏下，单击Edit virtual machine settings（如图2-26所示）选项打开虚拟机配置界面，或在菜单栏下依次选择VM→setting来打开配置界面。
 

 [image: figure_0025_0029]

 

  图2-25 虚拟机的主界面和相关参数 

 

 [image: figure_0025_0030]

 

  图2-26 虚拟机主界面 

 
（2）接着弹出如图2-27所示的Virtual Machine Settings 界面，在此界面下就可以对虚拟机的配置参数进行修改。
 

 [image: figure_0026_0031]

 

  图2-27 配置主界面 

 
（3）默认配置下虚拟机的内存只有512MB，为了使安装的操作系统运行更加顺畅，需要重新调整内存值（在调整虚拟内存值时，建议虚拟内存值小于二分之一的物理内存。切记，若虚拟内存值大于二分之一或等于物理内存值，有可能导致虚拟机和宿主机都不能运行）。
 
选择Memory选项，然后在其右侧的Memory for this virtual machine微调框中或直接使用内存调整滑块来调整，如图2-28所示（未安装其他的软件配备800MB内存就足够，但要小于二分之一的物理内存值）。
 

 [image: figure_0026_0032]

 

  图2-28 配置虚拟机系统内存 

 
（4）接着指定操作系统安装映像，选择CD/DVD（IDE）选项，然后在右边的Connection选项组中单击Use ISO image file单选按钮（若使用光盘安装，则单击Use physical drive 单选按钮），然后单击Browse按钮（如图2-29所示）查找系统映像的路径。
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  图2-29 指定操作系统安装映像 

 
（5）在弹出的新界面中找到Red Hat Enterprise Linux 4 系统ISO 文件的位置，由于该版本的系统映像有4个，因此首先选择第一个ISO映像，然后单击“打开”按钮，如图2-30所示。
 

 [image: figure_0027_0034]

 

  图2-30 选择系统安装映像 

 
（6）在配置完成后，单击Virtual Machine Settings界面下的OK 按钮即可保存配置参数，并返回虚拟机系统的主界面，图2-31显示了配置后主界面的信息。
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  图2-31 重新配置后的主界面 

 
通过以上操作，相信你已掌握在Windows操作系统上安装虚拟软件和在虚拟软件上创建虚拟机，以及在安装系统前配置虚拟机参数的方法和步骤。到目前为止，所做配置已基本完成，接着就可以在刚配置好的虚拟机上安装操作系统了。
 

 
第3章 系统安装与卸载
 
本章主要内容
 
● Red Hat Linux 系统安装。
 
● VMware Tools 简介及安装。
 
● 系统重装和卸载。
 
在众多的Linux 操作系统发行版中，Red Hat 公司发行的Linux版占据较大的市场份额。Red Hat公司发布的Linux 分为与开源社区合作开发的免费版Fedora Core（FC）和提供技术支持的收费版Enterprises Linux。其中Fedora发展的速度远超Enterprises Linux，一些新的技术通常在Fedora上做测试，并在稳定后才移植到其收费版的Enterprises Linux 上使用。
 
就支持虚拟化的功能来讲，Red Hat Enterprises 系列 Linux 发展到 5系列版本时不再支持虚拟化，但在 6 系列版本时又支持虚拟化。以Enterprises系列Linux内核发展起来的Linux还有Oracle和Centos系列Linux，这两种版本的Linux 内核版本与Enterprises Linux 架构的原理基本上相同。
 

 
3.1 Linux系统安装
 
1．Red Hat Enterprise Linux 4 操作系统
 
从Linux发展史中可知，Linux源于一位在校学生的作品，而开放源代码Linux的出现便引起了众多组织及公司的注意，并在Linux的基础上开发出了自己的Linux操作系统。当今最为著名的Linux 发行商之一Red Hat公司发行了与社区工程师合作开发的免费版的Fedoea Core（FC）和其提供技术支持的收费版Enterprise Linux。
 
RHEL4 （Red Hat Enterprise Linux 4）是Red Hat公司的著作之一，Red Hat公司发行的Linux版本较多，就如Red Hat Enterprise Linux 也有以下不同的版本。
 
AS（Advanced Server）：高级服务器，RHEL 的最高级版本。
 
ES（Entry Server）：应用服务器，供中小型企业使用。
 
WS（Workstation）：工作站。
 
Desktop：桌面版。
 
而对于学习来讲，这些版本相差还是不大的。本章将接着价绍如何在配置好的虚拟机上安装RHEL4操作系统。当然，安装RHEL4操作系统还有从硬盘上安装及网络安装等方法。
 
在学习 Linux 期间，最好是在虚拟机上安装，这样不仅可以方便地在两个操作系统之间切换，也可使用虚拟网络为两个操作系统搭建起服务器和客户端，然后从Windows上借助软件来访问RHEL4这个远程操作系统。而且在学习的过程中，根据需要可创建一些虚拟的硬盘并进行格式化等操作，虚拟硬盘则是在学习过程中非常不错的选择，可在虚拟机上创建更多硬盘来进行操作的练习。
 
2．Red Hat Enterprise Linux 4 操作系统安装
 
在第2章中，已经完成了对虚拟机软件的安装，并在安装好的虚拟机上做了相应的设置工作，现在已经可以在设置好的虚拟机上安装RHEL4操作系统，其安装的过程也比较简单，安装REHL 4操作系统的参考步骤大致如下。
 
在安装系统过程中，若需要将鼠标退出安装中的Linux系统，只需同时按下Ctrl+Alt 组合键，鼠标就可以回到Windows桌面。若喜欢全屏安装，此时只需同时按下Ctrl+Alt+Enter组合键就可进入全屏状态；若要退出全屏，也只需同样的操作。
 
（1）单击安装虚拟机软件时在桌面上创建的 VMware Workstation 9 快捷图标，之后看到如图3-1所示的虚拟机主界面，这时可以浏览哪些选项需要修改并进行修改（界面显示与这里的有可能不同，不过，这对系统的安装不产生影响）。
 
（2）接着选择单击Commands栏下的Power on the virtual machine选项或依次选择VM→power→power on 命令来启动虚拟机，启动后将看到如图3-2所示的安装方式选择界面。若选择图形安装方式，按回车键即可。
 
安装有文本安装和图形安装两种方式，可在boot提示下输入指令，操作如下。
 
● 文本安装：在boot提示符下，输入Linux test，并按Enter键。
 
● 图形安装：在boot提示符下，输入Linux，并按Enter键。或直接按Enter键。
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  图3-1 虚拟机主界面 

 

 [image: figure_0031_0037]

 

  图3-2 选择安装方式 

 
（3）选择安装方式并确认之后，接着出现如图3-3所示的界面，此时询问是否检查CD，为了节约时间，按键盘上的向右键选择Skip按钮，然后按Enter键继续。
 
（4）稍后将出现如图3-4所示的安装 Enterprise Linux 的界面，此时只需单击右下角的 Next按钮即可。
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  图3-3 询问是否检查CD 

 

 [image: figure_0031_0039]

 

  图3-4 安装界面 

 
（5）将弹出如图3-5所示的系统语言选择界面，在此界面中，可根据自己的需要进行语言类型的选择，如简体中文。或使用默认安装语言，然后单击Next按钮进入下一步。
 
（6）图3-6所示是键盘选择界面，保持默认选项，然后单击Next按钮继续。
 
（7）接着要选择安装的类型，可根据自己的需要选择安装。不过，为了后面学习的需要，此时需要选Server（如图3-7所示的第三个选项），然后单击Next按钮继续。
 
（8）下一个界面显示磁盘分区的设置，可以自动分区也可手动分区。在此选择手动方式，即第二个选项，如图3-8所示，然后单击Next按钮继续。
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  图3-5 语言的选择 
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  图3-6 键盘的选择 

 

 [image: figure_0032_0042]

 

  图3-7 安装类型的选择 
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  图3-8 磁盘分区的方式 

 
（9）之后将弹出如图3-9所示的系统警告信息，选择并单击Yes按钮继续。
 
（10）接着就弹出如图3-10所示的创建磁盘分区的界面，此时就可通过单击New按钮来设置磁盘分区的大小。
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  图3-9 系统警告信息 

 

 [image: figure_0032_0045]

 

  图3-10 创建磁盘分区界面 

 
温馨提示：对于Linux的磁盘分区，至少要有/分区、boot分区和Swap分区，否则安装会受阻。考虑到实际的工作环境及后期对磁盘的维护（如后期磁盘空间需要扩容，在Linux系统下安装Oracle数据库等）， Linux磁盘分区的格式建议是LVM（Logical Volume Management）格式，而涉及Oracle的安装时，Swap 分区往往与物理内存对应，因此在实际的工作环境下安装系统时应该做好分区工作。
 
（11）首先创建根（/）分区。单击New 按钮，在Add Partion 界面中，把Mount Point 设置为“/”，把Size（MB）设置为11300。把File System Type设置为默认值（ext3）。如图3-11所示（也可以把Size设置为不同的值），然后单击OK按钮进行确认。
 
（12）接着创建主目录/home 分区。把Mount Point设置为“/home”，并把Size（MB）设置为6700。File System Type还保诗默认值（ext3）。如图3-12所示，然后单击OK 按钮继续。
 

 [image: figure_0033_0046]

 

  图3-11 创建根分区 

 

 [image: figure_0033_0047]

 

  图3-12 创建主目录分区 

 
（13）接是创建/boot 分区。单击New 按钮，然后在新界面中把Mount Point 设置为“/boot”，把 Size（MB）设置为 128。File System Type 还保持默认值（ext3）。如图3-13所示，然后单击OK按钮来确认完成对/boot区的创建。
 
（14）最后创建Swap 分区（交换分区），单击New 按钮，然后把File System Type设置为Swap。把Size（MB）设置为2048，如图3-14所示，然后单击OK按钮继续。
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  图3-13 创建boot分区 
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  图3-14 创建swap分区 

 
（15）创建完分区后，将显示如图3-15所示的各分区的信息。再次确认无误后，单击 Next按钮进入下一步。
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  图3-15 创建的磁盘分区的信息 

 
（16）接着显示如图3-16所示的Boot Loader Configuration 界面，此时接受全部的默认设置就可以。单击Next按钮继续。
 

 [image: figure_0034_0051]

 

  图3-16 Boot Loader Configuration 设置 

 
（17）下一个界面是IP 地址及其他的设置，在Network Devices 下单击Edit 按钮，然后取消选中configure using DHCP选项，并在IP Address 和Netmask 处填入IP 地址网络掩码，如图3-17所示。然后单击OK按钮。
 
要查找IP 地址，可在菜单栏的最上边，单击Edit→Virtual Network Edit，接着看到如图3-18所示界面，然后找到NAT所对应的值。在分配IP地址时不建议分配NAT行所显示的IP地址，如这里的虚拟机NAT的IP地址是192.168.217.0，因此不建议分配此IP地址，而是分配其他IP地址，如，分配192.168.217.11的IP地址。
 
（18）在完成对IP的设置后，接着可在manually框中输入自己喜欢的主机名（如编者的主机名为 cat.super.com），如图3-19所示，其余的可保持默认（若在实际工作环境下，网关是需要设置的。否则，就无法远程连接到这台主机），然后单击Next按钮继续。
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  图3-17 IP地址设置 

 

 [image: figure_0035_0053]

 

  图3-18 查找IP地址 

 
（19）接着弹出如图3-20所示的系统警告信息，此时单击Continue按钮继续。
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  图3-19 主机名设置 
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  图3-20 系统警告信息 

 
（20）接着继续弹出如图3-21所示系统警告信息，单击Continue按钮继续。
 
（21）下一个界面是系统防火墙的设置界面，由于不使用防火墙（也可选择启动防火墙），因此选择No firewall单选按钮，接着把Enable SELinux 设置为Disabled（如图3-22所示），然后单击Next按钮继续。
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  图3-21 系统警告信息 
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  图3-22 系统防火墙设置 

 
（22）接着又弹出如图3-23所示防火墙被关闭的警告信息，单击Proceed按钮继续。
 
（23）在Additional Language Support 界面中，除了保持默认语言包外，建议再选择安装中文语言包，如图3-24所示。然后单击Next按钮继续。
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  图3-23 系统警告信息 
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  图3-24 选择简体中文语言包 

 
（24）在Time Zone Selection 界面中，找到Asia/Shanghai选项并选中，如图3-25所示，然后单击Next按钮继续。
 
（25）接下来，在如图3-26所示的界面中设置root用户的口令，为root用户设置口令之后，单击Next按钮继续。
 

 [image: figure_0036_0060]

 

  图3-25 时区的设置 
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  图3-26 设置root口令 

 
（26）在Package Group Selection 界面中，可依据个人爱好选择安装。若为了节省时间，或不想那么麻烦，可在末尾处勾选Everything复选框即可选择全部软件包，如图3-27所示。
 
（27）若不选择全部安装，则可进行选择性的安装。在 Desktops 选项组下，勾选 X Window System和GNOME Desktop Environment，如图3-28所示。也可单击其右侧的Details 链接来安装更多的组件。
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  图3-27 选择全部软件包 
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  图3-28 Desktops软件包的选择 

 
（28）在 Applications 选项组下，勾选 Editors、Graphical Internet、Text-based Internet 和Office/Productivity以及Sound and Video复选框，如图3-29所示。单击Editors复选框右侧的Details链接，并在弹出的软件包界面中选择喜欢的软件包，如图3-30所示。
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  图3-29 Applications 软件包的选择 
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  图3-30 选择Emacs编译器 

 
（29）在Servers 选项组下，勾选Server Configuration Tools、Web Server、Mail Server、Windows File Server 和DNS Name Server 复选框，如图3-31所示。也可以单击其右侧的Details 链接来安装更多的组件，如图3-32所示，单击Web Server 复选框右侧的Details 链接之后并选择一些组件进行安装。
 
（30）在Applications选项组中，继续勾选PostgreSQL Database、MySQL Database、News Server、Network Server和Legacy Network Server 复选框，如图3-33所示。若想对MySQL进行更多的学习，需单击Details链接进行更多组件的选择，如图3-34所示。
 
（31）在Development选项组下，选择Development Tools和Legacy Software Development这两个软件包，如图3-35所示。
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  图3-31 Servers软件包的选择 
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  图3-32 Web Server组件的选择 
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  图3-33 Applications 软件包的更多选择 
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  图3-34 MySQL Database组件的选择 
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  图3-35 Development软件包的选择 

 
（32）接着在System选项组下，勾选Administration Tools、System Tools 和Printing Support复选框。如图3-36所示。然后单击System Tools 复选框右侧的Details 链接，选中喜欢的组件，并找到sysstat组件然后选中，如图3-37所示。接下来单击OK按钮，完成软件包的选择后单击Next按钮继续。
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  图3-36 System软件包的选择 
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  图3-37 System Tools组件的选择 

 
（33）之后切换到如图3-38所示的界面，其中显示关于软件包安装的一些说明性信息，单击Next按钮继续。
 
（34）之后弹出如图3-39所示的系统提示信息，单击Continue选项按钮继续。
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  图3-38 安装信息提示 

 

 [image: figure_0039_0074]

 

  图3-39 系统提示信息 

 
（35）之后切换到如图3-40所示的界面，说明系统进行安装之前的准备，这可以自动完成，之后将出现如图3-41所示的界面，表示系统开始进行安装。
 
（36）一段时间之后，将弹出如图3-42所示的要求更换系统安装盘的提示信息。
 
（37）这时按Ctrl+Alt 组合键将鼠标退出，然后在菜单栏中依次选择VM → settings 命令，之后将看到如图3-43所示的界面。
 
（38）在虚拟机设置界面中，在 Hardware 选项卡下单击 CD/DVD（IDE）选项，然后在右边的Device status选项组下将Connected和Connect at power on 复选框都勾选，然后在Connection选项组下选择Use ISO image file 单选按钮，如图3-44所示。
 
（39）单击Use ISO image file 单选项下的Browse 按钮找到存放CD的位置，并选上第二张光盘，如图3-45所示。然后单击“打开”按钮，之后回到图3-43所示的界面，再单击OK按钮。接着回到安装界面并单击图3-42的OK按钮。
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  图3-40 系统安装前的检查 
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  图3-41 系统开始安装 
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  图3-42 提示信息 
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  图3-43 虚拟机设置界面 
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  图3-44 虚拟机设置界面 
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  图3-45 选择安装磁盘 

 
（40）若再看到如图3-46所示的要求更换CD的界面，根据以上的方法更换CD并继续系统的安装工作。但不要忘了一定要将Device status选项组下的Connected和Connect at power on 复选框都勾选，否则系统没法继续安装。
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  图3-46 要求更换磁盘信息 

 
（41）完成安装后，出现如图3-47所示的界面，此时单击Reboot按钮进行系统的重启。
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  图3-47 完成安装需要重启 

 
（42）重启后将是第一次启动该操作系统。成功重启后将看到如图3-48所示的欢迎界面，单击Next按钮继续。
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  图3-48 欢迎界面 

 
（43）之后出现图3-49所示的协议，选择Yes，I agree to the License Agreement单选按钮，然后单击Next按钮继续。
 
（44）接着要为该操作系统设置日期和时间，如图3-50所示，保持默认，然后单击Next按钮继续。
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  图3-49 接受协议 
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  图3-50 日期和时间的设置 

 
（45）如图3-51所示的是系统显示屏幕分辨率大小的设置。先保持默认，然后单击Next按钮进行下一步操作。
 
（46）接着弹出创建第一个系统普通用户的界面，如图3-52所示。如创建用户名为cat的用户以及设置密码，完成之后单击Next按钮继续。
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  图3-51 系统分辨率的设置 
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  图3-52 创建用户 

 
（47）在图3-53 中，单击Play test sound 按钮来对声卡进行检查，之后单击Next按钮继续。
 
（48）如图3-54所示，此时不对Additional CDs 做任何处理。所以单击Next按钮进行下一步操作。
 
（49）若出现如图3-55所示的界面，单击Next按钮即可完成第一次登录系统时所需做的设置。
 
（50）接着将出现如图3-56所示的登录界面，此时需要以root的身份进行登录并做一些必要的设置。输入用户名root，按Enter键之后在图3-57中输入root的密码并按Enter键确认即可。
 
（51）若出现图3-58所示界面，则说明RHEL 4操作系统已安装成功（显示可能有所不同）。
 
经以上漫长历程的操作，到目前为止，相信您也已在虚拟机上成功安装RHEL 4 操作系统。以后我们将在此系统上学习，在学习的过程中，操作过程中难免对系统造成影响甚至使整个系统崩溃而无法启动，所以建议将安装好的系统进行备份，以防不测。
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  图3-53 声卡检测界面 

 

 [image: figure_0043_0089]

 

  图3-54 额外添加CD界面 

 

 [image: figure_0043_0090]

 

  图3-55 完成系统设置提示界面 
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  图3-56 输入用户名 
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  图3-57 输入用户密码 

 

 [image: figure_0043_0093]

 

  图3-58 RHEL4的图形界面 

 
在以后的学习中，常对一些系统文件进行操作，有些操作可能对该文件产生致命的打击，因此建议先备份再操作（当然，这并不是建议将所有的文件都进行备份），即使该文件损坏，也可通过备份文件还原。在学习过程中应养成对文件进行备份的好习惯。在学习过程中，您应该足够地耐心、细心和保持好的习惯。
 
在学习过程中，只要想到的都可以试试，说不定可以挖掘到别人找不到的宝藏呢。
 

 
3.2 VMware Tools
 

 
3.2.1 VMware Tools概述
 
VMware Tools 软件可增强虚拟显卡和硬盘性能，以及同步虚拟主机与主机的时钟信息。在操作系统上安装这款软件后，可以在两个不同的操作系统间进行复制等操作而基本不受限制，使得操作更加便捷。
 
在安装操作系统时，我们看到系统最高的显示分辨率只有800 × 600，而且在桌面上使用鼠标进行操作时显得有些不方便。在这样的工作环境下操作，有时难免遇到一些操作问题，而且在操作过程中需要在不同系统间切换时，就显得有些不太方便。
 

 
3.2.2 VMware Tools软件安装
 
通过前面的操作，至此您的系统已可正常使用。但为了操作更加便捷，建议为刚创建的RHEL4系统安装VMware Tools。安装过程也比较简单，其步骤大致如下。
 
（1）先启动RHEL4 系统，然后以root身份登录系统。若在桌面上没有出现VMware Tools的图标，可以在虚拟机主界面的菜单栏中依次选择VM→Install VMware Tools，之后有可能看到如图3-59所示的界面更新进度框，若要进行更新，则需要一定的时间，可选择不更新。
 
（2）接着在桌面上将出现VMware Tools 的CD 图标，如图3-60所示。
 

 [image: figure_0044_0094]

 

  图3-59 VMware Tools更新进度 

 

 [image: figure_0044_0095]

 

  图3-60 桌面上的VMware Tools图标 

 
（3）接下来打开一个终端窗口，打开终端窗口有以下两种方式。
 
● 在桌面空白处右击，并从弹出的菜单中选择Open terminal 选项，然后单击，之后将看到如图3-61所示的终端窗口。
 
● 在系统的上菜单栏中，依次选择Applications→System Tools→Terminal 来打开终端窗口，如图3-62所示。
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  图3-61 终端窗口 

 

 [image: figure_0045_0097]

 

  图3-62 打开终端窗口的步骤 

 
（4）打开终端窗口之后，接着在终端提示符后面输入cd命令进入tmp目录。
 
[root@cat ～]# cd /tmp　# 在该目录安装VMware Tloos
 
（5）进入tmp目录之后，接着使用带有选项-l的ls命令列出/media/cdrom目录下的信息。
 
[root@cat tmp]# ls-l /media/cdrom
 
total 104398
 
-r--r--r--　1　root　root　　1996　Nov 12　2010 manifest.txt
 
-r--r--r-- 1 root root 106900818 Nov 12 2010 VMwareTools-8.4.5-324285.tar.gz
 
（6）在确认所需安装的VMware Tools 软件存在后，接着就使用如下命令将VMware Tools安装包解压到当前目录下。
 
[root@cat tmp]# tar-zxf /media/cdrom/*.tar.gz
 
（7）在稍等片刻之后，将返回提示符。之后使用ll命令列出tmp目录下的详细信息。
 
[root@cat tmp]# ll　　#　ll是L的小写，非数字1
 
total 28
 
drwx------　3　root　root　4096　Oct　31　17:51　gconfd-root
 
drwx------　2　root　root　4096　Oct　31　17:51　keyring-RsIu23
 
srwxr-xr-x　1　root　root　0　Oct　31　17:51　mapping-root
 
drwx------　2　root　root　4096　Oct　31　18:07　orbit-root
 
drwx------　2　root　root　4096　Oct　31　17:51　ssh-UrYBzc4489
 
drwxr-xr-x　7　root　root　4096　Nov　12　2010　vmware-tools-distrib
 
-rw-------　1　root　root　4218　Oct　31　17:53　xses-root.qHkZSd
 
（8）在列出tmp目录的信息之后，将发现存在一个名为vmware-tools-distrib的目录，接着使用cd命令进入此目录，然后列出此目录的信息。
 
[root@cat tmp]# cd vmware-tools-distrib ; ll
 
total 564
 
drwxr-xr-x　2　root　root　4096　Nov　12　2010　bin
 
drwxr-xr-x　2　root　root　4096　Nov　12　2010　doc
 
drwxr-xr-x　3　root　root　4096　Nov　12　2010　etc
 
-r--r--r--　1　root　root　552155　Nov　12　2010　FILES
 
lrwxrwxrwx　1　root　root　13　　Oct　31　18:23　INSTALL → ./doc/INSTALL
 
drwxr-xr-x　17　root　root　4096　Nov　12　2010　lib
 
lrwxrwxrwx　1　root　root　31　　Oct3118:23vmware-install.pl→./bin/vmware-uninstall-tools.pl
 
（9）之后将发现一个名为vmware-install.pl的文件，它是一个链接文件。接着使用./来执行此文件，显示如下信息（提示：以下使用的是默认的安装方式）。图3-63所示的是以上所在终端上执行的命令的顺序。
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  图3-63 安装Vmware Tools时所执行的命令的顺序 

 
[root@cat vmware-tools-distrib]# ./vmware-install.pl　# 开始安装VMware Tools
 
Creating a new VMware Tools installer database using the tar4 format.
 
Installing VMware Tools.
 
In which directory do you want to install the binary files?
 
[/usr/bin]　　　　　# 存放二进制文件目录的选择
 
What is the directory that contains the init directories （rc0.d/ to rc6.d/）?
 
[/etc/rc.d]
 
What is the directory that contains the init scripts?
 
[/etc/rc.d/init.d]　　　# 选择包含init的目录
 
In which directory do you want to install the daemon files?
 
[/usr/sbin]　　　　　# 存放守护进程文件的目录
 
In which directory do you want to install the library files?
 
[/usr/lib/vmware-tools]　　# 安装函数库目录的选择
 
going to create it, including needed parent directories. Is this what you want?
 
[yes]　　　　　　　# 询问是否新增/usr/lib/vmware-tools目录
 
In which directory do you want to install the documentation files?
 
[/usr/share/doc/vmware-tools]　# 说明性文件存放位置的选择
 
The path "/usr/share/doc/vmware-tools" does not exist currently. This programis going to create it, including needed parent directories. Is this what youwant? [yes]　　　　　# 询问是否新增/usr/share/doc/vmware-tools目录
 
The installation of VMware Tools 8.4.5 build-324285 for Linux completed
 
invoking the following command: "/usr/bin/vmware-config-tools.pl". Do you wantthis program to invoke the command for you now? [yes]　# 是否调用命令
 
this program to invoke the command for you now? [yes]　# 按Enter键继续
 
Initializing...
 
Stopping VMware Tools services in the virtual machine:
 
Guest operating system daemon:　　　　　　[　OK　]
 
Virtual Printing daemon:　　　　　　　[　OK　]
 
Unmounting HGFS shares:　　　　　　　　[　OK　]
 
Guest filesystem driver:　　　　　　　[　OK　]
 
……省略部分内容的输出……
 
[8]　"800x480"
 
[9]　"854x480"
 
[10] "720x576"
 
[11] "800x600"
 
[12] "1024x768"
 
[13]< "1280x720"
 
Please enter a number between 1 and 13:
 
[13] 11　# 此处可选择不同的数字输入来代表分辨率的多少，这里选择输入11
 
X Window System Version 6.8.2
 
……省略部分内容的输出……
 
rmmod vmxnet
 
modprobe vmxnet
 
/etc/init.d/network start
 
Enjoy,
 
--the VMware team
 
Found VMware Tools CDROM mounted at /media/cdrom. Ejecting device /dev/hdc ...
 
（10）完成安装之后，将返回终端提示符，接着在终端提示符后面输入reboot或init6命令进行系统的重启。
 
[root@cat vmware-tools-distrib]# reboot # 使用reboot 命令进行系统重启
 
对系统进行重启之后，用于需要使用root用户做一些设置，所以使用root用户登录系统。登录之后将发现鼠标可以在不同的系统之间可以自由移动。接着的工作是更改系统的分辨率，其步骤如下。
 
（1）依次选择Application→System Settings→Display（如图3-64所示），打开Display settings窗口（如图3-65所示）。
 
（2）在Display settings 窗口下选择Settings 选项卡，然后在Color Depth下拉框中选择Millions of Colors，如图3-66所示。
 

 [image: figure_0047_0099]

 

  图3-64 打开Display Settings 界面的步骤 

 

 [image: figure_0047_0100]

 

  图3-65 Display settings 界面 

 
（3）接着在Resolution下拉框中选择合适的分辨率，如图3-67所示。完成之后单击其右下角的OK按钮。
 

 [image: figure_0048_0101]

 

  图3-66 Color Depth的选择 

 

 [image: figure_0048_0102]

 

  图3-67 Resolution的选择 

 
（4）单击Display settings 窗口中的OK 按钮之后，将弹出如图3-68所示的系统提示信息，提示刚才更改系统分辨率的操作需要在系统进行注销之后更改才生效。此时单击OK按钮即可。
 

 [image: figure_0048_0103]

 

  图3-68 系统提示信息 

 
（5）接着将系统进行注销，依次选择Actions→Log Out，如图3-69所示，之后将弹出如图3-70所示的界面。由于是进行系统的注销，因此选择Log Out 选项，然后单击其右下角的OK按钮即可进行系统的注销。
 
重新登录 RHEL4 系统之后，若是对系统的分辨率更改过，则将发现系统的分辨率与之前的有所不同。这时也可以使用Ctrl+Alt+Enter 组合键进入全屏界面，退出全屏界面也可以使用此组合键。
 

 [image: figure_0048_0104]

 

  图3-69 注销系统的步骤 

 

 [image: figure_0048_0105]

 

  图3-70 选择Log out选项注销系统 

 

 
3.3 系统重装和卸载
 
通过以上安装操作，已完成了Linux系统的安装，若需要使用此虚拟机再安装其他版本的操作系统，则可以再配置新的虚拟机然后进行系统的安装。
 
而对于已安装完成的Linux系统，若在安装过程中觉得不够满意或不想再使用此Linux系统，则可以选择重新安装此系统或安装其他系统。
 
若想在已安装系统上安装其他版本的Linux系统（将之前的系统覆盖）且使用原来所配置的虚拟机，对于这样的要求并不难实现，其做法类似于使用硬盘来启动。下面在已安装好的 Linux系统上重新安装Linux系统，其安装前的配置过程如下。
 
（1）单击桌面上的Enterprise Linux 图标打开虚拟机主界面，如图3-71所示。
 

 [image: figure_0049_0106]

 

  图3-71 虚拟机主界面 

 
（2）在虚拟机主界面中，单击Commands栏下的Edit virtual machine settings选项，之后打开如图3-72所示的Virtual Machine Settings 界面。
 

 [image: figure_0049_0107]

 

  图3-72 Virtual Machine Settings 界面 

 
（3）在Virtual Machine Settings 中，在Hardware 选项卡中，选择左边的CD/DVD（IDE）选项，然后在右边的Device status选项组下，勾选其下的选项（只有一项允许勾选），之后在Connection选项组下，选择Use ISO image file 单选按钮，如图3-73所示。
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  图3-73 CD/DVD设置 

 
（4）之后单击Use ISO image file 单选按钮右下侧的Browse 按钮，并在弹出的界面中选择需要安装的系统，如图3-74所示，选择安装Red Hat的32 位CentOS-6.3 系统（若有多个ISO 文件，则必须选择第一个）。
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  图3-74 系统ISO映像文件的选择 

 
（5）完成之后单击OK按钮返回虚拟机主界面，然后启动虚拟机并在出现如图3-75所示的界面时，迅速按下Esc键；
 
（6）之后将弹出如图3-76所示的Boot Menu 界面。
 

 [image: figure_0051_0110]

 

  图3-75 虚拟机初始化界面 

 

 [image: figure_0051_0111]

 

  图3-76 Boot Menu界面 

 
（7）由于使用 ISO 映像文件来重装系统，因此选择使用 CD-ROM Drive 启动，将光标移到 CD-ROM Drive 之后，按下Enter 键即可。
 
（8）之后弹出如图3-77所示的界面，此时就可以选择系统的安装方式进行系统的安装操作。
 

 [image: figure_0051_0112]

 

  图3-77 重装系统的首页 

 
而对于系统的安装，此时就不再重复，参考前面的步骤即可。
 
在有些时候，当我们不再使用此Linux系统时，有可能因为之前的配置已不能满足实际的需求，也可能出于其他的原因，把所安装的整个Linux系统目录删除即可。
 

 
第4章 Linux图形世界
 
本章主要内容
 
● 登录和退出Linux 图形系统。
 
● 系统语言的更换。
 
● 图形系统简介及CNOME 图形桌面操作。
 
在桌面系统方面，微软的 Windows 依托其优越的性能一直都垄断着桌面系统的市场。UNIX/Linux 系统也有属于自己的图形系统，但它并不是内核的一部分而是以组件的方式存在。目前，UNIX/Linux 系统下的图形系统主要有GNOME和KDB，且Linux系列系统都支持。经过多年的发展，UNIX/Linux下的桌面系统在性能、稳定性及使用方面已相当优秀。
 

 
4.1 登录和退出Linux图形系统
 
桌面操作系统指的是在计算机上借助硬件运行并完成计算（应用）的软件，桌面操作系统基本上使用键盘和鼠标发出命令进行工作，对动作和响应在时序上的要求并不很严格，而且在特定的场合下桌面操作系统也显得比较庞大复杂。
 
在当今的桌面操作系统中，微软的Windows系列桌面操作系统依然独占鳌头，其依靠高性能、易操作等优越性占据大部分的桌面系统市场。Windows桌面系统是内核的一部分，提供稳定、便捷的友好用户操作界面。
 
自Linux系统诞生至今，文本界面一直都伴随着其发展，即使到现在的文本与图形系统并存的局面，但Linux系统依然提供文本系统，而且其命令功能更为强大，即使是很复杂的操作也都可在文本系统下使用命令行来完成操作，文本系统依然是系统管理员首选的系统。
 
虽然 Red Hat Enterprises 系列Linux 系统，特别是Red Hat Enterprises Linux 6 系列版本的桌面系统性能也不错，但图形系统只是作为独立于内核的模块存在，在性能等方面还是不及Windows的桌面系统。
 
1．登录Linux图形系统
 
在默认模式下，Red Hat Enterprises系列Linux系统是以第5 运行级别启动，因此在开机后经过一系列的初始化工作后就看到用户登录界面。在登录窗口依次输入用户名和密码即可登录。
 
在如图4-1所示的界面中，在Username文本框中输入用户名root，然后按Enter键；接着在如图4-2所示界面的Password文本框中输入root用户的密码。在确认无误后就可以登录Linux的图形系统（（由于将做一些普通用户无法完成的操作，因此此时建议使用root用户登录）。成功登录之后，将看到如图4-3所示的系统界面）。
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  图4-1 输入用户名 

 

 [image: figure_0053_0114]

 

  图4-2 输入用户密码 

 
2．退出Linux图形系统
 
要退出Linux图形系统，操作也比较简单。正常退出Linux系统可以使用命令和菜单这两种方式，如使用命令退出系统，可以在终端提示符下执行init或shutdown命令。
 

 [image: figure_0054_0115]

 

  图4-3 RHEL4桌面系统 

 
其中，init命令的语法格式为：
 
/sbin/init [-a ] [-s ] [-b ] [-z xxx ] [ 0123456Ss ]
 
使用该命令来关机非常简单，如下所示，在终端窗口的提示符下直接输入该命令和系统级别即可，而不关心其他的参数选项。
 
[root@rhl5～]# init 0
 
或使用shutdown命令来关机，该命令的语法格式如下。
 
/sbin/shutdown [-t sec] [-arkhncfF] time [warning-message]
 
相对于init命令，使用shutdown命令来关机有点复杂，不过，在关机方面，该命令比init的灵活性要高，因为可以使用该命令及其参数来设定时间实现延迟关机。要使用该命令实现立即关机，可以执行以下命令。
 
[root@rhl5～]# shutdown–h now
 
在系统上方的菜单栏中，依次选择Actions→Log Out命令，如图4-4所示，接着将弹出确认操作的界面，由于要退出系统，因此选择Shut down选项（如图4-5所示），之后单击OK 按钮即可关机（在Red Hat Enterprises Linux 5 系列中依次选择System→Shut Down 命令，并在弹出的对话框中再次选择Shut Down 选项来关机）。
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  图4-4 Log Out选项 

 

 [image: figure_0054_0117]

 

  图4-5 Shut down选项 

 

 
4.2 更换系统语言
 
在成功登录图形系统后，要是不习慣英文界面，这时您可能想起在安装系统时，除了英文语言包外，还安装了中文语言包。这时中文语言包就发挥了主要作用。
 
登录后使用中文界面，其步骤也比较简单，其大致操作如下。
 
若系统还处于桌面状态，依次选择 Applications→System Settings→Language 命令来打开Language Selection窗口，如图4-6所示（在Red Hat Enterprises Linux 5系列中，依次选择System→Administration→Language命令）。
 
之后将弹出如图4-7所示的 Language Selection 窗口。由于我们使用中文语言，因此单击“Chinese（P. R. of China）-中文（简体）”选项，之后单击其右下侧的OK 按钮即可。
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  图4-6 打开Language Selection窗口的步骤 
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  图4-7 Language Selection窗口 

 
单击OK按钮之后，将弹出如图4-8所示的Information提示框，单击OK按钮即可。
 
完成以上的操作后，接着对系统进行注销。之后还是使用root用户进行登录，在输入用户名和用户密码并通过认证后，将出现如图4-9所示的美丽的中文界面。
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  图4-8 系统提示信息 
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  图4-9 中文界面 

 
若还没登录系统，即处于系统的登录界面。在此界面的右下角中，单击Language选项，如图4-10所示。之后将弹出选择语言种类的窗口，找到“（简体）中文”并单击，如图4-11所示，之后单击此界面右下侧的OK按钮即可。
 

 [image: figure_0056_0122]

 

  图4-10 Language选项 

 

 [image: figure_0056_0123]

 

  图4-11 中文（简体）语言 

 
接着输入root用户以及该用户的登录密码。之后将弹出如图4-12所示的信息询问窗口，若要将简体中文作为系统语言，则单击Make Default按钮，否则单击Just For This Session 按钮。在此单击Just For This Session单击。
 

 [image: figure_0056_0124]

 

  图4-12 询问是否将中文作为默认语言 

 
成功登录系统之后，将看到我们熟悉的中文界面，如图4-13所示。
 

 [image: figure_0056_0125]

 

  图4-13 中文界面 

 
由于日后需使用远程连接，建议将系统默认语言改为英文，以免在进行远程连接时出现字符不兼容而导致乱码的情况。
 

 
4.3 Linux图形系统概述
 
Linux 操作系统支持文本和图形这两种系统。图形系统有直观、易懂等特点，但其比文本系统耗的资源更多。在UNIX/Linux 下主要有X Window、GNOME和KDE三种图形系统，它们都各有各自的优点，而且用户可根据自己的需要自由选择合适的图形系统。
 
1．X Window 图形系统
 
X Window 图形系统是麻省理工学院下属的科学研究院开发的，它是在 UNIX 系统上出现的第一个图形用户界面，而且在UNIX机器上运行良好，但当时它只是一个独立的程序且易于移植，因此即使运行中出现故障也不影响系统。
 
严格来说，X Window 图形系统并不是一个软件，而是一个协议（常称为X 协议），这个协议定义一个系统成品所必需具备的功能（包括如TCP/IP、软件等）。X Window 图形系统由服务器端、客户端和通信通道三个基本不见组成。服务器端的主要作用是控制显示器、输入设备等，客户端是一些功能应用程序，而通信通道则为服务器端与客户端提供数据的传送。
 
2．GNOME图形系统
 
经过长期的发展的GNOME（GNU Network Object Model Environment，GNU网络对象换型环境）图形系统。它是一个开源、基于自由软件，为UNIX或类UNIX操作系统构造一个功能完善、操作简单以及界面友好的桌面环境。
 
GNOME可以运行在包括Linux、Solaris及HP-UX等系统上，其拥有很多强大的功能，不仅包含Panel、桌面及一系列标准桌面工具和应用程式，而且能让各个应用程式都正常运作。
 
3．KDE图形系统
 
KDE（Kool Desktop Environment，K桌面环境）图形系统可算是一个佼佼者，它是一种运行于UNIX/Linux及FreeBSD操作系统下的图形系统，整个系统采用的是Qt程序库，并具有浏览器、办公软件和下载软件等众多应用软件。
 
KDE图形系统是一个开源、自由使用的桌面系统平台，且在KDE图形系统的开发中它采用了复合文档应用程序框架来实现，更重要的是，在其发展过程中，也得到众多公司在资金和技术以及人才方面的支持。
 

 
4.4 GNOME图形窗口
 
启动进入RHEL4系统后，您将看到的是GNOME图形系统界面，如图4-14所示。虽然整个界面的布局与Windows的有所差别，但图形操作与Windows差不多。它主要由菜单栏、窗口、工作区和面板构成。
 

 [image: figure_0058_0126]

 

  图4-14 GNOME图形系统 

 
下面介绍GNOME图形系统下的一些简单操作，由于幅度有限，因此主要进行大概的讲解，读者对在图形系统操作有大概的了解后，再自己动手操作会更加熟悉。本节还讲述Linux图形系统下的一些简单操作，其主要操作对象如下。
 

 
4.4.1 图形系统菜单栏
 
以下只是一些参考步骤，读者可根据个人喜好进行操作，不必按部就班来操作。若还没进入图形系统，则应先进入图形系统，然后再进行操作。
 
（1）在上菜单栏的空白处右击，从上下文菜单中选择Add to Panel为菜单栏添加图标，如图4-15所示。之后将弹出如图4-16所示Add to Top Panel界面。此时可选中喜欢的图标，然后单击右下角的Add按钮即可完成为菜单栏添加图标的操作。
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  图4-15 Add to Panel 选项 

 

 [image: figure_0058_0128]

 

  图4-16 Add to Top Panel 界面 

 
（2）接着更改菜单栏的样式，在菜单栏的空白处右击，然后从上下文菜单中选择Properties 选项，之后将出现如图4-17所示的界面。其中有General和Background两个选项卡，可对其下的各选项进行操作。如，更改菜单栏的尺寸、隐藏菜单栏等，或使用透明效果、更改菜单栏的颜色等。
 
（3）若不喜欢菜单栏上的某个图标，此时对着这个图标并右击，之后弹出如图4-18所示的子菜单，只需单击Remove From Panel选项即可将某个图标移除。
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  图4-17 Panel Properties 界面 
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  图4-18 Remove From Panel选项 

 
（4）若不喜欢某行菜单栏，此时只需对着其行菜单栏的空白处右击，之后将弹出如图4-19所示的子菜单。选中Delete This Panel并单击，弹出如图4-21所示的询问信息，若确认删除则单击Delete按钮即可完成任务。
 
若在以上操作中删除了上菜单栏，此时建议在下菜单栏中添加如图4-21所示的 Main Menu图标，以方便以后使用。没必要只按照书本进行操作，可自由进行练习。
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  图4-19 子菜单 
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  图4-20 提示窗口信息 
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  图4-21 Main Menu图标 

 

 
4.4.2 桌面背景和图标
 
1．更改桌面背景
 
在很多情况下，我们并不喜欢使用默认的桌面背景图标，若想使用其他的桌面背景，则需要对桌面背景进行更改。更改桌面背景的操作其实也不难，其大致步骤如下。
 
（1）在系统桌面的空白处右击，并从弹出的菜单中选择Change Desktop Background 选项，如图4-22所示。
 
（2）之后将弹出如图4-23所示的界面，此时可根据自己的喜好来选择不同的桌面背景图片。在单击喜欢的桌面背景图片之后，系统将自动更换桌面背景图片，之后单击其右下角的Close按钮退出。
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  图4-22 Change Desktop Background 
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  图4-23 桌面背景选择 

 
（3）若在图4-23所示的界面上没有看到自己喜欢的桌面背景图片，可以单击此窗口下的 AddWallpaper按钮来查看更多的桌面图片，如图4-24所示。
 

 [image: figure_0060_0136]

 

  图4-24 Add Wallpaper界面 

 
2．更改桌面图标
 
若不喜欢桌面上的某个图标，此时可在该图标上右击并从弹出的菜单中选择Properties选项，如图4-25所示。
 
之后将弹出如图4-26所示的界面。在Basic 选项卡下单击Select Custom lcon按钮，之后将弹出如图4-27所示的界面，选择自己喜欢的图标，然后单击OK按钮即可。
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  图4-25 Properties选项 
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  图4-26 root’s Home Properties界面 
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  图4-27 Select an icon界面 

 

 
4.4.3 图形系统终端窗口
 
1．终端简介
 
（1）打开终端窗口之后，在终端界面的菜单栏左上方，找到并单击 Edit 菜单（这里只介绍Edit 菜单，读者可对其他菜单进行操作），然后选中Current Profile选项，如图4-29所示。
 
（2）接着弹出如图4-30所示窗口，若需要更改终端字体的大小，可在 General选项卡下取消选中Use the system terminal font选项，然后单击Monospace 按钮选择字体的大小。
 
（3）接着更改终端上的字体颜色，选中Colors选项卡，并取消选中Use colors from system theme选项，如图4-30所示。
 
（4）然后单击其下方的Text color 按钮，在弹出的如图4-31所示的界面中，单击颜色并在鼠标变成一支笔的形状之后进行颜色的选择。
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  图4-28 Current Profile选项 
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  图4-29 Editing Profile “Default”窗口 
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  图4-30 设置终端字体颜色 
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  图4-31 选项终端字体颜色 

 
（5）要更改终端背景，可以在Effects 选项卡中选中Background image选项，然后单击Browse按钮查找图片，如图4-32所示。
 
（6）若喜欢透明效果，可在Effects 选项卡中选中Transparent background 选项，如图4-33所示，之后就可以对终端的透明度进行调整。
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  图4-32 更改终端背景 
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  图4-33 设置终端的透明度 

 
要在终端上操作，现在只使用键盘方向键来操作光标就可以，当然，也可使用字母键来操作，这里先是简单的讲解。在以下操作中，不理解具体内容也没关系，按照步骤操作就行，以后再深入学习。
 
2．使用vi编辑器更改引导界面
 
要对启动系统的引导界面进行更改，需要对引导菜单的配置文件进行修改。引导菜单配置文件位于/boot/grub目录下，可以使用cd命令切换到该目录，之后列出目录下的信息，命令如下。
 
[root@cat ～]# cd /boot/grub ; ll
 
total 233
 
-rw-r--r--　1　root　root　63　Jul　7 04:44　device.map
 
-rw-r--r--　1　root　root　7584　Jul　7 04:44　e2fs_stage1_5
 
-rw-r--r--　1　root　root　7456　Jul　7 04:44　fat_stage1_5
 
-rw-r--r--　1　root　root　6720　Jul　7 04:44　ffs_stage1_5
 
-rw-------　1　root　root　620　Jul　7 20:57　grub.conf
 
-rw-r--r--　1　root　root　6720　Jul　7 04:44　iso9660_stage1_5
 
-rw-r--r--　1　root　root　8192　Jul　7 04:44　jfs_stage1_5
 
lrwxrwxrwx　1　root　root　11　Jul　7 04:44　menu.lst-> ./grub.conf
 
-rw-r--r--　1　root　root　6880　Jul　7 04:44　minix_stage1_5
 
-rw-r--r--　1　root　root　9248　Jul　7 04:44　reiserfs_stage1_5
 
-rw-r--r--　1　root　root　32428　Jan　5　2007　splash.xpm.gz
 
-rw-r--r--　1　root　root　512　Jul　7 04:44　stage1
 
-rw-r--r--　1　root　root　104988　Jul　7 04:44　stage2
 
-rw-r--r--　1　root　root　7072　Jul　7 04:44　ufs2_stage1_5
 
-rw-r--r--　1　root　root　6272　Jul　7 04:44　vstafs_stage1_5
 
-rw-r--r--　1　root　root　8904　Jul　7 04:44　xfs_stage1_5
 
在列出/boot/grub目录下的内容后，将发现存在一个名为grub.conf的文件，此文件即为系统引导菜单的配置文件。在对此配置文件进行操作前，建议先备份它。
 
接着对此文件进行修改来更改系统引导菜单，使用vi编辑器打开该文件，然后按I键或A键进入插入模式，之后进行相关的修改。
 
[root@cat grub]# vi grub.conf　　# 使用vi编辑器打开grub.conf文件
 
# grub.conf generated by anaconda
 
#
 
# Note that you do not have to rerun grub after making changes to this file
 
# NOTICE:　You have a /boot partition.　This means that
 
#　　all kernel and initrd paths are relative to /boot/, eg.
 
#　　root (hd0,0)
 
#　　kernel /vmlinuz-version ro root=/dev/VolGroup00/LogVol00
 
#　　initrd /initrd-version.img
 
#boot=/dev/sda
 
default = 0　　# 此处设定使用哪行菜单进行系统启动的引导
 
timeout = 5　　# 在无动作的情况下，默认5秒启动
 
splashimage = (hd0,0)/grub/splash.xpm.gz
 
hiddenmenu
 
title Enterprise (2.6.9-42.0.0.0.1.ELsmp)
 
root (hd0,0)
 
kernel /vmlinuz-2.6.9-42.0.0.0.1.ELsmp ro root = LABEL = / rhgb quiet
 
initrd /initrd-2.6.9-42.0.0.0.1.ELsmp.img
 
title Enterprise-up (2.6.9-42.0.0.0.1.EL)
 
root (hd0,0)
 
kernel /vmlinuz-2.6.9-42.0.0.0.1.EL ro root = LABEL = / rhgb quiet
 
initrd /initrd-2.6.9-42.0.0.0.1.EL.img
 
在grub.conf文件中，以title关键字开始的为一个系统开机引导菜单，而在默认情况下，只有一行用于倒计时的选项。
 
这次的目的是默认使用第二个引导菜单，并将引导菜单的名字进行修改，使用文本界面的形式启动系统。具体更改如下。
 
（1）使用哪个引导菜单由default的值来设定，0表示是第一个，1表示第二个，依次类推。现在将使用第二个，因此将default的值改为1。
 
（2）timeout的值决定引导界面停留的时间，在默认情况下停留5秒，若觉得时间过长，可以改为更小的值，如3秒。
 
（3）要修改引导菜单名字，可以对关键字title后的内容进行修改，如将引导菜单更改为如下的内容：
 
title Red Hat Enterprise Linux 4
 
关键字title一定要有，否则菜单将无法显示。若使用文本界面启动，则需要更改关键字kernel后的值，将rhgb quiet 去掉即可：
 
kernel /vmlinuz-2.6.9-42.0.0.0.1.EL ro root = LABEL = /
 
为了显示更改过后的效果，在此配置文件中添加一个引导菜单，并对其名字进行修改。以下是更改过后的grub.conf配置文件，可供参考。
 
default = 1　　# 启用第二个引导菜单
 
timeout = 3　　# 在无动作的情况下，默认3秒之后启动系统
 
splashimage = (hd0,0)/grub/splash.xpm.gz
 
#hiddenmenu　　# 在hiddenmenu前加上"#"号
 
title Enterprise (2.6.9-42.0.0.0.1.ELsmp)
 
root (hd0,0)
 
kernel /vmlinuz-2.6.9-42.0.0.0.1.ELsmp ro root = LABEL = / rhgb quiet
 
initrd /initrd-2.6.9-42.0.0.0.1.ELsmp.img
 
# 以下引导菜单是添加的
 
title Red Hat Enterprise Linux 4　　# 要修改引导菜单的名字，title不可缺少
 
root (hd0,0)
 
kernel /vmlinuz-2.6.9-42.0.0.0.1.ELsmp ro root = LABEL = / #将rhgb quiet删除
 
initrd /initrd-2.6.9-42.0.0.0.1.ELsmp.img
 
修改完成之后，先按下键盘的Esc键，然后输入“:wq”（不包括引号）保存该文件并退出。之后可以使用init 6 或使用菜单重启系统。
 
通过以上的修改之后，在系统重启中，将在引导界面上看到三个引导菜单，其中默认使用第二个菜单进行系统开机的引导，并且使用文本形式来启动系统。图4-34是在未进行修改之前系统的引导界面，图4-35所示的界面是在修改之后引导界面上的引导菜单，其中有添加的 Red Hat Enterprise Linux 4 菜单。
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  图4-34 默认的引导界面 

 

 [image: figure_0064_0147]

 

  图4-35 修改后的引导界面 

 
3．更改系统的运行级别
 
在系统启动后，其实进入图形登录界面，而在登录之后就进入图形系统。若想使用文本界面进行登录，且在登录后进入文本界面，可以对系统的运行级别进行更改。
 
要更改系统的运行级别，可对 inittab 文件中相关的内容进行修改。inittab 文件位于/etc 目录下，使用vi编辑器打开该文件，然后按下I键进入插入模式，再进行修改。
 
[root@cat ～]# vi /etc/inittab
 
打开文件之后，在18行处将看到“id:5:initdefault:”的内容（行数有可能不一样，这只供参考）。在默认情况下使用的是第5级别，即使用图形系统，现在要在登录时使用文本界面并在登录之后进入文本系统界面，因此将数字5改为数字3。之后按Esc键之后再输入“:wq”保存该文件并退出，更改如下：
 
id:5:initdefault:　# 将其更改为id:3:initdefault:
 
之后对系统进行重启，之后将出现如图4-36所示的登录界面。接着输入用户名并按Enter键，之后输入用户密码（密码是不可见的），将出现如图4-37所示的文本系统界面。
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  图4-36 文本登录界面 
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  图4-37 文本系统界面 

 
在文本界面中，若需要进入图形界面，则在终端提示符后面输入startx命令并按Enter键即可，或使用 init 5 命令，只是还需要在图形登录界面中进行认证。图4-38所示的是输入init 5 命令并按Enter 键之后启动图形登录窗口的过程。
 

 [image: figure_0065_0150]

 

  图4-38 启动图形系统 

 
需要注意的是，当使用startx命令启动图形系统界面时，要返回文本界面，直接对系统进行注销即可。而当使用init 5命令进入图形系统时，要返回文本系统，则需要在终端窗口上执行init 3命令。
 
通过以上的学习后，相信您对RHEL4图形系统的操作已相当地熟悉。对于使用图形系统来设置桌面背景及终端的字体等，操作都相当方便，建议您多进行练习，从而更加熟练地使用GNOME图形系统。
 
在以后的学习中，多数情况下是在文本界面中使用命令的方式进行操作（必要时则进入图形系统），主要是通过远程登录来对系统进行操作管理。需要注意的是，所使用的远程登录软件（您可选择其他软件）对中文可能出现不兼容的情况，所以再次建议您将系统语言改为英文。
 
在使用文本系统的操作中，特别是在学习shell时，是使用编辑器vi进行操作的，建议读者先对vi编辑器进行了解，以便学习起来时得心应手。本书对指令也只做少量的讲解，需要对指令有更多了解的读者，可以考虑参考一些关于指令方面的书籍。
 

 
第5章 Linux shell及命令
 
本章主要内容
 
● Linux shell 概述。
 
● Linux 命令的应用。
 
Linux自问世起，其下的文本界面一直占据着重要的地位，通过文本界面中简单的指令即可快速对操作系统进行操作。命令的使用，使系统消耗的资源大量更少，特别是远程维护系统时，命令的优势非常明显。
 
在Linux系统下，多数系统管理员还是更喜欢使用传统的命令来操作系统，这不仅因为命令比图形操作更为稳定，而且命令可以完成一些连图形系统都不能完成的操作。命令行高效、灵活且功能强大，至今仍是专业人士的最爱。但需要注意的是，Linux的命令是区分大小写的。
 
Linux系统支持多种不同的shell，Linux的shell就是一种命令解释器，其可直接与内核进行交流，且支持自动执行定时任务，使得更加合理地利用系统资源，如在夜间执行一些耗资源、耗时间的任务。
 

 
5.1 Linux shell概述
 
UNIX/Linux的shell是系统内核与用户沟通的桥梁，它作为系统的命令解释器为用户提供解释命令的功能。同时shell也是一种程序设计语言，它为用户提供操作机器的交互接口，使用户输入的命令能够传送到内核执行并把处理结果显示给用户。
 

 
5.1.1 shell发展史及类别
 
在当今的UNIX/Linux操作系统上存在多种shell，而这些不同的shell都是根据不同的需求产生的。由于UNIX/Linux操作系统的shell采取独立、自由开发的政策，因为shell的种类不仅多，而且可以自由更换。
 
第一种广为流行使用的shell是由柏克莱大学的Bill Joy编写的，这种shell主要由于其语法与C语言像似而得名（即我们所说的C shell），其主要附在UNIX系统中，但在Red Hat Enterprises系列Linux的系统下仍然能够找到它的身影。
 
在众多的shell 中，Bourn shell 算是第一个有重要意义的shell，它取代了原先UNIX 系统上的Thompson shell，且沿用相同的执行文件名sh 至今。尽管今天Linux 操作系统上有多种shell，但Bourn shell 及其衍生系列在Linux 操作系统中的地位都没有发生过改变。
 
Red Hat Enterprises系列Linux系统所支持的shell，在/etc/shells目录下找到，所用命令如下。
 
[cat@rhl5 ～]# cat /etc/shells
 
/bin/sh
 
/bin/bash
 
/sbin/nologin
 
/bin/tcsh
 
/bin/csh
 
/bin/ksh
 
目前，存在有多种版本的shell，现在流行的几种shell如表5-1所示。
 

  表5-1 目前流行的shell 

 

 [image: figure_0067_0151]

 
那么我们怎么知道用户当前使用的shell是哪类shell呢？一个很简单的做法就是在当前用户的终端下随便输入一个字符，如下所示。
 
[cat@rhl5 ～]# ok
 
-bash: ok: command not found
 
结果显示的是bash找不到“ok”命令，这说明用户当前使用的shell是bash。而若查看用户登录系统后默认使用哪个shell，则可以在/etc/passwd目录中找到，如下所示。
 
[cat@rhl5 ～]$ cat /etc/passwd | grep cat
 
cat:x:500:500:A Super Cat:/home/cat:/bin/bash
 
从以上的结果看到，当前用户默认使用的shell是bash。对于每个新创建的用户，在创建时指定使用的是哪种shell，这个配置在/etc/default/useradd目录下就能找到。
 
[root@rhl5 ～]# cat /etc/default/useradd
 
# useradd defaults file
 
GROUP=100
 
HOME=/home
 
INACTIVE=-1
 
EXPIRE=
 
SHELL=/bin/bash
 
SKEL=/etc/skel
 
CREATE_MAIL_SPOOL=yes
 

 
5.1.2 shell的作用
 
不管是哪类用户，在登录Linux系统之后，都是无法直接与计算机进行交流的，这就需要一个中间角色来负责将用户输入的命令传达给计算机，使得计算机能够完成各种指定的操作。但只要用户登录后就可以执行操作，这是因为在用户登录操作系统后就执行了shell，而我们开启一个终端窗口，实际上是开启一个子shell。
 
对于计算机，它只能够识别由0和1组成的机器码，并利用这些机器码来完成各种操作。但我们输入的并非由0和 1 所组成的机器码，而是由一些字母或字母和数字等字符组成的指令。而shell就负责把用户所输入的命令翻译成这些包含0和1的机器码，然后传送到内核中去执行，并把执行结果显示在用户面前。
 
事实上，shell是命令语言、命令解释程序及程序设计语言的统称。更简单地说，shell其实就是Linux系统内核与用户之间的桥梁，它为用户提供使用操作系统的接口。如果把Linux内核比作一个球体的中心， shell就是这个球体的外层，如图5-1所示。
 

 [image: figure_0068_0152]

 

  图5-1 shell与Linux内核的关系 

 
形象地说，shell是介于操作系统内核与用户之间的一个绝缘层。而更准确地说，shell是一种强大的计算机程序设计语言，通过shell就能够轻松调用其他程序并对它们的输出进行处理，这种能力使得shell成为完成文本处理任务的一个理想工具。
 
Linux系统下的每个shell程序称为一个脚本，它是一种很容易使用的工具，通过它可以将系统调用、公共程序、工具以及编译过的二进制程序黏合在一起来并建立应用。而事实上，所有的Linux/UNIX命令和工具再加上公共程序，对于shell脚本来说都是可调用的。而shell的内置命令也会给脚本添加强而有力的支持并提高灵活性。shell脚本对于管理系统任务和其他重复工作的例程来说，都表现得非常好。
 

 
5.2 Linux命令的应用
 
在Linux操作系统下，命令行功能强大，可快速完成图形系统某些没法完成的操作。其高效性、灵活性目前得到不断提升，更重要的是，命令行的使用为机器节省了大量的资源，它比运行图形界面所消耗的资源少很多。
 
Linux系统下命令行的格式如下：
 
command [options] [arguments]
 
Linux 系统的命令实际上可视为一个可执行文件，因此在每条命令的执行的过程中，系统都会从所执行的命令中获取参数来创建对应的子进程，随命令的执行而产生的这个子进程，会根据命令的参数来执行，并且命令在返回结果的同时子进程也终止。命令的执行过程基本上按如下步骤。
 
（1）读取用户由键盘输入的命令行。
 
（2）分析命令，以命令名作为文件名，并将其他参数改造为系统调用execve( )完成内部处理所要求的形式。
 
（3）终端进程调用fork( )创建一个子进程。
 
（4）终端进程本身用系统调用wait4( )来等待子进程完成（如果是后台命令，则不等待）。当子进程运行时调用execve( )，子进程根据文件名（即命令名）到目录中查找有关文件（这是命令解释程序构成的文件），将它调入内存，执行这个程序（解释这条命令）。
 
（5）如果命令末尾有“&”号（后台命令符号），则终端进程不需要系统调用 wait4( )等待，立即显示提示符，让用户输入下一条命令，跳转到步骤⑴。如果命令末尾没有“&”号，则终端进程要一直等待，当子进程（即运行命令的进程）完成处理后终止，向父进程（终端进程）报告，此时唤醒终端进程，在做必要的判断等工作后，终端进程显示提示符，让用户输入新的命令，重复上述处理过程。
 

 
5.2.1 文件管理命令
 
1．cat命令：将文件内容连接后传送到标准输出或重定向到文件
 
补充说明：cat命令的全称为concatenate，使用权限对系统所有用户开放。
 
1）命令语法格式：cat [OPTION] [FILE]...
 
2）命令选项参数说明如下所示。
 
-n（number）：从第一行开始对文件输出的所有行继续编号；
 
-b：忽略对空白行的编号；
 
-s（--squeeze-blank）：将连续的两个空白行合并为一行；
 
3）范例列举：
 
[root@rhl5 ～]# cat /etc/hosts　# 显示文件的内容
 
# Do not remove the following line, or various programs
 
# that require network functionality will fail.
 
127.0.0.1　　　rhl5.super.com rhl5 localhost.localdomain localhost
 
::1　　　localhost6.localdomain6 localhost6
 
[root@rhl5 ～]# cat-n /etc/hosts > hosts　# 对文件的行编号并重定向到hosts文件
 
[root@rhl5 ～]# cat hosts　# 显示hosts文件的内容
 
1　# Do not remove the following line, or various programs
 
2　# that require network functionality will fail.
 
3　127.0.0.1　　　rhl5.super.com rhl5 localhost.localdomain localhost
 
4　::1　　　localhost6.localdomain6 localhost6
 
2．chmod命令：更改文件的访问权限
 
补充说明：chmod 命令的全称为 change mode，使用权限对系统所有用户开放。命令可更改的访问权限包括读（r）、写（w）和执行（x）三种，可使用“—”或“+”修改权限。
 
1）命令语法格式：chmod [OPTION]... MODE[，MODE]... FILE...
 
chmod [OPTION]... OCTAL-MODE FILE...
 
chmod [OPTION]...--reference=RFILE FILE...
 
2）命令选项参数说明如下所示。
 
-c（changes）：完成权限更改改后显示更改信息；
 
-f：忽略错误消息的输出；
 
-R（recursive）：以递归的方式更改目录及其下的所有子目录的权限。
 
3）范例列举：
 
[root@rhl5 ～]# chmod+x hosts # 添加hosts 文件的可执行权限
 
[root@rhl5 ～]# ll hosts
 
-rwxr-xr-x 1 root root 235 Jul 21 18:47 hosts
 
[root@rhl5 ～]# chmod-x hosts # 取消hosts 文件的可执行权限
 
3．chown命令：更改文件的所有者
 
补充说明：chown 命令的全称为change owner，其使用权限对系统所有用户开放。
 
1）命令语法格式：chown [OPTION]... [OWNER][:[GROUP]] FILE...
 
chown [OPTION]...--reference=RFILE FILE...
 
2）命令选项参数说明如下所示。
 
-c（changes）：显示文件所有者更改后的信息；
 
-f：忽略错误消息的输出；
 
-R（recursive）：以递归的方式更改目录及子目录的所有者；
 
3）范例列举：
 
[root@rhl5 ～]# chown-c cat:cat hosts # 把hosts 文件的所有者和组改为cat
 
changed ownership of `hosts' to cat:cat
 
[root@rhl5 ～]# ll hosts
 
-rw-r--r-- 1 cat cat 235 Jul 21 18:47 hosts
 
4．find命令：查找（符合条件）文件并将查找结果输出
 
补充说明：命令用于查找指定目录下的文件，使用权限对系统所有用户开放。
 
1）命令语法格式：find [-H] [-L] [-P] [path...] [expression]
 
2）命令选项参数说明如下所示。
 
-mount，-xdev : 只对指定目录下的文件进行检查；
 
-amin n : 查找在过去n 分钟内读取过的文件；
 
-atime n : 查找n 天前读取过的文件；
 
-cmin n : 查找在过去n 分钟内修改过的文件；
 
-ctime n : 查找在过去n 天内修改过的文件；
 
3）范例列举：
 
[root@rhl5 ～]# find /-name tty:*　# 查找根目录下以tty:开头的全部文件，*是通配符
 
/sys/devices/pnp0/00:0b/tty:ttyS1
 
/sys/devices/pnp0/00:0a/tty:ttyS0
 
/sys/devices/platform/serial8250/tty:ttyS3
 
/sys/devices/platform/serial8250/tty:ttyS2
 
[root@rhl5 ～]# find /boot/grub/-atime-365 # 查找/boot/grub 目录下365 天前读取过的文件
 
/boot/grub/
 
/boot/grub/minix_stage1_5
 
/boot/grub/reiserfs_stage1_5
 
/boot/grub/device.map
 
/boot/grub/fat_stage1_5
 
/boot/grub/jfs_stage1_5
 
/boot/grub/iso9660_stage1_5
 
/boot/grub/e2fs_stage1_5
 
/boot/grub/stage2
 
/boot/grub/vstafs_stage1_5
 
/boot/grub/ufs2_stage1_5
 
/boot/grub/menu.lst
 
/boot/grub/ffs_stage1_5
 
/boot/grub/grub.conf
 
/boot/grub/xfs_stage1_5
 
/boot/grub/stage1
 
5．ln命令：在文件之间创建链接
 
补充说明：ln命令的全称为link，其创建的链接包括硬链接和软链接，命令的使用权限对系统所有用户开放。
 
1）命令语法格式：ln [OPTION]... [-T] TARGET LINK_NAME
 
2）命令选项参数说明如下所示。
 
-f（force）：在链接时先将同名文件删除；
 
-d（directory）：允许系统管理员硬链接自己的目录；
 
-i（interactive）：在删除同名文件时先询问；
 
-n : 在进行软链接时，将 dist 视为一般的档案；
 
-s（symbolic）：创建软链接（就是符号链接）。
 
3）范例列举：
 
[root@rhl5 ～]# ln-s /etc/hosts /hosts # 创建/etc/hosts 软链接到/hosts
 
[root@rhl5 ～]# ll /hosts
 
lrwxrwxrwx 1 root root 10 Jul 22 03:27 /hosts-> /etc/hosts
 
6．rm命令：删除文件或目录。
 
补充说明：rm命令的全称为remove，使用权限对系统所有用户开放。
 
1）命令语法格式：rm [OPTION]... FILE...
 
2）命令选项参数说明如下所示。
 
-i（interactive）：删除前逐一询问确认；
 
-f（force）：强行删除，无须逐一确认；
 
-r（recursive）：将目录及子目录和文件逐一删除。
 
3）范例列举：
 
[root@rhl5 ～]# rm hosts # 以交互方式删除hosts 文件
 
rm: remove regular file `hosts'? y
 
[root@rhl5 ～]# rm-rf /hosts　# 强行删除/hosts链接文件
 
7．wc命令：计算文件或标准输出设备的字节数、字数或是列数
 
补充说明：wc 命令的全称为word counts，使用权限对系统所有用户开放。
 
1）命令语法格式： wc [OPTION]... [FILE]...
 
2）命令选项参数说明如下所示。
 
-c：只显示字节数；
 
-l（lines）：只显示行数；
 
-w（words）：只显示字数；
 
3）范例列举：
 
[root@rhl5 ～]# wc-l /etc/hosts　# 统计/etc/hosts文件的行数
 
4 /etc/hosts
 
8．split命令：将文件分割成指定大小的子文件
 
补充说明：分割后子文件名默认值为x和aY后缀组合（如第一个文件是aa，则第二个是ab，依次类推），使用权限对系统所有用户开放。
 
1）命令语法格式：split [OPTION] [INPUT [PREFIX]]
 
2）命令选项参数说明如下所示。
 
-a：指定用于构成输出名称文件后缀部分的字母数；
 
-b（bytes）：用于指定子文件的字节数；
 
-l（LineCount）：指定每个输出文件的行数（默认值是1000行）；
 
3）范例列举：
 
[root@rhl5 ～]# split /var/log/anaconda.log　# 把文件分割成1000行
 
[root@rhl5 ～]# ll xa*
 
-rw-r--r-- 1 root root 56150 Jul 22 16:08 xaa
 
-rw-r--r-- 1 root root 76319 Jul 22 16:08 xab
 
-rw-r--r-- 1 root root 84462 Jul 22 16:08 xac
 
-rw-r--r-- 1 root root 83293 Jul 22 16:08 xad
 
-rw-r--r-- 1 root root 80244 Jul 22 16:08 xae
 
-rw-r--r-- 1 root root 66498 Jul 22 16:08 xaf
 
-rw-r--r-- 1 root root 47811 Jul 22 16:08 xag
 
[root@rhl5 ～]# cat xaa | wc–l　# 统计文件的行数
 
1000
 
[root@rhl5 ～]# split-b 100k /var/log/anaconda.log cxl　# 分割为文件为100KB，以cxl为文件名前缀
 
[root@rhl5 ～]# ll cxl*
 
-rw-r--r-- 1 root root 102400 Jul 22 16:26 cxlaa
 
-rw-r--r-- 1 root root 102400 Jul 22 16:26 cxlab
 
-rw-r--r-- 1 root root 102400 Jul 22 16:26 cxlac
 
-rw-r--r-- 1 root root 102400 Jul 22 16:26 cxlad
 
-rw-r--r-- 1 root root 85177 Jul 22 16:26 cxlae
 

 
5.2.2 磁盘管理命令
 
1．dd命令：将指定大小的块复制到一个文件
 
补充说明：dd 命令的全称为disk dump，其在复制文件的同时可指定转储。命令使用权限对系统所有用户开放。
 
1）命令语法格式：dd [OPERAND]...
 
dd OPTION
 
2）命令选项参数说明如下所示。
 
if=FILE：输入文件名称，默认是标准输入；
 
of=FILE：输出文件名称，默认是标准输出；
 
bs= BYTES：同时设置输入/输出的块大小，单位是字节；
 
count=blocks：指定要复制的块数；
 
cbs=BYTES：每次转储的字节数，即指定转储缓冲区的大小；
 
obs= BYTES：每次输出的字节数，即指定块大小。
 
3）范例列举：
 
[root@rhl5 ～]# dd if=/dev/sda1 of=disk1.img　#将/dev/sda1分区的数据复制到disk.img磁盘文件
 
208782+0 records in
 
208782+0 records out
 
106896384 bytes (107 MB) copied, 9.6282 seconds, 11.1 MB/s
 
[root@rhl5 ～]# dd if=/dev/zero bs=1024M count=1 of=disk.img　# 创建1GB的img磁盘文件
 
1+0 records in
 
1+0 records out
 
1073741824 bytes (1.1 GB) copied, 9.03751 seconds, 119 MB/s
 
[root@rhl5 ～]# ll-h disk.img
 
-rw-r--r-- 1 root root 1.0G Jul 22 18:52 disk.img
 
2．mkswap命令：设置Linux系统的交换分区
 
补充说明：mkswap 命令的全称为make swap，用于将磁盘分区或文件设置为Linux 系统的交换分区，使用权限只对系统管理员开放。
 
1）命令语法格式：mkswap [OPTION] [-L label] device [size]
 
2）命令选项参数说明如下所示
 
-c（create）：创建交换分区前先检查是否有损坏的区块。
 
-v0：创建旧式交换分区，此为预设值。
 
-v1：创建新式交换分区。
 
3）范例列举：
 
[root@rhl5 ～]# ll /dev/sdc*
 
brw-r----- 1 root disk 8, 32 Jul 22 18:43 /dev/sdc
 
brw-r----- 1 root disk 8, 33 Jul 22 18:45 /dev/sdc1
 
[root@rhl5 ～]# mkswap /dev/vgsdc1/lvsdc1　# 用/dev/sdc1磁盘分区创建交换分区
 
Setting up swapspace version 1, size = 5360316 kB
 
3．fdisk命令：设置Linux系统磁盘分区
 
补充说明：fdisk 命令的全称为find disk，使用权限对系统所有用户开放。
 
1）命令语法格式：fdisk [-u] [-b sectorsize] [options] device
 
fdisk-l [-u] [device ...]
 
fdisk-s partition ...
 
2）命令参数选项说明如下所示。
 
-b：指定的磁盘分区的大小；
 
-H（heads）：指定磁盘头数；
 
-l（list）：显示磁盘设备分区信息；
 
-v（version）：显示版本信息。
 
3）范例列举：
 
[root@rhl5 ～]# fdisk-l /dev/sda　# 显示磁盘设备分区信息
 
Disk /dev/sda: 32.2 GB, 32212254720 bytes
 
255 heads, 63 sectors/track, 3916 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Device　Boot　　Start　　End　Blocks　Id　System
 
/dev/sda1　*　　1　　　13　104391　83　Linux
 
/dev/sda2　　　14　　3916　31350847+　8e　Linux LVM
 
[root@rhl5 ～]# fdisk /dev/sda　# 进入交互模式
 
The number of cylinders for this disk is set to 3916.
 
There is nothing wrong with that, but this is larger than 1024,
 
and could in certain setups cause problems with:
 
1) software that runs at boot time (e.g., old versions of LILO)
 
2) booting and partitioning software from other OSs
 
(e.g., DOS FDISK, OS/2 FDISK)
 
Command (m for help):
 
4．df命令：显示系统磁盘空间使用信息
 
补充说明：df命令的全称为disk free，其能够显示挂载到系统的磁盘空间信息，使用权限对系统所有用户开放。
 
1）命令语法格式：df [opinions]... [FILE]...
 
2）命令参数选项说明如下所示
 
-a（all）：包含所有具有0 块的文件系统；
 
-i（inodes）：显示索引节点的信息而不显示已使用的块
 
-l（local）：限制列出的档案结构；
 
-P（portability）：使用POSIX输出格式；
 
-t（type）：限制列出文件系统的类型。
 
3）范例列举：
 
[root@rhl5 ～]# df　# 以数据块为单位显示挂载的磁盘空间信息
 
Filesystem　　1K-blocks　Used　Available　Use%　Mounted on
 
/dev/mapper/VolGroup00-LogVol01
 
29329476　2477152　25338444　9%　　/
 
/dev/sda1　　　101086　12054　83813　13%　/boot
 
tmpfs　　　　302176　　　0　302176　0%　　/dev/shm
 
[root@rhl5 ～]# df-h　# 以GB为单位显示挂载的磁盘空间信息
 
Filesystem　　　Size　Used　Avail　Use% Mounted on
 
/dev/mapper/VolGroup00-LogVol01
 
28G　2.4G　25G　9%　/
 
/dev/sda1　　　99M　12M　82M　13%　/boot
 
tmpfs　　　　296M　0　296M　0%　/dev/shm
 
5．mount命令：挂载文件系统
 
补充说明：mount 命令可将某个磁盘分区的内容解读成文件系统，然后将其挂载到目录的某个位置之下，命令的使用权限只对系统管理员开放。
 
1）命令语法格式：mount [-lhV]
 
mount-a [-fFnrsvw] [-t vfstype] [-O optlist]
 
mount [-fnrsvw] [-o options [,...]] device | dir
 
2）命令参数选项说明如下所示。
 
-a（all）：将/etc/fstab文件中定义的所有文件系统挂载；
 
-f：模拟整个文件系统挂载的过程；
 
-n：挂载未写入/etc/mtab文件的文件系统；
 
-L（label）：将含有特定标签的硬盘分割挂载。
 
-U uuid（Universaly Unique Identifier）：将指定标识符的分区挂载；
 
-o ro（read only）：用只读模式挂载；
 
-o rw（read write）：用可读写模式挂载；
 
3）范例列举：
 
[root@rhl5 ～]# mount-o ro /dev/sdb1 /mnt　# 以只读方式挂载/dev/sdb1 分区到/mnt目录下
 
[root@rhl5 ～]# mount # 显示系统已挂载分区的信息
 
/dev/mapper/VolGroup00-LogVol01 on / type ext3 (rw)
 
proc on /proc type proc (rw)
 
sysfs on /sys type sysfs (rw)
 
devpts on /dev/pts type devpts (rw,gid=5,mode=620)
 
/dev/sda1 on /boot type ext3 (rw)
 
tmpfs on /dev/shm type tmpfs (rw)
 
none on /proc/sys/fs/binfmt_misc type binfmt_misc (rw)
 
sunrpc on /var/lib/nfs/rpc_pipefs type rpc_pipefs (rw)
 
/dev/sdb1 on /mnt type ext3 (ro)
 

 
5.2.3 系统管理命令
 
1．kill命令：终止执行中的程序
 
补充说明：kill 命令可向进程发送指定的信号（默认发送的信号是 SIGTERM），进程根据信号的类型执行对应的操作。命令的使用权限对系统所有用户开放。
 
1）命令语法格式：kill [-s signal |-p ] [-a ] [-- ] pid ...
 
kill-l [ signal ]
 
2）命令参数选项说明如下所示。
 
-l（list）：显示信号的信息；
 
-s（signal）：指定要发送的信号。
 
3）范例列举：
 
[root@rhl5 ～]# kill-l　# 列出所有信号的信息
 
1) SIGHUP　　2)　SIGINT　　3)　SIGQUIT　　4)　SIGILL
 
5) SIGTRAP　　6)　SIGABRT　　7)　SIGBUS　　8)　SIGFPE
 
9) SIGKILL　　10) SIGUSR1　　11) SIGSEGV　　12) SIGUSR2
 
13) SIGPIPE　　14) SIGALRM　　15) SIGTERM　　16) SIGSTKFLT
 
17) SIGCHLD　　18) SIGCONT　　19) SIGSTOP　　20) SIGTSTP
 
21) SIGTTIN　　22) SIGTTOU　　23) SIGURG　　24) SIGXCPU
 
25) SIGXFSZ　　26) SIGVTALRM　27) SIGPROF　　28) SIGWINCH
 
29) SIGIO　　30) SIGPWR　　31) SIGSYS　　34) SIGRTMIN
 
35) SIGRTMIN+1　36) SIGRTMIN+2　37) SIGRTMIN+3　38) SIGRTMIN+4
 
39) SIGRTMIN+5　40) SIGRTMIN+6　41) SIGRTMIN+7　42) SIGRTMIN+8
 
43) SIGRTMIN+9　44) SIGRTMIN+10　45) SIGRTMIN+11　46) SIGRTMIN+12
 
47) SIGRTMIN+13　48) SIGRTMIN+14　49) SIGRTMIN+15　50) SIGRTMAX-14
 
51) SIGRTMAX-13　52) SIGRTMAX-12　53) SIGRTMAX-11　54) SIGRTMAX-10
 
55) SIGRTMAX-9　56) SIGRTMAX-8　57) SIGRTMAX-7　58) SIGRTMAX-6
 
59) SIGRTMAX-5　60) SIGRTMAX-4　61) SIGRTMAX-3　62) SIGRTMAX-2
 
63) SIGRTMAX-1　64) SIGRTMAX
 
[root@rhl5 ～]# ps-ef | grep top　# 获取top进程的信息
 
root　3491　3363　0 20:54 pts/1　00:00:00 top
 
root　3495　3223　0 20:54 pts/0　00:00:00 grep top
 
[root@rhl5 ～]# kill-9 3363　# 强行终止进程号为3363的进程
 
[root@rhl5 ～]# ps-ef | grep top
 
root　3497　3223　0 20:55 pts/0　00:00:00 grep top
 
2．last命令：显示登录系统的用户信息
 
补充说明：last 命令用于显示系统开机以来记录用户登录、系统重启等信息的列表清单，命令的使用权限对系统所有用户开放。
 
1）命令语法格式：last [options] [name...] [tty...]
 
2）命令参数选项说明如下所示。
 
-a：在最后一行显示主机名；
 
-R：忽略显示主机名；
 
-o（old）：以旧格式读取wtmp文件；
 
-x：显示系统条目和运行级别的变化。
 
3）范例列举：
 
[root@rhl5 ～]# last # 显示登录过系统的用户信息
 
rootpts/1 192.168.217.1 Tue Jul 23 02:33 still logged in
 
root　pts/0　　192.168.217.1　Tue　Jul　23 02:29　still　logged in
 
reboot　system boot　2.6.18-164.el5　Tue　Jul　23 02:27　　　(00:06)
 
root　pts/1　　192.168.217.1　Mon　Jul　22 20:55–down　(00:00)
 
root　pts/2　　192.168.217.1　Mon　Jul　22 20:45- down　(00:09)
 
root　pts/1　　192.168.217.1　Mon　Jul　22 20:37- 20:54　(00:17)
 
root　pts/1　　192.168.217.1　Mon　Jul　22 20:34- 20:37　(00:03)
 
root　pts/0　　192.168.217.1　Mon　Jul　22 20:23- down　(00:32)
 
reboot　system boot　2.6.18-164.el5　Mon　Jul　22 20:19　　　(00:36)
 
root　pts/1　　192.168.217.1　Mon　Jul　22 18:50- down　(00:11)
 
root　pts/0　　192.168.217.1　Mon　Jul　22 17:27- 19:01　(01:33)
 
reboot　system boot　2.6.18-164.el5　Mon　Jul　22 17:25　　　(01:36)
 
root　pts/0　　192.168.217.1　Mon　Jul　22 15:58- down　(01:25)
 
reboot　system boot　2.6.18-164.el5　Mon　Jul　22 15:57　　　(01:26)
 
root　pts/0　　192.168.217.1　Mon　Jul　22 03:14- down　(00:26)
 
reboot　system boot　2.6.18-164.el5　Mon　Jul　22 03:11　　　(00:29)
 
root　pts/1　　192.168.217.1　Sun　Jul　21 18:40- down　(00:56)
 
root　pts/0　　192.168.217.1　Sun　Jul　21 18:37- 19:37　(00:59)
 
reboot　system boot　2.6.18-164.el5　Sun　Jul　21 18:37　　　(01:00)
 
root　pts/1　　:0.0　　　　Sun　Jul　14 07:53- down　(00:00)
 
root　:0　　　　　　　　Sun　Jul　14 07:53- down　(00:00)
 
root　:0　　　　　　　　Sun　Jul　14 07:53- 07:53　(00:00)
 
reboot　system boot　2.6.18-164.el5　Sun　Jul　14 07:52　　　(00:01)
 
reboot　system boot　2.6.18-164.el5　Sun　Jul　14 07:45　　　(00:05)
 
wtmp begins Sun Jul 14 07:45:20 2013
 
[root@rhl5 ～]# last | wc-l　# 统计登录用户的数量
 
26
 
3．free命令：显示系统内存状态
 
补充说明：free 命令显示内存的信息，包括物理内存、虚拟的交换文件内存、共享内存区段以及系统主要使用的缓冲区等。其使用权限对系统所有用户开放。
 
1）命令语法格式：free [options] [-s delay ] [option]
 
2）命令参数选项说明如下所示。
 
-b（bytes）：以字节为单位显示内存使用情况；
 
-k：以KB为单位显示内存使用情况；
 
-m：以MB为单位显示内存使用情况；
 
-o：不显示缓冲区调节列；
 
-s：持续观察内存使用状况。
 
-t：以KB为单位显示内存值，并统计每列值的总和。
 
3）范例列举：
 
[root@rhl5 ～]# free　# 显示内存的使用情况
 
total　　used　　free　　shared　buffers　cached
 
Mem:　　604356　214156　390200　　0　　15464　154924
 
-/+buffers/cache:　　43768　560588
 
Swap:　　1048568　　0　1048568
 
[root@rhl5 ～]# free-ms 3　#以MB为单位每隔3秒显示一次（按Ctrl+C组合键退出，即发送一个中断信号）
 
total　　used　　free　shared　buffers　cached
 
Mem:　　590　　209　　381　　0　　15　　151
 
-/+buffers/cache:　　42　　547
 
Swap:　　1023　　0　　1023
 
total　　used　　free　shared　buffers　cached
 
Mem:　　590　　209　　381　　0　　15　　151
 
-/+buffers/cache:　　42　　547
 
1023　　0　　1023Swap:
 
total　　used　　free　shared　buffers　cached
 
Mem:　　590　　209　　381　　0　　15　　151
 
-/+buffers/cache:　　42　　547
 
Swap:　　1023　　0　　1023
 
……
 
4．uname命令：显示系统信息
 
补充说明：uname 的全称为unix name，其可以显示计算机类型、系统时间、主机名等信息，使用权限对系统所有用户开放。
 
1）命令语法格式：uname [OPTION]...
 
2）命令参数选项说明如下所示。
 
-a（all）：显示系统概要信息；
 
-m（machine）：显示系统主机类型；
 
-n（nodename）：显示系统的计算机主机名；
 
-r（release）：显示系统发行版的内核编号。
 
3）范例列举：
 
[root@rhl5 ～]# uname-a # 显示计算机概要信息
 
Linux rhl5.super.com 2.6.18-164.el5 #1 SMP Tue Aug 18 15:51:54 EDT 2009 i686 i686 i386GNU/Linux
 
5．date命令：显示或设置系统的日期和时间
 
补充说明：date命令可以不同的格式显示或设置当前的系统时钟值，使用权限对系统所有用户开放。
 
1）命令语法格式：date [OPTION]... [+FORMAT]
 
2）命令参数选项说明如下所示。
 
-d（described）：以STRING的格式来显示时间；
 
-r（reference）：显示文件最后的修改时间；
 
-s（set）：将系统时间设为datestr中描述的格式；
 
-u（universal）：显示或设置通用时间值。
 
3）范例列举：
 
[root@rhl5 ～]# date# 显示系统时间和日期
 
Tue Jul 23 18:35:30 EDT 2013
 
[root@rhl5 ～]# date-s "2013-07-23 22:40:30" # 修改系统时间和日期
 
Tue Jul 23 22:40:30 EDT 2013
 
6．hwclock命令：设置系统硬件时钟
 
补充说明：hwclock命令的全称是hardware clock，其可更改主板上的时钟值（时钟可分为硬件时钟和系统时钟，主板上的时钟为硬件时钟，内核的时钟为系统时钟），命令的使用权限只对系统管理员开放。
 
1）命令语法格式：hwclok [options] [--set--date=<date and time>]
 
2）命令参数说明如下所示。
 
--adjust：估算硬件时钟的偏差，并用来校正硬件时钟；
 
--directisa：直接以I/O指令来存取硬件时钟；
 
--hctosys：将系统时钟值调整为与目前的硬件时钟值一致；
 
--show：显示硬件时钟的时间与日期；
 
--systohc：将硬件时钟值调整为与目前的系统时钟值一致。
 
3）范例列举：
 
[root@rhl5 ～]# hwclock# 显示硬件时钟
 
Tue 23 Jul 2013 03:19:08 AM EDT-0.036489 seconds
 
[root@rhl5 ～]# hwclock–w # 同步系统时钟到硬件时钟
 

 
5.2.4 压缩和解压缩命令
 
1．tar命令：文件归档备份
 
补充说明：tar命令的全称是tape archive，其用来建立、还原备份文件，命令本身无压缩功能，但它支持归档式压缩，使用权限对系统所有用户开放。
 
1）命令语法格式：tar [options] [archive_file_name] [source_file]
 
2）命令参数选项说明如下所示。
 
-c（create）：新建归档文件；
 
-d（diff）查找归档文件与文件系统的差异；
 
-t（list）：显示归档文件的内容；
 
-x（extract）：解压缩归档文件；
 
-u（update）：仅增加归档文件中没有的文件；
 
-f（file）：指定归档的文件；
 
-v（verbose）：显示命令执行过程的信息；
 
-z（gzip）：压缩或解压缩归档文件。
 
3）范例列举：
 
[root@rhl5 ～]# tar cvf boot.tar /boot/# 归档/boot/下的所有文件到当前目录下
 
tar: Removing leading `/' from member names
 
/boot/
 
/boot/initrd-2.6.18-164.el5.img
 
/boot/symvers-2.6.18-164.el5.gz
 
/boot/config-2.6.18-164.el5
 
/boot/vmlinuz-2.6.18-164.el5
 
/boot/grub/
 
/boot/grub/minix_stage1_5
 
/boot/grub/reiserfs_stage1_5
 
/boot/grub/device.map
 
/boot/grub/fat_stage1_5
 
/boot/grub/jfs_stage1_5
 
/boot/grub/splash.xpm.gz
 
/boot/grub/iso9660_stage1_5
 
/boot/grub/e2fs_stage1_5
 
/boot/grub/stage2
 
/boot/grub/vstafs_stage1_5
 
/boot/grub/ufs2_stage1_5
 
/boot/grub/menu.lst
 
/boot/grub/ffs_stage1_5
 
/boot/grub/grub.conf
 
/boot/grub/xfs_stage1_5
 
/boot/grub/stage1
 
/boot/System.map-2.6.18-164.el5
 
/boot/lost+found/
 
/boot/.vmlinuz-2.6.18-164.el5.hmac
 
[root@rhl5 ～]# tar czvf boot.tar.gz /boot/# 归档并压缩/boot/目录下的文件到当前目录下
 
tar: Removing leading `/' from member names
 
/boot/
 
/boot/initrd-2.6.18-164.el5.img
 
/boot/symvers-2.6.18-164.el5.gz
 
/boot/config-2.6.18-164.el5
 
/boot/vmlinuz-2.6.18-164.el5
 
/boot/grub/
 
/boot/grub/minix_stage1_5
 
/boot/grub/reiserfs_stage1_5
 
/boot/grub/device.map
 
/boot/grub/fat_stage1_5
 
/boot/grub/jfs_stage1_5
 
/boot/grub/splash.xpm.gz
 
/boot/grub/iso9660_stage1_5
 
/boot/grub/e2fs_stage1_5
 
/boot/grub/stage2
 
/boot/grub/vstafs_stage1_5
 
/boot/grub/ufs2_stage1_5
 
/boot/grub/menu.lst
 
/boot/grub/ffs_stage1_5
 
/boot/grub/grub.conf
 
/boot/grub/xfs_stage1_5
 
/boot/grub/stage1
 
/boot/System.map-2.6.18-164.el5
 
/boot/lost+found/
 
/boot/.vmlinuz-2.6.18-164.el5.hmac
 
[root@rhl5 ～]# tar vzxf boot.tar.gz# 解压缩归档文件到当前目录下
 
boot/
 
boot/initrd-2.6.18-164.el5.img
 
boot/symvers-2.6.18-164.el5.gz
 
boot/config-2.6.18-164.el5
 
boot/vmlinuz-2.6.18-164.el5
 
boot/grub/
 
boot/grub/minix_stage1_5
 
boot/grub/reiserfs_stage1_5
 
boot/grub/device.map
 
boot/grub/fat_stage1_5
 
boot/grub/jfs_stage1_5
 
boot/grub/splash.xpm.gz
 
boot/grub/iso9660_stage1_5
 
boot/grub/e2fs_stage1_5
 
boot/grub/stage2
 
boot/grub/vstafs_stage1_5
 
boot/grub/ufs2_stage1_5
 
boot/grub/menu.lst
 
boot/grub/ffs_stage1_5
 
boot/grub/grub.conf
 
boot/grub/xfs_stage1_5
 
boot/grub/stage1
 
boot/System.map-2.6.18-164.el5
 
boot/lost+found/
 
boot/.vmlinuz-2.6.18-164.el5.hmac
 
2．zip命令：压缩文件程序
 
补充说明：zip命令属于压缩程序，压缩后的文件以“.zip”为后缀名，命令的使用权限对系统所有用户开放。
 
1）命令语法格式：zip [options] [ file1 file2 ...]
 
2）命令参数选项说明如下所示。
 
-c：给压缩文件加上注释；
 
-d：删除压缩文件内指定的文件；
 
-g：将文件压缩后附加已有压缩文件；
 
-j：只保存文件名称及其内容；
 
-m：删除被压缩文件的原文件；
 
-o：将压缩文件的时间设置为与最新文件的时间相同；
 
-q：不显示命令执行的过程；
 
-r：以递归方式处理指定目录下的文件（即子文件）。
 
3）范例列举：
 
[root@rhl5 ～]# zip-r boot.zip boot# 以递归方式压缩boot 及子目录和文件
 
adding: boot/ (stored 0%)
 
adding: boot/vmlinuz-2.6.18-164.el5 (deflated 2%)
 
adding: boot/initrd-2.6.18-164.el5.img (deflated 0%)
 
adding: boot/config-2.6.18-164.el5 (deflated 74%)
 
adding: boot/grub/ (stored 0%)
 
adding: boot/grub/e2fs_stage1_5 (deflated 36%)
 
adding: boot/grub/iso9660_stage1_5 (deflated 32%)
 
adding: boot/grub/grub.conf (deflated 44%)
 
adding: boot/grub/ufs2_stage1_5 (deflated 34%)
 
adding: boot/grub/minix_stage1_5 (deflated 34%)
 
adding: boot/grub/stage2 (deflated 44%)
 
adding: boot/grub/menu.lst (deflated 44%)
 
adding: boot/grub/fat_stage1_5 (deflated 34%)
 
adding: boot/grub/xfs_stage1_5 (deflated 35%)
 
adding: boot/grub/stage1 (deflated 16%)
 
adding: boot/grub/vstafs_stage1_5 (deflated 34%)
 
adding: boot/grub/ffs_stage1_5 (deflated 34%)
 
adding: boot/grub/jfs_stage1_5 (deflated 36%)
 
adding: boot/grub/device.map (deflated 5%)
 
adding: boot/grub/reiserfs_stage1_5 (deflated 35%)
 
adding: boot/grub/splash.xpm.gz (deflated 0%)
 
adding: boot/System.map-2.6.18-164.el5 (deflated 73%)
 
adding: boot/lost+found/ (stored 0%)
 
adding: boot/.vmlinuz-2.6.18-164.el5.hmac (deflated 24%)
 
adding: boot/symvers-2.6.18-164.el5.gz (deflated 0%)
 
[root@rhl5 ～]# zip-mg boot.zip disk1.img # 把disk1.img 文件加到压缩文件中并删除原文件
 
adding: disk1.img (deflated 95%)
 
3．bzip2命令：文件压缩程序
 
补充说明：bzip2 采用新的压缩演算法，压缩效果比传统的 LZ77/LZ78 更好，但不能压缩目录，命令的使用权限对系统所有用户开放。
 
1）命令语法格式：bzip2 [options] [filenames ...]
 
2）命令参数选项说明如下所示。
 
-c（compress）：将压缩与解压缩的结果发送到标准输出；
 
-d（decompress）：执行解压缩；
 
-f（force）：在压缩或解压缩过程中强行覆盖同名文件；
 
-k（keep）在压缩或解压缩过程中保留原文件；
 
-t（test）：测试压缩文件的完整性
 
-z：强制执行压缩。
 
3）范例列举：
 
[root@rhl5 ～]# bzip2-vz boot.tar boot.tar.gz　# 压缩文件，被压缩的文件之间用空格隔开
 
boot.tar:　1.162:1,　6.887 bits/byte, 13.91% saved, 6522880 in, 5615477 out.
 
boot.tar.gz:　0.995:1,　8.038 bits/byte,-0.47% saved, 5608469 in, 5634792 out.
 
[root@rhl5 ～]# ll boot.zip
 
-rw-r--r-- 1 root root 11401741 Jul 24 06:48 boot.zip
 
4．unzip命令：解压缩zip压缩文件
 
补充说明：unzip命令用于解压缩zip命令的压缩文件，其使用权限对系统所有用户开放。
 
1）命令语法格式：
 
2）命令参数选项说明如下所示。
 
-c：将解压缩的结果显示到屏幕上，并对字符做适当的转换；
 
-f：更新现有的文件；
 
-l：显示压缩文件内包含的文件；
 
-a：对文本文件进行必要的字符转换；
 
-C：当压缩文件时忽略文件名的大小写；
 
-n：当解压缩时不覆盖原有的文件，与-o选项作用相反。
 
3）范例列举：
 
[root@rhl5 ～]# unzip boot.zip　# 解压缩文件
 
Archive:　boot.zip
 
creating: boot/
 
inflating: boot/vmlinuz-2.6.18-164.el5
 
inflating: boot/initrd-2.6.18-164.el5.img
 
inflating: boot/config-2.6.18-164.el5
 
creating: boot/grub/
 
inflating: boot/grub/e2fs_stage1_5
 
inflating: boot/grub/iso9660_stage1_5
 
inflating: boot/grub/grub.conf
 
inflating: boot/grub/ufs2_stage1_5
 
inflating: boot/grub/minix_stage1_5
 
inflating: boot/grub/stage2
 
inflating: boot/grub/menu.lst
 
inflating: boot/grub/fat_stage1_5
 
inflating: boot/grub/xfs_stage1_5
 
inflating: boot/grub/stage1
 
inflating: boot/grub/vstafs_stage1_5
 
inflating: boot/grub/ffs_stage1_5
 
inflating: boot/grub/jfs_stage1_5
 
inflating: boot/grub/device.map
 
inflating: boot/grub/reiserfs_stage1_5
 
inflating: boot/grub/splash.xpm.gz
 
inflating: boot/System.map-2.6.18-164.el5
 
creating: boot/lost+found/
 
inflating: boot/.vmlinuz-2.6.18-164.el5.hmac
 
inflating: boot/symvers-2.6.18-164.el5.g
 
5．bunzip2命令：解压缩.bz2格式的压缩包
 
补充说明：实际上bunzip2命令是bzip2命令的符号连接，执行它们的效果相同，命令的使用权限对系统所有用户开放。
 
1）命令语法格式：bunzip2 [-fkvsVL] [filenames ...]
 
2）命令参数选项说明如下所示。
 
-f（force）：当解压缩时强行覆盖同名文件；
 
-k（keep）：当解压缩时保留原文件；
 
-s（small）：在执行命令时减少内存的使用；
 
-v（verbose）：显示解压缩过程的详细信息。
 
3）范例列举：
 
[root@rhl5 ～]# bunzip2-v boot.tar.gz.bz2 # 对指定的文件解压缩，同时删除原文件
 
boot.tar..gz.bz2: done
 
6．gzip命令：压缩文件。
 
补充说明：gzip命令使用非常广泛，压缩后的文件以“.gz”为文件后缀名，命令的使用权限对系统所有用户开放。
 
1）命令语法格式：gzip [options] [name ...]
 
2）命令参数选项说明如下所示。
 
-a（ascii）：使用ASCII格式模式；
 
-f（force）：强行压缩文件；
 
-l（list）：列出压缩文件的相关信息；
 
-n（no-name）：当压缩文件时不保存原来的文件名及时间戳，与-N选项功能相反；
 
-q（quiet）：忽略警告信息。
 
3）范例列举：
 
[root@rhl5 ～]# gzip-v disk1.img　# 显示文件压缩的过程，默认删除原文件
 
disk1.img:　　94.6%-- replaced with disk1.img.gz
 
[root@rhl5 ～]# ll disk1.img.gz
 
-rw-r--r-- 1 root root 5770950 Jul 22 18:57 disk1.img.gz
 
7．gunzip命令：文件解压缩
 
补充说明：gunzip命令的全称是gun unzip，其用于解压缩“.gz”格式的压缩文件，命令的使用权限对系统所有用户开放。
 
1）命令语法格式：gunzip [options] [-S suffix] [name ...]
 
2）命令参数选项说明：
 
-l（list）：显示压缩文件的相关信息；
 
-L（license）：显示版本及相关信息；
 
-N（name）：当解压缩时将含有原文件名称及时间戳的文件保存到解压缩文件中；
 
-r（recursive）：以递归方式将指定目录的所有文件及子目录一并处理；
 
-S（suffix）：更改压缩后缀字符串。
 
3）范例列举：
 
[root@rhl5 ～]# gunzip-v disk1.img.gz # 对指定的文件解压缩并显示相关信息
 
disk1.img.gz:94.6%-- replaced with disk1.img
 

 
5.2.5 软件包管理命令
 
在Linux下安装软件，可以选择的方式有三种，分别是RPM（Red Hat Package Management）安装包、源码安装包和bin安装包，安装方法各有不同。
 
本节主要是针对rpm安装包的安装及在安装中的问题进行简介，而对于使用源码安装包和 bin 安装包也做些必要的讲解，但主要是留给读者动手操作。
 

 [image: figure_0082_0153]

 

  图5-2 Package Management界面 

 
Package Management 是Red Hat公司开发的一个Linux软件包管理程序（如图5-2所示）。对于系统中的软件，可通过 RPM 安装包方便地安装、升级和卸删软件。rpm 格式的安装包的命名格式如下：
 
软件包名称-版本号-修正版.硬件平台.rpm
 
Package Manager 主要有3 个特征和3 个组件。
 
3个特征如下：
 
● 无交换界面；
 
● RPM 的软件包适合用于所有软件；
 
● 可直接安装新版本而不需要旧版本的支持。
 
3个组件如下：
 
● RPM 本地数据库，位于/var/lib/rpm目录下；
 
● RPM 命令本身及一些相关的可执行文件；
 
● RPM 的软件包文件。
 
RPM软件包管理程序有许多的安装和删除选项，在实际中常用到的RPM选项主要有如下几个。
 
●-i（install）：安装软件。
 
●-v（version）：显示当前使用的RPM版本。
 
●-h：用“#”来显示软件安装的进度。
 
●-u（upgrade）：对旧版本进行升级。
 
●-e（erase）：删除软件。
 
下面演示如何使用RPM工具对软件进行安装、升级和删除的操作。使用RPM进行软件的安装，可通过图形界面安装（如图5-2所示），也可通过命令行安装。
 
当使用图形界面安装软件时，先在图形界面中打开一个终端端口，并在终端提示符上输入system-config-packages 命令，按Enter 键后即可看到如图5-2所示的Package Management界面。此时可以选择需要的软件，并在选择完成之后单击Update按钮即可安装软件。
 
1．RPM安装包
 
以下操作只是一个演示，简要介绍如何使用 RPM 进行软件的安装、升级以及删除的操作，要想更加熟练地操作还是要多动手实践。
 
1）软件安装
 
若需要安装名为ttfonts-ko-1.0.11-32.2.noarch.rpm的软件，可以使用带有选项ivh的rpm命令进行安装。
 
[root@cat ]# rpm-ivh ttfonts-ko-1.0.11-32.2.noarch.rpm
 
warning: ttfonts-ko-1.0.11-32.2.noarch.rpm: V3 DSA signature: NOKEY, key ID b38a8516
 
Preparing...########################################### [100%]
 
1:ttfonts-ko########################################### [100%]
 
若对某个软件包感兴趣，而此软件包已经安装，则在执行rpm命令进行安装时，将看到如下提示。
 
[root@cat RPMS]# rpm-ivh vsftpd-2.0.1-5.EL4.5.i386.rpm
 
warning: vsftpd-2.0.1-5.EL4.5.i386.rpm: V3 DSA signature: NOKEY, key ID b38a8516
 
Preparing...########################################### [100%]
 
package vsftpd-2.0.1-5.EL4.5 is already installed
 
若所需要安装的软件包存在有依赖性，在执行rpm命令进行软件的安装时，将看到如下所示的错误提示信息。
 
[root@cat RPMS]# rpm-ivh x3270-x11-3.3.2.p1-7.i386.rpm
 
warning: x3270-x11-3.3.2.p1-7.i386.rpm: V3 DSA signature: NOKEY, key ID b38a8516
 
error: Failed dependencies:
 
x3270 = 3.3.2.p1 is needed by x3270-x11-3.3.2.p1-7.i386
 
此时需要根据提示并先对依赖的软件（见提示信息）进行安装。
 
2）软件的删除
 
若需要删除名为ttfonts-ko-1.0.11-32.2.noarch.rpm的软件，可以使用带有选项-e的rpm命令来完成，操作如下。
 
[root@cat]# rpm–e ttfonts-ko
 
若所需卸载的软件没有存在依赖性，则执行rpm命令之后没有任何提示。若所需卸载的软件存在有依赖性，将出现错误提示信息，此时则需要先卸载依赖性软件之后才可以对真正要卸载的软件进行卸载操作。
 
若需要对某个软件进行升级，可以使用带有选项-U的rpm命令来进行软件的升级操作。如要对名为ttfonts-ko软件进行升级，可执行如下命令。
 
[root@cat]# rpm–Uvh ttfonts-ko # 其他两个选项显示升级过程中的进度
 
若查看已安装的某个软件产生的文件所在的位置时，可使用带有选项-ql的rpm命令来查看，其格式如下：
 
[root@cat]#rpm-ql [软件名]
 
若要查看某个软件是否安装，或所安装软件的版本信息，可使用带有选项-q的rpm命令来操作，其格式如下：
 
[root@cat]#rpm-q [软件名]
 
2．源码安装包
 
下面使用源代码进行软件的安装，这里以名为bash-3.2.tar.gz的源码软件包为例（顺便升级一下bash，当然，还有更高的版本），讲解如何在Linux系统中使用源代码程序安装软件包，其过程比较简单，步骤如下。
 
首先使用解压缩命令对源代码包进行解压缩，对于不同格式的压缩包，所使用的解压缩命令不同。下面使用tar命令对安装包进行解压缩。
 
[root@cat ～]$ tar-zvxf bash-3.2.tar.gz
 
bash-3.2/
 
bash-3.2/CWRU/
 
bash-3.2/CWRU/misc/
 
bash-3.2/CWRU/misc/open-files.c
 
bash-3.2/CWRU/misc/sigs.c
 
bash-3.2/CWRU/misc/sigstat.c
 
bash-3.2/CWRU/misc/bison
 
bash-3.2/CWRU/misc/errlist.c
 
bash-3.2/CWRU/misc/hpux10-dlfcn.h
 
bash-3.2/CWRU/PLATFORMS
 
bash-3.2/CWRU/README
 
bash-3.2/CWRU/changelog
 
bash-3.2/CWRU/sh-redir-hack
 
……
 
解压缩完成之后，将看到多了一个名为bash-3.2的目录，接着使用cd进入bash-3.2目录。
 
[root@cat ～]$ cd bash-3.2
 
进入bash-3.2目录之后，接着就使用“./”来执行configure命令进行安装前的配置。在执行“./”之前，先介绍configure命令的常用选项。（关于configure命令的更多选项和参数说明可通过执行./configure--help 来获取。）
 
●--prefix 参数：该参数用于自定义安装目录，如，要安装到/var/local/bash 目录下，使用./configure--prefix = /var/ local/bash 即可安装到定义的目录下。
 
●--enable-modules 参数：用于指定除默认安装的模块外，还要额外安装的模块，格式为：./configure--prefix = "模块名1 模块名2 ……"。其指定额外的模块可自动运行。
 
● enable-mode-shared 参数：用法与--enable-modules 参数一样，但其非自动加载额外模块，而是使用LoadModule指令进行载入。
 
在对bash源代码软件包进行安装的过程中，使用默认的安装方式，因此直接执行不带任何选项的./configure 即可。不过，在执行./configure 之前，建议先检查是否有 configure 文件存在，否则安装时可能出现错误而导致安装失败。
 
[root@cat bash-3.2]$ ./configure# 执行./configure 命令
 
checking build system type... i686-pc-linux-gnu
 
checking host system type... i686-pc-linux-gnu
 
checking for emacs... emacs
 
checking where .elc files should go... Loadin
 
/usr/share/emacs/site-lisp/site-start.d/lang-coding-systems-init.el (source)...
 
Loading /usr/share/emacs/site-lisp/site-start.d/php-mode-init.el (source)...
 
Loading /usr/share/emacs/site-lisp/site-start.d/po-mode-init.el (source)...
 
……
 
在执行./configure并在该命令执行完成之后，接着使用make命令进行编译。
 
[root@cat bash-3.2]$ make# 执行make 命令
 
rm-f mksyntax
 
gcc-DPROGRAM = '"bash"'-DCONF_HOSTTYPE = '"i686"'-DCONF_OSTYPE = '"linux-gnu"
 
-DCONF_MACHTYPE = '"i686-pc-linux-gnu"'-DCONF_VENDOR = '"pc"
 
-DLOCALEDIR = '"/usr/local/share/locale"'-DPACKAGE = '"bash"'–DSHEL
 
-DHAVE_CONFIG_H-I.-I.-I./include-I./lib-g-o mksyntax ./mksyntax.crm-fsyntax.c
 
./mksyntax-o syntax.c
 
/bin/sh ./support/mkversion.sh-b-S .-s release-d 3.2-o newversion.h \
 
&& mv newversion.h version.h
 
gcc-DPROGRAM = '"bash"'-DCONF_HOSTTYPE = '"i686"'-DCONF_OSTYPE = '"linux-gnu"
 
-DCONF_MACHTYPE = '"i686-pc-linux-gnu"'-DCONF_VENDOR = '"pc"
 
-DLOCALEDIR = '"/usr/local/share/locale"'-DPACKAGE = '"bash"'
 
……
 
执行make 命令并在运行完成之后，最后使用make install命令对软件进行安装。当然，在执行命令进行安装前，也可先使用make tests 进行测试，然后再执行make install命令进行安装。
 
[root@cat bash-3.2]# make install　# 执行make install命令进行软件的安装
 
***********************************************************
 
*　　　　　　　　　　　　　　*
 
* GNU bash, version 3.2.0(1)-release (i686-pc-linux-gnu)
 
*　　　　　　　　　　　　　　*
 
***********************************************************
 
mkdir-p-- /usr/local/man/man1
 
mkdir-p-- /usr/local/info
 
( cd ./po/ ; make　DESTDIR= installdirs )
 
make[1]: Entering directory `/root/bash-3.2/po'
 
/bin/sh /root/bash-3.2/./support/mkinstalldirs /usr/local/share
 
mkdir-p-- /usr/local/share/locale/en@quot/LC_MESSAGES
 
mkdir-p-- /usr/local/share/locale/en@boldquot/LC_MESSAGES
 
mkdir-p-- /usr/local/share/locale/ru/LC_MESSAGES
 
if test "bash" = "gettext-tools"; then \
 
/bin/sh /root/bash-3.2/./support/mkinstalldirs /usr/local/share/gettext/po; \
 
else \
 
: ; \
 
fi
 
……
 
在make install 命令执行完之后，bash 已经成功安装bash 软件。可以使用带有选项-q 的rpm命令来查看刚安装的bash的版本等信息。
 
若使用普通用户的身份来安装此软件包，在执行make install命令进行安装时，可能要求使用root用户的权限，若出现这样的情况，则可执行su-c "make install" 命令切换到root，并输入正确的root密码，系统就自动执行安装了！
 
接下来，是该您大显身手的时候。您是否看到犹如“Xdialog-2.3.1.tar.bz2”这样以“.tar.bz2”为后缀名的压缩包呢？
 
对于这类后缀的软件包，之前曾讲过对于此类压缩包的解压缩方法，现在您是不是要试试看呢？要安装类似“Xdialog-2.3.1.tar.bz2”这样的源码软件包，需两步完成。
 
首先，当对源码软件包进行解压缩时，它将变成形如“Xdialog-2.3.1.tar”的tar格式。
 
接着，使用“tar-vxf Xdialog-2.3.1.tar”命令对tar 格式的压缩包进行解压缩就可以开始安装。
 
3．二进制安装包
 
下面介绍.bin格式的软件包安装，后缀名为.bin的文件也是Linux中常见的软件安装包格式，它也是一种二进制文件，是由源程序经编译后得到的机器语言。也有部分商业软件是以.bin作为后缀名发布的。
 
对于.bin 格式的软件安装包，其安装过程也相对简单。在这里不做具体的讲解，感兴趣的读者可自己去操作，在这只给出安装的基本步骤，参考步骤如下。
 
（1）使用chmod u+x [软件名]的格式为要安装的.bin 安装包添加可执行权限。
 
（2）接着以./[软件名] 命令来执行所要安装的二进制文件。
 
（3）之后出现的是协议，使用空格键往下阅读协议，之后在末尾处输入yes进行安装，或输入no退出安装。
 
需要注意的是，在安装后缀名为.bin 的软件时，有时会出现图形界面，具体的安装要求可根据安装提示进行安装操作。
 

 
5.2.6 其他常用命令
 
1．在线手册帮助命令
 
对于Linux的命令，如果在使用过程中忘记命令的使用方式，就可以使用Linux的用户命令在线手册来帮助获取命令的信息。（可按空格键或键盘的方向键读阅，按Q键退出）。
 
[scat@cat ～]$ man who　#获取who命令的帮助信息（man的全称是manual pages）
 
WHO(1)　　　　　　User Commands　　　　　　WHO(1)
 
NAME
 
who- show who is logged on
 
SYNOPSIS
 
who [OPTION]... [ FILE | ARG1 ARG2 ]
 
DESCRIPTION
 
-a,--all
 
same as-b-d--login-p-r-t-T-u
 
-b,--boot
 
time of last system boot
 
-d,--dead
 
print dead processes
 
-H,--heading
 
print line of column headings
 
-l,--login
 
print system login processes
 
--lookup
 
attempt to canonicalize hostnames via DNS
 
:
 
执行命令help与info的结果也差不多，不过，执行info之后所得的信息更为详细，如下是执行info的结果。
 
[scat@cat ～]$ info who# 获取who 命令的帮助信息
 
File: coreutils.info, Node: who invocation, Prev: users invocation, Up: Use\
 
r information
 
20.6`who': Print who is currently logged in
 
= == = == = == = == = == = == = == = == = == = == = == = == = == = == = =
 
`who' prints information about users who are currently logged on.
 
Synopsis:
 
`who' [OPTION] [FILE] [am i]
 
If given no non-option arguments, `who' prints the following
 
information for each user currently logged on: login name, terminal
 
line, login time, and remote hostname or X display.
 
If given one non-option argument, `who' uses that instead of
 
`/var/run/utmp' as the name of the file containing the record of users
 
logged on. `/var/run/wtmp' is commonly given as an argument to `who'
 
to look at who has previously logged on.
 
If given two non-option arguments, `who' prints only the entry for
 
--zz-Info: (coreutils.info.gz)who invocation, 98 lines--Top-------------------
 
Welcome to Info version 4.7. Type ? for help, m for menu item.
 
2．Tab命令补全键
 
当只记得某个命令的前一个或几个字母时，Tab 键是相当有用的。输入记得的前一个或几个字母，然后连续两次按下Tab键，系统输出的都是以这几个字母开头的命令。如果忘了chkconfig命令怎么拼写，但记得是以ch开头，此时可在终端提示符下输入ch，然后连续两次按下Tab键即可。
 
[root@rhl5 ～]# ch
 
chacl　　　chcat　　　chgrp　　　chroot
 
chage　　　chcon　　　chkconfig　　chrt
 
change_console　check-binary-files　chkfontpath　　chsh
 
charmap　　　checkmodule　　chmod　　　chvt
 
chat　　　checkpolicy　　chown
 
chattr　　　chfn　　　chpasswd
 
3．查看登录系统的用户及相关信息
 
[root@rhl5 ～]# whoami　# 显示当前用户
 
root
 
[root@rhl5 ～]# who
 
root　pts/0　　2013-07-24 20:40 (192.168.217.1)
 
[root@rhl5 ～]# w
 
21:17:29 up 41 min,　1 user,　load average: 0.00, 0.00, 0.00
 
USER　TTY　　FROM　　LOGIN@　IDLE　JCPU　PCPU　WHAT
 
root　pts/0　192.168.217.1　20:40　0.00s　0.09s　0.00s　w
 
4．用户之间切换：su（全称substitute user，当退回切换前用户时执行exit）
 
[cat@cat ～]$ su–root　# 切换到root用户
 
Password:　　　　# 输入root登录密码
 
[root@cat ～]# whoami　　# 查看当前的用户
 
root
 
若是使用root用户切换到普通用户，则不需要输入登录密码。
 

 
第6章 用户信息和资源
 
本章主要内容
 
● Linux 用户及管理。
 
● 用户资源管理。
 
● 用户间的通信。
 
● Linux 用户组。
 
● 账号和密码安全。
 
从技术上说，用户是能够执行程序或拥有文件所有权的实体。而大多数情况下，用户指的是某个人，且可以登录系统、编辑文件、执行程序以及使用系统。
 
Linux 系统是一个权限严格控制的、支持多用户同时执行多任务的操作系统，系统的每个用户都有独一无二的用户ID，不同或相同在用户执行一个或多个任务时并不相干扰，这得益于系统为每个执行的任务创建一个子进程。
 
Linux系统的最高权限用户为root用户，其是系统的管理员，权限只在内核之下，其能够对系统的全部资源进行控制，系统的权限对于它来说都是无效的，普通用户受限于root用户，只能对属于自己的资源进行管理。
 

 
6.1 Linux 用户及管理
 
许多Linux用户对于自己的机器总不够关心，认为自己的机器里没什么重要东西的值得别人攻击，所以对自己的机器没有采取有效的保护，或只有一个非常简单的密码，而且该密码长期没有更改。正是由于这样浅薄的安全意识，使得被攻击的成功率大大提高。
 
非法者可通过攻击获取普通用户的账号和密码（当然还有更多的方法），然后登录系统，通过逐级提升自身的权限，最后获取root用户的账号和密码或拥有与root同等的权限。之后在此机器上，利用该机器的网络、CPU、磁盘空间和搜取商业机密等。
 

 
6.1.1 Linux用户分类
 
Linux 是一个支持多用户和多任务的系统，支持多用户在任何时候都可同时登录系统，每个用户都可同时多次登录，且可以同时执行多个任务。这里所说的用户，一般是指普通用户。虽然只是普通用户，但账户的安全对整个系统也有着非常重要的影响。
 
在Linux操作系统下，root用户拥有控制整个系统的权限，对整个系统进行管理。普通用户受到root用户限制但拥有独立的主目录，可在自己的主目录上存储设置的各种文件、程序配置文件、用户文档、数据、邮件以及创建和删除文件等，而其他未授权的用户则无法进行读写等操作。
 
Linux系统下的用户可分为以下几类。
 
（1）root 用户：又称为超级用户，拥有系统的最高权限，对整个系统中的所有文件、目录和进程及其他的资源拥有可控制权。可执行系统中的所有程序，任何文件的权限对于root用户都是无效的。即root用户对系统拥有完全的控制权。root用户拥有的权限仅次于内核，且受到内核的限制。其基本信息如图6-1所示。
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  图6-1 在/etc/pass下root用户的相关信息 

 
由于root用户拥有非常大的权限，若操作不当则会对整个系统造成灾难性的损失，因此在工作中，除非非常必要，否则都尽量避免使用root用户登录系统。在工作和学习中，尽可能使用普通用户来操作，即使出现失误，造成的损失远比root用户小。
 
（2）普通用户：普通用户则指那些可以登录系统，拥有自己的主目录并能够在属于自己的目录中创建目录和操作文件的用户。此类用户受到 root 用户限制，只可执行极少数的系统级功能。
 
普通用户的UID在500～6000之间，默认使用bash。除安装时系统创建的一个普通用户外，其余的均由root用户创建并受到root用户管理，普通用户主要用于日常工作。其基本信息如图6-2所示。
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  图6-2 普通用户cat的相关信息 

 
（3）系统用户：又称虚拟用户或伪用户，其不具备登录系统的能力。这些用户用于特定的系统目的，如用来执行特定子系统完成服务所需要的进程等。系统用户的账号不属于任何人，是在系统安装或软件安装过程中默认创建的。
 
当然，我们也可以创建系统用户，如创建一个普通用户后，将该用户的shell修改（如将/bin/bash改为/sbin/nologin），然后把该用户对应的组也删除，即可将刚创建的普通用户改成系统用户。Linux操作系统默认创建的系统用户有ftp、mail等。图6-3所示为ftp用户的相关信息。
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  图6-3 伪用户ftp的相关信息 

 

 
6.1.2 Linux用户创建和管理
 
本章开篇时说过，即使是普通用户的账号，其对整个系统安全的威胁也是不可忽略的，因此对用户的管理工作就显得相当重要了。本节将讲述在Linux的图形及文本系统下用户及用户组的创建、删除以及对其拥有的资源进行管理等操作。
 
对于在Linux系统下所创建的用户，该用户的信息都被写入/etc/passwd这个正文文件中永久性保存，如下是该文件的内容。
 
[root@rhl5 ～]# cat /etc/passwd
 
root:x:0:0:root:/root:/bin/bash
 
bin:x:1:1:bin:/bin:/sbin/nologin
 
daemon:x:2:2:daemon:/sbin:/sbin/nologin
 
adm:x:3:4:adm:/var/adm:/sbin/nologin
 
lp:x:4:7:lp:/var/spool/lpd:/sbin/nologin
 
sync:x:5:0:sync:/sbin:/bin/sync
 
shutdown:x:6:0:shutdown:/sbin:/sbin/shutdown
 
halt:x:7:0:halt:/sbin:/sbin/halt
 
mail:x:8:12:mail:/var/spool/mail:/sbin/nologin
 
news:x:9:13:news:/etc/news:
 
uucp:x:10:14:uucp:/var/spool/uucp:/sbin/nologin
 
operator:x:11:0:operator:/root:/sbin/nologin
 
games:x:12:100:games:/usr/games:/sbin/nologin
 
gopher:x:13:30:gopher:/var/gopher:/sbin/nologin
 
ftp:x:14:50:FTP User:/var/ftp:/sbin/nologin
 
nobody:x:99:99:Nobody:/:/sbin/nologin
 
nscd:x:28:28:NSCD Daemon:/:/sbin/nologin
 
vcsa:x:69:69:virtual console memory owner:/dev:/sbin/nologin
 
rpc:x:32:32:Portmapper RPC user:/:/sbin/nologin
 
mailnull:x:47:47::/var/spool/mqueue:/sbin/nologin
 
smmsp:x:51:51::/var/spool/mqueue:/sbin/nologin
 
pcap:x:77:77::/var/arpwatch:/sbin/nologin
 
……
 
虽然该文件的第二个字段表示用户密码，但都使用“x”来表示，而没有显示用户的密码。实际上，用户的密码是经过 MD5 加密后存放在称为影子文件的/etc/shadow 正文文件下的，如下是该文件记录的内容格式。
 
[root@rhl5 ～]# cat /etc/shadow
 
root:$1$dQj4Ujv8$HuXzjml3iPebymzF889sN1:15892:0:99999:7:::
 
bin:*:15892:0:99999:7:::
 
daemon: *:15892:0:99999:7:::
 
adm: *:15892:0:99999:7:::
 
lp: *:15892:0:99999:7:::
 
sync: *:15892:0:99999:7:::
 
shutdown: *:15892:0:99999:7:::
 
halt: *:15892:0:99999:7:::
 
mail: *:15892:0:99999:7:::
 
news: *:15892:0:99999:7:::
 
uucp: *:15892:0:99999:7:::
 
operator: *:15892:0:99999:7:::
 
games: *:15892:0:99999:7:::
 
gopher: *:15892:0:99999:7:::
 
ftp: *:15892:0:99999:7:::
 
nobody: *:15892:0:99999:7:::
 
nscd:!!:15892:0:99999:7:::
 
vcsa:!!:15892:0:99999:7:::
 
rpc:!!:15892:0:99999:7:::
 
mailnull:!!:15892:0:99999:7:::
 
smmsp:!!:15892:0:99999:7:::
 
pcap:!!:15892:0:99999:7:::
 
……
 
要在Linux系统下创建一个用户，需要来自root用户的权限。在使用useradd命令创建一个用户时，如果以“useradd+username”的方式来创建，则该指令就直接调用/etc/default/useradd 文件的参数来创建，该文件的内容如下。
 
[root@rhl5 ～]# cat /etc/default/useradd
 
# useradd defaults file
 
GROUP=100
 
HOME=/home
 
INACTIVE=-1
 
EXPIRE=
 
SHELL=/bin/bash
 
SKEL=/etc/skel
 
CREATE_MAIL_SPOOL=yes
 
在执行useradd命令创建用户时，它首先读取/etc/default/useradd文件的配置参数，然后通过这些参数来配置新创建的用户，如创建名为luser的用户。
 
[root@rhl5 ～]# useradd luser
 
此时user用户的相关参数就被写入/etc/passwd和/etc/shadow文件下，但由于没有设置密码，因此在/etc/shadow文件下luser用户的第二个字段使用两个感叹号来代替。
 
[root@rhl5 ～]# cat /etc/shadow | grep luser
 
luser:!!:15893:0:99999:7:::
 
那么，在创建一个用户后，除了在这两个文件中查看用户的信息，还可以使用finger命令来查看该用户的信息。
 
[root@rhl5 ～]# finger luser
 
Login: luser　　　　　　Name: (null)
 
Directory: /home/luser　　　　Shell: /bin/bash
 
Never logged in.
 
No mail.
 
No Plan.
 
对于创建的这个用户，其相关信息也被写入用户组的/etc/group文件下。
 
[root@rhl5 ～]# cat /etc/group | grep luser
 
luser:x:501:
 
1．用指令创建和删除用户
 
在Linux系统下创建一个用户，只要执行useradd命令并指定用户名称即可，如下命令创建一个名为dog的用户。
 
[root@rhl5 ～]# useradd dog
 
密码是用户信息安全的第一道防线，可在某些情况下拒绝非法用户的访问。密码对用户信息的保护起了一定的作用，而通过useradd命令创建dog用户后，该命令并没有为dog用户创建密码，因此需要为dog用户设置密码来保护dog用户的信息安全。
 
对于用户密码的创建，可以使用passwd 命令，其格式为“passwd+username”。系统要求输入两次来确认所创建的密码。若成功创建用户密码，则看到成功为用户创建密码的提示，如下命令为dog用户创建密码。
 
[root@rhl ～]# passwd dog
 
Changing password for user dog.
 
New UNIX password:　　#输入dog用户的密码
 
Retype new UNIX password: #再次输入密码
 
passwd: all authentication tokens updated successfully.
 
在创建用户密码时，若使用的密码过于简单时也是可以的，不过，系统会产生“BAD PASSWORD: it is WAY too short”的提示信息。
 
通过上面的操作，我们已成功创建名为dog的普通用户并创建了密码。若需要创建几十甚至上百个用户该怎么办呢？
 
如果遇到这样的情况，您要是不怕辛苦，可以不断重复使用 useradd 命令来创建，不过，当需要创建的用户量非常大时，工作量就太大了。在这样的情况下，我相信您会考虑用什么办法快速解决这个问题，而不是很淡定地依然使用useradd命令来逐个创建。
 
在Linux系统中，对于一些不再需要的用户账号，将其留在系统中，在占用系统资源的同时也留下了系统被攻击的安全隐患（一个静态的密码迟早是会被破解的，这只是时间的问题）。因此，作为系统管理员，应对一些不再需要的账号先进行禁止或锁定，接着对该用户账号相关文件的权限、资料等进行检查后再删除，这样可以避免因删除该用户的文件而引发的权限及数据丢失问题。
 
现在只介绍对用户的删除操作，其余的操作后面接着讲。要删除一个账号，可使用 userdel命令来完成，如下是删除dog账号的操作。
 
[root@rhl ～]#userdel dog
 
使用userdel命令执行删除dog后，若操作成功，则系统不产生任何提示。若不确定用户是否被删除，可以通过对/etc/passwd和/etc/shadow及/etc/group文件进行检查，甚至是使用dog账号登录系统来验证该用户是否还能登录。不过，没必要这么复杂，只需要执行finger命令就可以了。
 
[root@rhl5 ～]# finger dog
 
finger: dog: no such user.
 
2．用图形窗口创建和删除用户
 
在Linux图形系统的用户管理界面上进行用户的创建等操作，不但直观明了而且操作还比较简单。下面是在图形系统中创建用户的基本流程。
 
（1）如图6-4所示，在图形系统中，选择左上方的Applications 并选择其下的System Settings，接着选择 Users→and Groups 来打开 User Manager 窗口。（如果你的系统是 5版本系列的，就依次选择 Sytem→Administration→Users and Groups 来打开）。
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  图6-4 打开User Manager窗口的步骤 

 
（2）在如图6-5所示窗口中，由于要创建用户，因此要单击左上角的Add User图标来创建用户。
 
（3）接着弹出如图6-6所示的Create New User 窗口，此时就可以创建用户。
 
（4）在Create New User 窗口中，在User Name 中填入要创建的用户名，在Full Name 中填入该用户的相关描述，在Password 中输入该用户的密码，并在Confirm Password中再次输入，Login Shell 选项保持默认值，即/bin/bash。在Create home directory 中设置该用户的主目录的位置。Create a private group for the user 选项可以为该用户创建一个私有组。接着勾选Specify user ID manually，在UID 微调框中为该用户设置一个ID。如图6-7所示创建dog用户，完成后单击OK按钮。
 
（5）成功创建dog 用户后，将看到在User Manager窗口中的Users 选项卡下就多了一个名为dog的用户，如图6-8所示。
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  图6-5 User Manager窗口 
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  图6-6 Create New User窗口 

 

 [image: figure_0094_0160]

 

  图6-7 创建dog用户 
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  图6-8 显示的dog用户 

 
介绍了创建用户的操作之后，接着将讲解删除用户的操作。为了操作的方便，以同样的方法创建dog1用户。在图形系统中，对不再需要的用户进行删除，其操作更直观。其操作的过程比较简单，大致步骤如下。
 
（1）在上菜单栏中选择Applications，然后在其子菜单中选择 System Settings，找到并单击 Users Groups，打开User Manager 界面。
 
（2）找到需要删除的dog1用户并选中它，然后在上方单击Delete图标，接着将弹出如图6-9所示窗口，单击Yes按钮即可完成对dog1 用户的删除操作。
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  图6-9 删除dog1用户 

 

 
6.2 用户资源管理
 

 
6.2.1 用户目录文件管理
 
对于Linux系统的普通用户，在理论上其可在属于自己的主目录下任意创建目录及子目录，但由于权限问题，除了root用户之外，其他用户不能在非自己的主目录下创建属于自己的目录。用户要拥有目录的所有权，要么自己创建目录，要么其他用户更改目录的所有者。
 
1．创建用户目录
 
在Linux系统下的普通用户，只拥有极少系统级文件的权限。但普通用户可以在属于自己的主目录下创建属于自己的文件，且对所创建的这些目录和文件有完全的控制权。
 
创建目录可使用mkdir 命令（mkdir 是make directory 的缩写），使用该命令可创建单个目录，也可同时创建多个目录，或直接同时创建父目录和子目录。Mkdir 命令非常简单，其语法格式如下：
 
mkdir [OPTION] DIRECTORY...
 
用户在创建一个属于自己的目录时，新目录的权限是 777（在下一节介绍）的，但是由于权限掩码的作用导致了新创建的目录权限发生改变，可使用umask命令查看当前用户的权限掩码。
 
[cat@rhl5 ～]# umask
 
0002
 
显示当前用户的权限掩码是0002，因此创建一个目录时其权限是775。接着使用mkdir命令来创建一个名为CAT的目录，如下所示。
 
[cat@rhl5 ～]$mkdir CAT
 
当操作完成时，系统不给出任何提示，为了确认操作是否成功，接着可以使用带有−l选项的ls命令查看刚刚创建的CAT目录是否存在。
 
[cat@rhl5 ～]$ ls-ld CAT/
 
drwxrwxr-x 2 cat cat 4096 Jul 7 22:14 CAT/
 
以上操作只完成了单个目录的创建，可现在希望一次就完成对多个目录的创建，这时该怎么办呢？一次完成多个目录的创建任务，可由 mkdir 命令完成。如下所示的命令一次创建 DOG 和FOX两个目录。
 
[cat@rhl ～]$ mkdir DOG FOX
 
当然，也可以在创建一个新目录的同时创建该目录的子目录，如下所示。
 
[cat@rhl5 ～]# mkdir-p dir/dir1 （dir1 是dir 的子目录）
 
2．删除用户目录
 
当系统运行到一定时间后，随着无用文件（也可能是垃圾文件）的积累，系统磁盘不断减小，而且系统的效率也降低。在这样的情况下，需要对这些垃圾文件进行清理，可以使用rmdir（remove directory的缩写，该命令只能删除空目录）或使用带有选项-r的rm（rm是remove的缩写）命令来将这些垃圾文件永久性清除。
 
当使用这两个指令删除目录时，必须在该目录的上层目录（即父目录）才可进行操作。在这里主要是对rm命令进行演示。
 
当使用rmdir命令来删除目录时，操作比较简单，其命令格式如下：
 
rmdir 目录名
 
可使用 rmdir 命令以相对路径（即上上层目录，相当于祖孙关系）来删除某个目录。但该指令只可以删除空目录。
 
在使用 rm 命令对目录和文件进行删除时，系统不会有任何提示信息，因此操作时要谨慎。值得注意的是，不带选项的rm命令是不能删除目录的。rm命令语法格式如下：
 
rm [-option(s)] files/directories
 
当使用rm命令时，先对rm命令的几个常用选项进行简单介绍。如下所示的是rm命令常用的几个选项。
 
●-i（interactive）：在删除文件时，该选项会给出提示信息，可防误删。
 
●-r（recursive）：当要删除某目录时，将其下的所有内容全部删除。
 
●-f （force）：系统将直接强行删除而不给出任何提示信息。
 
接下来演示使用rm命令删除目录的操作，先使用不带选项的rm命令对DOG目录进行删除。
 
[cat@cat ～]$ rm DOG
 
rm: cannot remove `DOG': Is a directory
 
从输出结果可以知道，系统拒绝执行删除DOG目录的操作。接着演示使用带有选项的rm来删除DOG目录。
 
[cat@cat ～]$ rm-r DOG
 
对于rmdir和rm命令，应该进行更多的操作练习，以便更加熟悉这两条命令的使用，不过，建议尽量少用带有rf选项的rm命令。
 
经过以上演示可知，系统不会拒绝执行带有选项-r的rm命令，也就是说，带有选项的rm是一个具有强大破坏性的指令，被rm命令删除的文件或目录在无备份的情况下将永久性删除，无法恢复。
 

 
6.2.2 用户文本文件管理
 
Linux 系统下的文本文件包括有二进制文本文件、纯文本文件和正文文本文件，在这不同类型的文本文件中，可以直接读取正文文本文件的内容，它也是最常用的。
 
1．创建文本文件
 
之前只创建了目录，要在 Linux系统下创建空文本文件，需要使用 touch命令，该命令的使用方法也非常简单，其的语法格式如下：
 
touch [OPTION]... FILE...
 
接着使用 touch 命令来创建文本文件，可以使用如下命令格式在当前目录下创建一个名为CAT1的空文本文件。
 
[cat@cat ～]$ touch CAT1
 
为了确认CAT1已创建且是空的，可以使用带有-l选项的ls命令列出当前目录下的内容及其相关信息。
 
[cat@cat ～]$ ll CAT1
 
-rw-rw-r-- 1 cat cat 0 Jul 7 22:32 CAT1
 
2．删除文本文件
 
要删除一个文件，首先要获取该文件的控制权，然后使用 rm 命令就可以直接将文件删除，该命令的语法格式如下所示。
 
rm [OPTION]... FILE...
 
要删除刚创建的CAT1空文件，可使用如下命令行来删除。
 
[cat@rhl5 ～]$ rm CAT1
 

 
6.2.3 文件权限管理
 
对于上面的操作，相信您应该知道，如果文件的权限对系统的所有用户都开放，其他人就可以对该文件进行操作。或其他用户通过获取文件的权限对文件进行非法访问、删除等（当然不包括 root 用户在内）。因此权限对于文件的安全非常重要。因此，应该取消非本组用户或本组用户（非文件的拥有者）对某文件拥有的权限。
 
但有时用户则需要对自己的某个文件拥有更多的权限，如可执行权限，这就需要为该文件添加权限，要怎么处理这样的事情，应根据实际需要而定。
 
1．文件权限的概述
 
在Linux系统下，使用权限来保护资源的安全将是一种不错的选择。系统中每个文件的权限都有可读（r）、可写（w）和可执行（x）这三种权限，它们分别对应权限数值4、2 和1。系统为每个文件和目录都设有默认的权限，每个文件中可分有拥有者（u）、同群组的用户（g）和其他组用户（o）。
 
文件的类型不同，权限就有所不同，虽然每个文件的权限都是 777，但在创建一个文件时，并没有看到该文件的权限是777，这是由于掩码的作用使得某些权限被屏蔽。
 
对于每个文件，其都由不同的信息组成，如图6-10所示，这是我们之前创建的一个名为CAT1的空文件，该文件的详细信息如下所示。
 

 [image: figure_0097_0163]

 

  图6-10 默认情况下文件的权限 

 
文本文件与目录文件的区别就在于第一个描述符不同，目录则以“d”为描述符。如图6-11所示，这是之前所创建的一个名为CAT的目录，该目录的详细信息及相关介绍如下所示。
 

 [image: figure_0097_0164]

 

  图6-11 默认情况下目录的权限 

 
使用带有-l选项的ls命令，可从许可字符串的首字母来识别所列出每个文件的类型，以下是几个常见的标识号。
 
●-：一般文件（硬链接）。
 
● l：符号链接（软链接，可使用带有-s选项的ln命令来创建一个软链接）。
 
● d：目录。
 
● c：字符设备文件。
 
● p：命名管道。
 
● s：套接字。
 
● b：块设备特殊文件。
 
2．文件权限管理
 
从刚创建的CAT1文件中看到，该文件虽是cat用户创建的，但cat用户对该文件并没有可执行权限。现在要为CAT1添加可执行权（x），将这项任务交给chmod命令就可以。使用chmod命令也非常简单，如下所示，为cat用户添加对CAT1文件的可执行权。
 
[cat@cat ～]$ chmod u+x CAT1
 
通过以上操作后，cat用户拥有了对CAT1文件的可执行权。当然，要添加其他权限的操作也差不多，也可以使用“chmod+rwx 文件名”来授权。感兴趣的读者可以试试，这里只讲方法，可以通过这种方法来进行练习，以便更好地掌握。
 
如果对CAT目录下的目录同时授予可执行权，则可以使用带有-R选项的Chmod命令进行操作，其格式如下：
 
chmod–R 目录名1/目录名2
 
其中目录2是目录1的子目录，即在目录1下创建目录2。
 
使用-R选项，可递归地授予各种权限。
 
接下来讲解取消某个用户（或用户组）拥有该文件的权限，使用的命令还是chmod，如下所示，取消cat用户对文件CAT1拥有的可执行权。
 
[cat@cat ～]$ chmod u-x CAT1
 
根据文件权限数值，4代表可读，2代表可写，而1则代表可执行，并且权限数值存在时以1表示，否则就用0来表示（实际上就是用二进制的方式来表示），就可以对于某个文件或目录中的权限数值计算。如图6-12所示，计算名为CAT1文件的权限值。
 

 [image: figure_0098_0165]

 

  图6-12 权限的值 

 
U 的权限值为：1 × 2 2+1 × 2 1+0 × 2 0 = 6
 
G 的权限值为：1 × 2 2+1 × 2 1+0 × 2 0 = 6
 
O 的权限值为：1 × 2 2+0 × 2 1+0 × 2 0 = 4
 
若需要对该文件授予权限，也可使用“chmod 664 CAT1”的形式来为用户授权。
 
有时为了方便，把文件的拥有权授予其他人，可以使用chown来改变文件的拥有者，下面演示将cat用户的CAT1文件转给dog用户，先切换到root用户，然后才可以执行。由于CAT1文件在cat用户的主目录下，因此使用/home/CAT1。
 
[root@cat ～]# chown dog /home/cat/CAT1
 
执行命令之后，可以使用带有-l选项的ls命令来确认更改文件拥有者的操作是否成功。如下命令显示更改文件拥有者之后该文件的详细信息。
 
[cat@cat ～]$ ls–l
 
total 0
 
-rw-rw-r--　1　dog　cat　0 Aug　9　21:27　CAT1
 
这里只是做一个简单的演示，说明该命令的用法，读者可以进行多操作练习，以便更好地掌握。
 

 
6.3 用户间的通信
 
Linux 系统是一个支持多用户同时在线工作的系统，在线用户之间需要通信，可以使用系统的命令来实现。如果用户登录系统而且需要信息及时传达，则可使用会话命令来实现用户间的即时通信；如果用户未登录系统，但又要传递信息，则可采用邮件的方式传送。
 
1．已登录系统的用户间通信
 
在Linux系统下，要实现已登录系统的用户间的通信，如果采用即时通信，那么可以使用通话命令来实现。其中，write命令用于将信息向另外一个用户发送，其发送方式是强制性的，就是说，即使用户当时在执行其他任务，消息依然以打断用户当前操作的方式来传达。
 
write命令的语法格式为：
 
write user [ttyname]
 
如果以系统的root用户向登录系统的cat用户发送即时信息，则可执行如下操作（如果用户未打开终端窗口，信息是不会自动弹出来的）。
 
[root@rhl5 ～]# write cat
 
write: cat is logged in more than once; writing to pts/1
 
urgent message　　# 所发送的信息
 
写好信息后按Enter键即可发送，在结束发送信息时，使用Ctrl+C组合键来结束。对于发送给cat用户的信息，在执行write命令时cat用户就会接收到提示信息，而内容是在发送后才能够看到。如下是在cat终端窗口中看到的全部会话信息。
 
Message from root@rhl5.super.com on pts/0 at 23:24 ...
 
urgent message　# 所发送的内容
 
EOF　　# 会话结束的标记
 
如果需要将信息发送给每一个登录系统的用户时，可以使用wall命令，通过该命令可将信息发送给全部登录系统的用户。wall命令的语法格式如下：
 
wall [-n] [ message ]
 
向系统的全部在线用户发送信息，该命令每执行一次就结束而不保持会话连接。
 
[root@rhl5 ～]# wall urgent message
 
Broadcast message from root (pts/0) (Wed Jul 24 23:31:10 2013):
 
urgent message# 发送的内容
 
其他用户会接收到如下内容。
 
Broadcast message from root (pts/0) (Wed Jul 24 23:33:17 2013):
 
urgent message
 
这些消息是强制性接收的，如果不想接收到这些信息，那么可以使用 mesg 命令来设置，该命令用于控制终端窗口的会话连接，其语法格式为：
 
mesg [y|n]
 
在默认配置下，每位用户都接收信息，如果不想接收到这些信息，则可以执行带 n 选项的mesg命令，如（但不能屏蔽root用户所发送的信息）：
 
[cat@rhl5 ～]$ mesg n
 
2．未登录系统的用户间的通信
 
在Linux系统上，用户间可通过mail来进行通信，如果cat用户给dog用户发送mail，则可执行如下操作。
 
作为cat用户登录，打开终端，输入邮件的主题和用户，之后按Enter键。
 
[cat@cat ～]$ mail-s "Hello" dog　# hello为邮件的主题，按Enter键后写正文
 
#
 
# 正文区
 
#
 
.　　#当正文写完时，输入“.”来表示结束，并按Enter键
 
Cc:　　#当若还要发给别的用户，可在此处输入该用户名，否则按Enter键发送
 
当dog 用户登录时，他将接收到“You have new mail in /var/spool/mail/fox”的提示，若要查看该 mail 的内容，在终端提示符下输入 mail 即可。若接收到多封邮件，可输入数字来读取，如dog收到来自cat的两封邮件。
 
[cat@cat～]$mail
 
>N　1 cat@cat.super.com　Wed Aug 10 14:09　19/577　"Hello1"
 
N　2 cat@cat.super.com　Wed Aug 10 14:11　17/561　"Hello2"
 
& #输入要读取的邮件号码，如1 或2，然后按Enter 键。按空格键阅读内容，按Q 键退出
 
除了发送电子邮件外，还可以通过管道来发送邮件，使用管道发送邮件非常简单，如下是通过管道给dog用户发送邮件的演示，其格式如下。
 
[cat@cat～]$ls–l | mail–s “hello dog !” dog
 
使用带有-l选项的ls命令来获取当前目录的信息，然后通过管道发送给dog用户。“hello dog”是本次邮件的主题，主题的后面跟着收件人，即dog用户。只要按Enter键就可以发送，其实很简单。
 
以上只是简单讲解，感兴趣的读者可以操作，在这里就不进行具体的操作演示。
 

 
6.4 Linux用户组
 
所谓的用户组，即，具有共同特征的用户集合。在对文件资源等进行共享时，创建用户组是非常值得提倡的。Linux系统下的用户组可由一个或多个用户组成同组用户，可通过权限来查看、修改及删除文件。
 
在Linux系统下的用户组及相关信息，都记录/etc/group的正文文件下，如下是在该文件下的记录信息。
 
[cat@rhl5 ～]$ cat /etc/group
 
root:x:0:root
 
bin:x:1:root,bin,daemon
 
daemon:x:2:root,bin,daemon
 
sys:x:3:root,bin,adm
 
adm:x:4:root,adm,daemon
 
tty:x:5:
 
disk:x:6:root
 
lp:x:7:daemon,lp
 
mem:x:8:
 
kmem:x:9:
 
wheel:x:10:root
 
mail:x:12:mail
 
news:x:13:news
 
uucp:x:14:uucp
 
man:x:15:
 
games:x:20:
 
gopher:x:30:
 
dip:x:40:
 
ftp:x:50:
 
lock:x:54:
 
nobody:x:99:
 
users:x:100:
 
audio:x:63:gdm
 
nscd:x:28:
 
utmp:x:22:
 
utempter:x:35:
 
floppy:x:19:
 
vcsa:x:69:
 
rpc:x:32:
 
mailnull:x:47:
 
smmsp:x:51:
 
pcap:x:77:
 
……
 
可直接修改/etc/group 配置文件，或使用User Manager界面来管理用户组。相对而言，使用User Manager界面来管理更加直观明了。如图6-13所示，这是 User Manager窗口中Groups选项卡下的用户组。
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  图6-13 Groups选项卡下的用户组 

 

 
6.4.1 用户组创建和删除
 
Linux 系统的用户组就相当于用户的集合，这个集合包括一个或多个用户。在创建用户时系统也同时为每个用户创建一个用户组，也就是说，每个用户都属于自己的用户组。用户组之间是独立的，但用户组成员可以属于一个或多个用户组。
 
1．用指令创建和删除用户组
 
使用用户组，可更加方便地对用户进行管理，特别是在共享资源时，用户组就显得更加重要。对于用户组的创建，可以使用groupadd指令来完成，如下命令创建一个名为animal的用户组。
 
[root@cat ～]# groupadd animal
 
若成功创建，系统没有给出任何提示，此时就表明创建的animal用户组是成功的。值得注意的是，用户组名必须唯一。如果再次创建animal的用户组，系统将给出提示，如下所示的是再次创建名为animal的用户组时，系统给出该用户组已存在的信息提示。
 
[root@cat ～]# groupadd animal
 
groupadd: group animal exists
 
删除用户组的任务就交给groupdel命令去完成，下面接着演示如何删除用户组。如下命令删除刚才所创建的animal用户组。
 
[root@cat ～]# groupdel animal
 
操作成功后，系统不给出任何提示。到此，已完成对animal用户组的删除操作，其实也挺简单。
 
接着演示如何向用户组中添加成员。为了演示操作，先创建animal用户组，再创建dog、pig两个用户。接着将dog添加到名为animal的用户组中。可以使用gpasswd命令来完成这个任务。如下命令为animal用户组添加dog用户，添加操作成功后，系统将给出添加成功的提示。
 
[root@cat ～]# gpasswd–a dog animal
 
Adding user dog to group animal
 
其实，再次为animal用户组添加pig用户的操作与添加dog的操作差不多。您可以尝试完成将pig添加到animal组的操作。
 
有时，一个组需要有几个组管理员。现在决定将dog作为animal组的管理员，任务还是交给gpasswd命令去完成，如下命令为用户组animal添加组管理员dog。操作成功后，系统不给出任何提示。
 
[root@cat ～]# gpasswd-A dog animal
 
到现在，您不但完成了创建用户组的任务，而且将animal用户组管理员的职务交给了dog。接下来继续完成在Linux的图形系统上创建用户组的操作。
 
2．用图形界面创建和删除用户组
 
我们知道Linux系统是一个多用户操作系统，为了方便对用户的管理，作为管理员应该创建用户组来管理用户。之前在文本系统下创建了用户组，现在接着讲解在Linux的图形系统中如何创建用户组。
 
对于用户组的创建，其操作与创建用户差不多，不过，前者更为简单。创建用户组的大致流程如下。
 
（1）按照Applications→System Settings→Users Groups来打开User Manager 窗口，然后单击Add Group图标，弹出Create New Group 窗口。
 
（2）接着在Group Name 中输入要创建的组的名字， Specify group ID manually 选项可以选择也可以不选择。按如图6-14所示创建fox用户组，接着单击OK按钮即可完成对fox用户组的创建。
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  图6-14 创建fox用户组 

 
对于不再需要的用户组，可对其进行删除，这样不但可以减少对磁盘空间的占用，而且对于系统的安全也起到一定的作用。接着演示对刚刚创建的fox用户组进行删除的操作，其过程也比较简单，步骤如下。
 
（1）还是按照Applications→System Settings→Users Groups 的步骤来打开User Manager 界面，选择Group选项卡，然后单击需要删除的fox用户组。
 
（2）选中要删除的用户组后，接着单击工具栏中的Delete图标，就弹出确认删除对话框，单击Yes按钮即可删除fox用户组。
 

 
6.4.2 用户组成员管理
 
1．为用户组添加成员
 
作为系统管理员，常需将某个用户添加到某个用户组中，以方便进行管理。在Linux系统图形界面下，可直观方便地将某个用户添加到用户组中。
 
为了演示下面的操作，应先创建dog1用户。接着我们将学习如何将dog1用户添加到名为dog的用户组中。其操作过程也比较简单，操作步骤如下。
 
（1）在 User Manager 窗口中选中 dog1，并在工具栏中选择 Properties 图标，接着是弹出User Properties 窗口。然后在 User Properties 窗口中选择 Groups 选项卡并找到名为 dog 的用户组，并勾选dog复选框，如图6-15所示，最后单击OK按钮即可完成为dog用户组添加成员的操作了。
 
（2）为了确认是否已将dog1添加到dog用户组中，可单击Groups标签查看dog组，如图6-16所示。
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  图6-15 将dog1添加到dog用户组中 
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  图6-16 查看dog用户组成员 

 
2．从用户组移除用户
 
在某些情况下，管理员则需要移除用户组中的某个或某些成员。要从用户组移除用户，其操作也比较简单。下面演示将从dog用户组中移除用户dog1，具体步骤如下。
 
（1）在User Manager 窗口的Groups选项卡下，选中名为dog的用户组，并单击Properties图标后，弹出如图6-17所示界面。
 
（2）接着选择Group Users，并找到dog 用户组，然后取消选择 dog1，并单击OK 按钮即可完成将dog1从dog组中移除的操作了，如图6-18所示。
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  图6-17 Group Properties界面中的组名 
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  图6-18 从dog用户组移除dog1 

 

 
6.5 账号和密码安全
 
一般来说，使用密码的目的在于阻止未授权的人登录账号和访问系统。
 
在Linux系统下，每个用户的安全是不可忽略的。单个用户信息的安全，可能危及其他用户，甚至是整个系统的安全。黑客得到某个用户密码之后可能用此账户做跳板，然后通过逐级提升权限，最后获取root用户的密码或与root用户拥有相同的权限。
 
作为一个操作系统管理员，更要注意用户密码安全。如果可能，那就运行一些破解密码的软件来试探系统中用户的密码是否足够强壮，以使得用户的账号随时都有一个强壮的密码在保护。
 

 
6.5.1 账号信息概述
 
前面介绍过，Linux系统拥有root用户、普通用户和系统用户。其中，系统用户无登录系统的权力，它是在系统安装或软件安装时默认创建的，可在某些特殊情况下使用。而多数系统用户是不需要的，因此需要合理地对这些用户进行注销。
 
由于普通用户可以登录系统进行操作，因此其密码的安全就显得比系统用户还重要。对于一些不再使用的普通用户，就应注销或将该用户删除，否则您的系统有可能将会被黑客接管！
 
用户账号的安全，对于整个系统来是不可忽略的，只要某个账号的信息泄露，整个系统完全有可能被入侵。因此，一个用户拥有强壮的密码是必要的。而久不改动的密码也有可能被黑客使用暴力破解，因此定期或不定期更改密码也显得重要。
 
作为系统的普通用户，可以更改属于自己的密码，下面演示普通用户更改密码的操作。要更改密码，可以使用passwd命令来完成，如下所示的是更改cat用户密码的操作。
 
[cat@cat ～]$ passwd
 
Changing password for user cat.
 
Changing password for cat
 
(current) UNIX password:　　　# 要求输入cat用户的旧密码
 
New UNIX password:　　　　# 输入cat用户的新密码
 
Retype new UNIX password:　　　# 再次确认新密码
 
passwd: all authentication tokens updated successfully.　# 密码更改成功
 
如果您更改的新密码太短，则将得到“BAD PASSWORD: it's WAY too short”的提示信息，可要是将普通用户的密码更改成与root用户相同时，系统将给出怎么样的提示信息呢？您不妨试试，也许会得到其他提示信息。
 
也许您想到，要是密码忘记了，怎么办？找管理员。
 
作为普通用户好办，可作为管理员的你，要是把root用户的密码忘了，那可不能再找管理员了，因为您就是管理员。遇到这个问题，有些人建议重装系统，也许您真的重装了。可如果是在某些场合，如公司里，这个做法有点不合适吧？
 
接下来介绍在忘记root用户密码情况下更改密码，其步骤如下。
 
（1）开机并进入GRUB界面之后，如图6-19所示，在GRUB界面下，按a键来向内核传递一个参数。
 
（2）进入如图6-22所示界面修改运行级别。在图6-20中光标的末尾处加上空格后再输入“1”或输入single后按Enter键启动系统进入单用户模式。
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  图6-19 GRUB界面 
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  图6-20 修改运行级别 

 
（3）成功进入单用户模式后，将出现如图6-21所示的界面。
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  图6-21 成功进入单用户模式 

 
接着使用vi编辑器来打开/etc/passwd文件，然后将root记录行中的“x”去除，也就是，root用户登录系统时不需要密码的认证。
 
sh-3.00: vi /etc/passwd
 
root:x:0:0:root:/root:/bin/bash
 
bin:x:1:1:bin:/bin:/sbin/nologin
 
daemon:x:2:2:daemon:/sbin:/sbin/nologin
 
adm:x:3:4:adm:/var/adm:/sbin/nologin
 
lp:x:4:7:lp:/var/spool/lpd:/sbin/nologin
 
sync:x:5:0:sync:/sbin:/bin/sync
 
shutdown:x:6:0:shutdown:/sbin:/sbin/shutdown
 
……省略部分内容的输出……
 
（4）在打开/etc/passwd文件之后，接着按a或i键进入插入模式，并将root行中的x去掉，即相当于root用户登录不需要密码。然后按Esc键之后再输入“:wq”保存文件并退出。
 
（5）为了防止其他人也使用这样的方法来更改root用户的密码，接着设置密码来保护单用户模式，避免root用户的密码被更改。使用vi编辑器打开开机引导文件GRUB，然后在该文件中加入相关的设置。
 
sh-3.00: vi /boot/grub/grub.conf
 
……
 
#boot = /dev/sda
 
default = 1
 
timeout = 3
 
splashimage = (hd0,0)/grub/splash.xpm.gz
 
#hiddenmenu
 
passwd　123456　　# 为进入单用户模式设置密码
 
title Enterprise (2.6.9-42.0.0.0.1.ELsmp)
 
root (hd0,0)
 
kernel /vmlinuz-2.6.9-42.0.0.0.1.ELsmp ro root = LABEL = /
 
initrd /initrd-2.6.9-42.0.0.0.1.ELsmp.img
 
……
 
（6）接着输入init 6 或reboot命令进行重启。之后就可以在不使用root 用户的密码的情况下就可以登录系统。
 
（7）接着将为root用户设置新的密码，其操作跟普通用户更改密码一样。当修改成功时，将看到系统的提示。
 
[root@cat ～]# passwd
 
Changing password for user root.6
 
New UNIX password:　　　　# 设置root用户的密码
 
Retype new UNIX password:　　　# 再次确认密码
 
passwd: all authentication tokens updated successfully.
 
（8）在单用户模式下，在/boot/grub/grub.conf 中设置了进入该模式的保护密码，可那是显示的明码，为了防止别人看到，选择为该密码加密。
 
（9）在终端上输入grub-md5-crypt，如下所示：
 
[root@cat ～]# grub-md5-crypt
 
Password:　　　# 输入root123456密码
 
Retype password:　　# 再次输入root123456密码
 
$1$RmrGE0$KPn.7fPwek7WjhLA4yqOt1 # 使用md5 加密后的root 密码123456
 
（10）接着使用 vi 编辑器打开/boot/grub/grub.conf 文件，如下操作使用加密后的密码代替123456。为了防止出错，建议首先复制，然后粘贴。
 
#　　initrd /initrd-version.img
 
#boot = /dev/sda
 
passwd–md5 $1$RmrGE0$KPn.7fPwek7WjhLA4yqOt1
 
default = 0
 
timeout = 5
 
splashimage = (hd0,0)/grub/splash.xpm.gz
 
#hiddenmenu
 
title Enterprise (2.6.9-42.0.0.0.1.ELsmp)
 
root (hd0,0)
 
kernel /vmlinuz-2.6.9-42.0.0.0.1.ELsmp ro root = LABEL = /
 
initrd /initrd-2.6.9-42.0.0.0.1.ELsmp.img
 
通过以上操作，完成了更改密码的操作。可一些用户像钉子户一样，就是不愿意修改密码。作为管理员，这时应该硬性规定修改密码。
 
假设限定某个用户在一段时间内更改一次密码，这时可以使用chage命令来完成这项任务。如下命令限制dog用户在60天内更改一次密码。
 
[root@cat ～]# chage-M 60 dog
 
而对于一些立即注销的用户，则可以使用passwd命令来完成。如下命令将cat用户立即锁定。
 
[root@cat ～]# passwd-l cat
 
Locking password for user cat.
 
passwd: Success
 
对于锁定的 cat 用户，如果其进行登录系统，将得到“Access denied”的提示。而要使 cat用户正常使用，只须执行带有-u选项的passwd命令即可。
 
[root@cat ～]# passwd-u cat
 
Unlocking password for user cat.
 
passwd: Success.
 
当然，也可以做如下操作。即在该用户行前加上“#”号，注销cat用户登录系统的权限。若要恢复，只须把“#”号去掉。
 
#cat:x:501:501:A Super Cat:/home/cat:/bin/bash
 
对于用户限期进行密码的更改，若限期太短，密码的更改太频繁，使得有些用户直接把密码写在纸上且不保管好，这时密码就有泄露的可能。而限期太长，会给攻击者提供时间来攻击，攻击的成功率将增加。
 
如果可以，建议定期运行一些工具来检查系统中用户的密码是否足够强壮，以保证系统的安全。
 

 
6.5.2 账号信息安全管理
 
本节将对/etc/passwd、/etc/shadow以及/etc/group三个文件进行介绍，其中/etc/shadow用于存放被md5加密后的所有系统用户密码，显然该文件将更为重要。该文件的安全已成为用户密码安全性的关键部分，几乎所有流行的Linux发行版都使用/etc/shadow来存放用户密码。
 
由于使用etc/shadow文件来存放用户密码信息，因此我们将看到/etc/passwd文件中内容的记录格式如下：
 
root:x:0:0:root:/root:/bin/bash
 
bin:x:1:1:bin:/bin:/sbin/nologin
 
daemon:x:2:2:daemon:/sbin:/sbin/nologin
 
adm:x:3:4:adm:/var/adm:/sbin/nologin
 
……省略部分内容的输出……
 
cat:x:500:500:A Super Cat:/home/dog:/bin/bash
 
fox:x:501:501::/home/cat:/bin/bash
 
passwd文件中的每一行代表一个用户，值得注意的是，密文的字段只显现简单的“x”，x只表明该用户使用密码登录系统，但这不是密文格式。
 
除了root用户和普通用户之外，系统用户没有登录系统的权限，这是由于系统用户试图登录时将执行/sbin/nologin而被拒绝。而root用户和普通用户登录时执行/bin/bash。
 
普通用户的用户ID和组ID（即UID和GID）都是从500开始的，UID和GID都是500的用户，即为安装系统时创建的系统普通用户。
 
对于一行中各项代表的含义，下面做一个简单的介绍，如图6-22所示。
 

 [image: figure_0107_0175]

 

  图6-22 在/etc/passwd中cat用户的信息 

 
对于名为/etc/shadow的文件，它是存放所有用户重要密码信息的文件，在此文件中所保存的信息对整个系统的安全起着非常重要的作用，如下是该文件中内容的记录行。
 
root:$1$VLE2TXLu$xjvCDKeHGIHVu4AWbSWdO1:15196:0:99999:7:::
 
bin: *:15016:0:99999:7:::
 
daemon: *:15016:0:99999:7:::
 
adm: *:15016:0:99999:7:::
 
lp: *:15016:0:99999:7:::
 
……
 
cat:$1$QCLNH2SV$rwsb0CK6kj0QfgfxD/GAs0:15196:0:99999:7:::
 
dog:$1$wJCEEuJf$cIi78qhklpcdupjsC0W.s1:15194:0:60:7:::
 
对于/etc/shadow文件所记录的每行信息，其所对应的都是一个用户的相关信息。如图6-23所示，下面对/etc/shadow中cat用户的相关信息进行说明。
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  图6-23 /etc/shadow中cat用户的信息 

 
在而/etc/group文件中所记录的内容比较简单，其所记录的是一个用户组的相关信息，其内容如下：
 
root:x:0:root
 
bin:x:1:root,bin,daemon
 
daemon:x:2:root,bin,daemon
 
sys:x:3:root,bin,adm
 
adm:x:4:root,adm,daemon
 
……
 
在group文件中，首先是组名，接着的记录表示该组设有密码，然后是组ID，最后是该组的成员名字。
 
接下来我们来玩一个游戏，目的是了解文件的权限对于文件的保护的重要性。演示的条件如下：
 
[root@cat ～]# ls-l /etc/passwd /etc/shadow
 
-rw-rw-rw- 1 root root 1985 Aug 10 11:22 /etc/passwd
 
-rw-rw-rw- 1 root root 1362 Aug 10 13:43 /etc/shadow
 
对于/etc/passwd /和etc/shadow 这两个文件，拥有者、本组用户和非本组用户都拥有可读和可写权限。假设与root用户不同组的某个用户得知其可以获得访问这两文件的权限，其将通过自身来使自己拥有与root用户相同的系统权限。做法如下。
 
（1）作为普通用户cat，在终端上输入如下命令：
 
[cat@cat ～]$ echo 'user:$1$QNnHE0$z9bOtbYVbkaRHLQ6ab0mU0:::::::' >> /etc/shadow
 
[cat@cat ～]$ echo 'user:x:0:0:::/bin/bash' >> /etc/passwd
 
（2）接着使用su命令切换到user登录：
 
[cat@cat ～]$ su user
 
Password:
 
（3）成功切换后，将看到如下结果（可能显示有所不同）：
 
bash-3.00#
 
（4）为了确认是否拥有与root用户等同的权限，可以使用whoami命令来确认：
 
bash-3.00# whoami
 
root
 
结果您也看到了，user用户不但成功登录而且拥有与root用户同样的权限，可以对系统文件拥有执行权。如果对/etc/passwd和/etc/shadow这两个文件管理不当，其他用户就可以使用这样的方式来获取与root用户等同的系统权限。接下来怎么管理这两个文件，您应该知道。
 
“$1$QNnHE0$z9bOtbYVbkaRHLQ6ab0mU0”是使用md5加密12345后得到的。对同样的密码，使用md5加密后得到的结果是不一样的。
 

 
第7章 系统启动初始化
 
本章主要内容
 
● 系统启动概述。
 
● 系统启动过程。
 
Linux系统的启动分多个阶段进行，每个阶段都完成不同的任务。在其启动过程的每个阶段，都是在继承上阶段的工作后完成自己的工作。
 
Linux系统的启动由GRUB多重开机引导程序引导，它负责引导的阶段包括引导加载程序启动、内核映像加载和init进程初始化这三个阶段，在系统的启动过程中每个阶段都不能中断。
 

 
7.1 系统启动概述
 
Linux系统的启动主要由4个阶段组成，分别是BIOS加电自检、引导加载程序、内核映像加载和init进程初始化，如图7-1所示。
 
对于启动的每个阶段，其都是继承上一个阶段的工作，然后接着来完成属于自己的工作，之后再交给下一个阶段继续来完成。
 
从系统启动进入引导加载程序（boot loader）开始到执行系统第一个进程init 的这段时间里，这些启动操作都是由多重开机管理程序（GRand Unified Bootloader，GRUB）来负责管理的。也就是说，除BIOS加电自检阶段之外，其他的三个阶段都在GRUB的管理范围内，如图7-2所示。
 

 [image: figure_0110_0177]

 

  图7-1 系统启动的过程 

 

 [image: figure_0110_0178]

 

  图7-2 GRUB管理的范围 

 
1．BIOS加电自检
 
计算机通电后，BIOS（Basic Input Output System，基本输入输出系统）将对计算机硬件设备进行检查。接着进入启动盘的第一个块中最开始处只有512 字节的MBR（Master Boot Record，主引导记录）区，并将MBR中的引导加载程序加载到内核中，交由引导加载程序执行。
 
2．引导加载程序启动
 
引导加载程序（boot loader）将查找加载到内核中的MBR主引导加载程序和次引导程序，在次引导加载程序被主引导加载程序启动后，Linux的内核就加载，此时就启动GRUB多项菜单图形引导界面，之后将控制权交给内核映像。
 
3．内核映像加载
 
Linux 内核映像获得控制权后，接着将对自身进行解压缩，然后将系统的核心程序加载到内存中，同时初始化与文件系统有关的虚拟设备，并在这些设备完好的情况下就执行/sbin/init文件来启动第一个系统进程——init进程。
 
4．Init进程初始化工作
 
Init进程通过调用/etc/rc.d/rc.sysinit和/etc/rc.d/rc*.d目录中的程序进行初始化，并启动特定的运行级别。Init 进程是所有进程的发起者和控制者，其不会自动终止。系统的其他进程参照 init产生并受到init 过程的控制。
 

 
7.2 系统启动过程
 
Linux 操作系统的启动主要是由 4 个阶段组成，其中 GRUB 就负责三个阶段的启动管理工作，系统的每个启动阶段都完成不同的任务，且这些阶段所未完成的工作总由下一个阶段来完成。
 
在这4个阶段中，从MBR载入引导加载程序到系统执行/sbin/init 文件都是由 GRUB负责的。如图7-3所示的是RHEL4的GRUB引导界面。
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  图7-3 RHEL4的GRUB引导界面 

 
自Linux内核被加载后就启动GRUB多菜单选项图形引导界面，但在默认情况下该界面是隐藏的，因此开机之后出现图7-3所示的界面时按任何键就可以看到隐藏的GRUB多菜单选项图形引导界面，如图7-4所示，这时就可以用键盘的上下键来选取某个菜单引导开机。
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  图7-4 多个开机菜单 

 

 
7.2.1 BIOS加电自检
 
计算机上电后，首先进行计算机硬件设备的检查，即所说的BIOS 加电自检（Power On Self Test，POST）。主要包括初始化组件、检测硬件、分配资源、协助加载操作系统等以及选择开机的引导设备。
 
BIOS 为Base Input Output System（基本输入输出系统）的缩写，是非常基本的硬件和软件接口，其为系统的成功启动提供最基本的机制。如当电源接通的瞬间，由 BIOS 负责检测与所有硬件的沟通并将计算机呈现在用户面前。
 
在选择开机引导设备之后，接着将读取硬盘上的MBR（Master Boot Record，主引导记录）中的引导加载程序，并将引导程序加载到内存中。此时 BIOS 将控制权移交给引导加载程序，由后者接着引导系统的启动。如图7-5所示，这是一张已安装操作系统且有三个分区的IDE硬盘，而在这块硬盘的最开始处有一个包含引导程序、分区信息等大小为512字节的MBR区，如图7-6所示。
 
温馨提示：MBR不属于任何一个操作系统，它负责磁盘操作系统（Disk Operating System， DOS）对磁盘进行读写时分区合法性的判别、分区引导信息的定位，它由DOS在对硬盘进行初始化时产生，不能用操作系统提供的磁盘操作命令来读取它。
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  图7-5 硬盘上的分区结构 
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  图7-6 MBR的位置及存储的信息 

 

 
7.2.2 引导加载程序启动
 
BIOS 完成自检之后，将进入引导加载程序的启动。启动分为两个阶段，首先加载保存在 MBR区中的主引导程序。MBR 区中的主引导加载程序包括二进制代码和一个小分区。其主要任务是加载和执行次引导加载程序，通过它来查找并进行引导加载程序的第二次启动。
 
主引导程序完成加载后，接着进入次引导加载程序，次引导程序也称内核加载程序，其主要任务是加载Linux内核。
 
当次引导程序被加载到内核中后，将启动GRUB的图形引导界面（如图7-3及图7-7所示），继续系统的启动引导工作。
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  图7-7 具有多个启动项的GRUB 

 
在默认情况下，GRUB引导加载程序会在 5 秒后将自动读取其配置文件/boot/grub/grub.conf文件下的配置信息，并根据配置信息来启动引导系统。
 
GRUB配置文件grub.conf的内容如下所示。
 
# grub.conf generated by anaconda
 
# Note that you do not have to rerun grub after making changes to this file
 
# NOTICE:　You have a /boot partition.　This means that
 
#　　all kernel and initrd paths are relative to /boot/, eg.
 
#　　root (hd0,0)
 
#　　kernel /vmlinuz-version ro root = /dev/sda2
 
#　　initrd /initrd-version.img
 
#boot = /dev/sda
 
default = 0
 
timeout = 5
 
splashimage = (hd0,0)/grub/splash.xpm.gz
 
hiddenmenu
 
title Enterprise (2.6.9-42.0.0.0.1.ELhugemem)
 
root (hd0,0)
 
kernel /vmlinuz-2.6.9-42.0.0.0.1.ELhugemem ro root = LABEL = / rhgb quietinitrd /initrd-2.6.9-42.0.0.0.1.ELhugemem.img
 
title Enterprise-smp (2.6.9-42.0.0.0.1.ELsmp)
 
root (hd0,0)
 
kernel /vmlinuz-2.6.9-42.0.0.0.1.ELsmp ro root = LABEL = / rhgb quiet
 
initrd /initrd-2.6.9-42.0.0.0.1.ELsmp.img
 
title Enterprise-up (2.6.9-42.0.0.0.1.EL)
 
root (hd0,0)
 
kernel /vmlinuz-2.6.9-42.0.0.0.1.EL ro root = LABEL = / rhgb quiet
 
initrd /initrd-2.6.9-42.0.0.0.1.EL.img
 
系统在读取/boot/grub/grub.conf 文件的配置后，就根据配置的内容来依次引导系统启动，一下是各项的关键字的说明。
 
（1）default：其值指定使用哪组内核来引导系统，默认值为 0，表示使用第一组内核启动，而当其值为1时，则表示使用第二组内核启动。
 
（2）timeout：此关键字的值用于设置GRUB停留的时间，默认值为5，并以倒计时的方式进行计时，若在5秒内无任何操作，系统将按默认配置启动。
 
（3）多个启动引导选项和背景设置，其配置内容如下。
 
splashimage = (hd0,0)/grub/splash.xpm.gz
 
hiddenmenu
 
splashimage用于指定开机背景图案，其中hd0,0即表示/boot，其意思是说，开机背景图案存放在/boot/grub/目录下的splash.xpm.gz文件中。
 
hiddenmenu 设定是否要隐藏 grub 的开机菜单，在默认的配置下是以倒计时的方式并使用默认引导选项启动。当在“hiddenmenu”行前加上“#”时，将出现如图7-7所示的多个启动项。
 
（4）引导选单配置信息。
 
title Enterprise (2.6.9-42.0.0.0.1.ELhugemem)
 
root (hd0,0)
 
kernel /vmlinuz-2.6.9-42.0.0.0.1.ELhugemem ro root = LABEL = / rhgb quiet
 
initrd /initrd-2.6.9-42.0.0.0.1.ELhugemem.img
 
● title 关键字表示一个新菜单项的开始。在系统进入GRUB 引导界面时，关键字title 后面的内容将显示在GRUB菜单上（如图7-8所示）。若第一个引导菜单的关键字title被删除，那么其后的内容不再显示，而下一条title将作为第一个菜单出现，如图7-9所示。
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  图7-8 关键字title后的内容 
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  图7-9 菜单移到最前面 

 
● root 关键字用于指定引导目录所在分区位置，root 关键字后的（hd0,0）表示根分区的位置，它表示根分区位于第一个硬盘的第一个分区。其中，hd0表示第1个硬盘，而逗号后的0则表示这个硬盘上的第一个分区。
 
● kernel：指定用传递的选项引导内核的路径。其中，“vmlinuz-2.6.9-42.0.0.0.1.ELhugemem”是存放在（hd0,0）中的内核，也就是在/boot 目录下；“ro root = LABEL = /”中的ro 表示只读（read only），其整个含义则是以只读方式挂载根目录到“/”目录下；“rhgb quiet”表示在启动过程显示图形界面（如图7-10所示）。当将其删除时系统启动过程就以文本的方式显示出来（如图7-11所示）。
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  图7-10 图形界面启动过程 
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  图7-11 文本界面启动过程 

 
● initrd 关键字是用于建立一个内存磁盘，该磁盘存放的主要是一些启动程序。
 
至此，引导加载程序完成系统启动前的加载，之后它就将控制权交给内核映像，由内核映像接着完成系统的启动引导。
 

 
7.2.3 内核映像加载
 
GRUB完成启动加载程序的启动，并将控制权交给内核，之后，获得控制权的内核首先检查计算机的内存、风扇及硬件等设备并初始化配置。接着是对 GRUB 加载到内存下的一个小于512KB的zImage的压缩映像，或一个大于512KB的bzImage压缩映像进行自身的解压缩（就是对内核进行初始化），同时加载必要的设备驱动程序，之后才对根文件系统进行挂载，如图7-12所示。
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  图7-12 内核初始化流程 

 
内核映像引导加载的时间虽然短，但其所完成的工作非常重要（由于内核的部分初始化特征由交叉运行的子系统组成，因此由始至终跟踪子系统的初始化而不被打断）。在显示“Welcome to Enterprise Linux”的提示信息时（如图7-13所示），此时系统已经完成内核映像的加载。
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  图7-13 内核加载完成后启动系统进程 

 

 
7.2.4 init进程初始化
 
在完成内核镜像的引导后，系统首先执行/sbin/init 文件来启动其第一个系统级的进程——init进程，同时内核将控制权移交给init进程，由其完成系统的最终启动引导，并启动登录Linux系统的窗口。
 
Linux系统的init进程是系统中所有进程的发起者和控制者（其进程ID为1），在系统启动后它不会终止，除非受到外界的干扰（如断电、硬件故障等），而且在必要时，系统将调用fork()函数并复制其相关参数来创建新的子进程。
 
从内核获得控制权的init进程，其将控制整个系统并根据需要开始创建新的子进程。init进程首先读取/etc/inittab文件中的配置参数，并根据/etc/inittab文本中设定的参数来逐步完成系统的初始化工作。
 
以下是/etc/inittab文件的配置内容。
 
# inittab　　This file describes how the INIT process should set up
 
#　　　the system in a certain run-level.
 
# Author:　　Miquel van Smoorenburg, <miquels@drinkel.nl.mugnet.org>
 
#　　　Modified for RHS Linux by Marc Ewing and Donnie Barnes
 
# Default runlevel. The runlevels used by RHS are:
 
#　0- halt (Do NOT set initdefault to this)
 
#　1- Single user mode
 
#　2- Multiuser, without NFS (The same as 3, if you do not have networking)
 
# 3- Full multiuser mode
 
# 4- unused
 
# 5- X11
 
# 6- reboot (Do NOT set initdefault to this)
 
id:5:initdefault:
 
# System initialization.
 
si::sysinit:/etc/rc.d/rc.sysinit
 
l0:0:wait:/etc/rc.d/rc 0
 
l1:1:wait:/etc/rc.d/rc 1
 
l2:2:wait:/etc/rc.d/rc 2
 
l3:3:wait:/etc/rc.d/rc 3
 
l4:4:wait:/etc/rc.d/rc 4
 
l5:5:wait:/etc/rc.d/rc 5
 
l6:6:wait:/etc/rc.d/rc 6
 
# Trap CTRL-ALT-DELETE
 
ca::ctrlaltdel:/sbin/shutdown-t3-r now
 
# When our UPS tells us power has failed, assume we have a few minutes
 
# of power left. Schedule a shutdown for 2 minutes from now.
 
# This does, of course, assume you have powerd installed and your
 
# UPS connected and working correctly.
 
pf::powerfail:/sbin/shutdown-f-h+2 "Power Failure; System Shutting Down"
 
# If power was restored before the shutdown kicked in, cancel it.
 
pr:12345:powerokwait:/sbin/shutdown-c "Power Restored; Shutdown Cancelled"
 
# Run gettys in standard runlevels
 
1:2345:respawn:/sbin/mingetty tty1
 
2:2345:respawn:/sbin/mingetty tty2
 
3:2345:respawn:/sbin/mingetty tty3
 
4:2345:respawn:/sbin/mingetty tty4
 
5:2345:respawn:/sbin/mingetty tty5
 
6:2345:respawn:/sbin/mingetty tty6
 
# Run xdm in runlevel 5
 
x:5:respawn:/etc/X11/prefdm-nodaemon
 
在/etc/inittab 文件的定义中，系统共定义了0～6这7 个运行级别（run level）并给出了相关说明。表7-1是这7个运行级别功能的描述。
 

  表7-1 系统的7个运行级别及说明 
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init 进程的初始化分为以下几个步骤。
 
（1）init进程获取控制权后，首先读取/etc/inittab文件，并根据文件中“id:5:initdefault:”这行设置信息参数，从而启动系统运行级别，默认情况下启动X11进程。
 
Linux系统使用哪个运行级别由init进程来定义，该进程可以通过3种方式来选择使用哪个运行级别：
 
● 通过读取在/etc/inittab 文件中预设的“id:5:initdefault:”；
 
● 从引导加载程序传递参数到内核后获取，即在GRUB引导界面中修改内核参数后，并传递到内核被init进程捕获；
 
● 在开机并登录系统后，通过传递到内核中执行的init c 命令获取；
 
（2）接着init进程就执行/etc/rc.d目录下rc.sysinit的shell脚本程序来对系统进一步初始化，该文件的内容如下：
 
[root@cat ～]# cat /etc/rc.d/rc.sysinit
 
#!/bin/bash
 
#
 
# /etc/rc.d/rc.sysinit- run once at boot time
 
#
 
# Taken in part from Miquel van Smoorenburg's bcheckrc.
 
#
 
HOSTNAME=`/bin/hostname`
 
HOSTTYPE=`uname-m`
 
unamer=`uname-r`
 
set-m
 
if [-f /etc/sysconfig/network ]; then
 
. /etc/sysconfig/network
 
fi
 
if [-z "$HOSTNAME"-o "$HOSTNAME" = "(none)" ]; then
 
HOSTNAME=localhost
 
fi
 
if [ !-e /proc/mounts ]; then
 
mount-n-t proc /proc /proc
 
mount-n-t sysfs /sys /sys >/dev/null 2>&1
 
fi
 
if [ !-d /proc/bus/usb ]; then
 
modprobe usbcore >/dev/null 2>&1 && mount-n-t usbfs /proc/bus/usb /proc/bus/usb
 
else
 
mount-n-t usbfs /proc/bus/usb /proc/bus/usb
 
fi
 
. /etc/init.d/functions
 
# Check SELinux status
 
selinuxfs="$(fstab_decode_str `LC_ALL=C awk '/ selinuxfs / { print $2 }' /proc/mounts`)"
 
SELINUX_STATE=
 
if [-n "$selinuxfs" ] && [ "`cat /proc/self/attr/current`" != "kernel" ]; then
 
if [-r "$selinuxfs/enforce" ] ; then
 
SELINUX_STATE=`cat "$selinuxfs/enforce"`
 
else
 
#assume enforcing if you can't read it
 
SELINUX_STATE=1
 
fi
 
fi
 
if [-n "$SELINUX_STATE"-a-x /sbin/restorecon ] && LC_ALL=C fgrep-q " /dev " /proc/mounts ; then
 
/sbin/restorecon-R /dev 2>/dev/null
 
fi
 
disable_selinux() {
 
echo $"*** Warning-- SELinux is active"
 
echo $"*** Disabling security enforcement for system recovery."
 
echo $"*** Run 'setenforce 1' to reenable."
 
echo "0" > "$selinuxfs/enforce"
 
}
 
…‥
 
/etc/rc.d/rc.sysinit文件的主要工作流程如下所示。
 
① 启动热插拨设备（如USB 等设备）和SELinux（Security Enhanced Linux）。
 
② 把在初始化内核时得到的相关参数写入保存系统相关设置的/etc/sysctl.conf 文件中（当使用sysctl命令来变更系统的参数时，这些变更的参数将永久性保存到/etc/sysctl.conf文件中）；
 
③ 设定并初始化系统的时钟。
 
④ 初始化键盘参数（在系统启动后键盘就可以使用，而且所对应的键位上的相关符号没有出现错误的现象，这是由于计算机预先载入键盘的设置信息）。
 
⑤ 启动系统虚拟内存分区，即交换分区（Swap 分区）；
 
⑥ 从/etc/sysconfig/network 文件中读取参数来设置计算机主机名，该文件是一个正文文件，其设置内容如下。
 
[root@cat ～]# cat /etc/sysconfig/network
 
NETWORKING=yes
 
HOSTNAME=cat.super.com
 
GATEWAY=192.168.217.1
 
如果要更改计算机的主机名，需要同时更改/etc/hosts和/etc/sysconfig/network文件的参数，或在图形系统下依次选择Applications→System→Network打开Network Configuration图形窗口来设置（或在图形系统的终端界面下执行neat命令）。/etc/hosts文件的配置信息如下所示。
 
[root@rh5 ～]# cat /etc/hosts
 
# Do not remove the following line, or various programs
 
# that require network functionality will fail.
 
127.0.0.1　　　cat.super.com cat localhost.localdomain localhost
 
⑦ 在开机前root文件系统（即根目录）是以只读的方式挂载的，在init 进程获取控制权后它会对root文件系统进行检查，并在无误的情况下将其以可读、可写的状态重新挂载。可执行mount命令查看系统挂载了哪些文件系统。
 
[root@rh5 ～]# mount
 
/dev/sda3 on / type ext3 (rw)
 
none on /proc type proc (rw)
 
none on /sys type sysfs (rw)
 
none on /dev/pts type devpts (rw,gid=5,mode=620)
 
usbfs on /proc/bus/usb type usbfs (rw)
 
/dev/sda1 on /boot type ext3 (rw)
 
none on /dev/shm type tmpfs (rw)
 
none on /proc/sys/fs/binfmt_misc type binfmt_misc (rw)
 
none on /proc/fs/vmblock/mountPoint type vmblock (rw)
 
sunrpc on /var/lib/nfs/rpc_pipefs type rpc_pipefs (rw)
 
⑧ 启动RAID和LVM设备，并把相关参数读入磁盘进行相关限制设定，以避免某个用户对磁盘空间的过度使用。
 
⑨ 检查/etc/fstab 文件的设置参数，并根据设置的参数挂载其他文件系统。/etc/fstab 文件的内容如下：
 
[root@rh5 ～]# cat /etc/fstab
 
# This file is edited by fstab-sync- see 'man fstab-sync' for details
 
LABEL=/　　　/　　　　　ext3　defaults　　1 1
 
LABEL=/boot　　/boot　　　　ext3　defaults　　1 2
 
none　　　　/dev/pts　　　devpts　gid=5,mode=620　0 0
 
none　　　　/dev/shm　　　tmpfs　defaults　　0 0
 
none　　　　/proc　　　　proc　defaults　　0 0
 
none　　　　/sys　　　　　sysfs　defaults　　0 0
 
LABEL=SWAP-sda2　swap　　　　　swap　defaults　　0 0
 
/dev/hdc　　　/media/cdrecorder　auto　pamconsole,exec,noauto,managed 0 0
 
/dev/fd0　　　/media/floppy　　auto　pamconsole,exec,noauto,managed 0 0
 
⑩ 清除开机时所使用的临时文件并对一些无用的文件和目录进行删除。
 
（3）由于系统在默认模式下使用运行级别 5 来启动，因此接着 init进程将读取“5”这个参数，并将此参数传到/etc/rc.d/rc5（如图7-14所示）以便决定在该模式下需要启动哪些服务，实际上，就是执行/etc/rc.d/rc 5.d目录下的所有程序，如下是/etc/rc.d/rc 5.d 目录的内容。
 
[root@cat ～]# ls-l /etc/rc.d/rc5.d/
 
total 412
 
lrwxrwxrwx 1 root root 24 Jul 6 23:02 K02NetworkManager-> ../init.d/NetworkManager
 
lrwxrwxrwx 1 root root 14 Jul 6 23:35 K05innd-> ../init.d/innd
 
lrwxrwxrwx 1 root root 19 Jul 6 23:01 K05saslauthd-> ../init.d/saslauthd
 
lrwxrwxrwx 1 root root 19 Jul 6 23:03 K10dc_server-> ../init.d/dc_server
 
lrwxrwxrwx 1 root root 16 Jul 6 23:02 K10psacct-> ../init.d/psacct
 
lrwxrwxrwx 1 root root 17 Jul 6 23:34 K10radiusd-> ../init.d/radiusd
 
lrwxrwxrwx 1 root root 19 Jul 6 23:03 K12dc_client-> ../init.d/dc_client
 
lrwxrwxrwx 1 root root 17 Jul 6 23:22 K12FreeWnn-> ../init.d/FreeWnn
 
lrwxrwxrwx 1 root root 17 Jul 6 23:23 K12mailman-> ../init.d/mailman
 
lrwxrwxrwx 1 root root 15 Jul 6 23:03 K15httpd-> ../init.d/httpd
 
lrwxrwxrwx 1 root root 20 Jul 6 23:23 K20bootparamd-> ../init.d/bootparamd
 
lrwxrwxrwx 1 root root 24 Jul 6 23:33 K20netdump-server-> ../init.d/netdump-server
 
lrwxrwxrwx 1 root root 13 Jul 6 23:02 K20nfs-> ../init.d/nfs
 
lrwxrwxrwx 1 root root 16 Jul 6 23:23 K20rstatd-> ../init.d/rstatd
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  图7-14 系统级别的定义 

 
lrwxrwxrwx 1 root root 17 Jul 6 23:23 K20rusersd-> ../init.d/rusersd
 
lrwxrwxrwx 1 root root 15 Jul 6 23:23 K20rwhod-> ../init.d/rwhod
 
lrwxrwxrwx 1 root root 14 Jul 6 23:02 K24irda-> ../init.d/irda
 
lrwxrwxrwx 1 root root 15 Jul 6 23:03 K25squid-> ../init.d/squid
 
lrwxrwxrwx 1 root root 13 Jul 6 23:25 K28amd-> ../init.d/amd
 
lrwxrwxrwx 1 root root 22 Jul 6 23:07 K30spamassassin-> ../init.d/spamassassin
 
lrwxrwxrwx 1 root root 18 Jul 6 23:32 K34dhcrelay-> ../init.d/dhcrelay
 
lrwxrwxrwx 1 root root 19 Jul 6 23:35 K34yppasswdd-> ../init.d/yppasswdd
 
lrwxrwxrwx 1 root root 21 Jul 6 23:23 K35cyrus-imapd-> ../init.d/cyrus-imapd
 
lrwxrwxrwx 1 root root 15 Jul 6 23:32 K35dhcpd-> ../init.d/dhcpd
 
lrwxrwxrwx 1 root root 13 Jul 6 23:03 K35smb-> ../init.d/smb
 
lrwxrwxrwx 1 root root 19 Jul 6 23:04 K35vncserver-> ../init.d/vncserver
 
lrwxrwxrwx 1 root root 17 Jul 6 23:35 K35winbind-> ../init.d/winbind
 
lrwxrwxrwx 1 root root 16 Jul 6 23:32 K36dhcp6s-> ../init.d/dhcp6s
 
lrwxrwxrwx 1 root root 14 Jul 6 23:18 K36lisa-> ../init.d/lisa
 
lrwxrwxrwx 1 root root 16 Jul 6 23:24 K36mysqld-> ../init.d/mysqld
 
lrwxrwxrwx 1 root root 20 Jul 6 23:24 K36postgresql-> ../init.d/postgresql
 
…‥
 
（4）在init进程完成定义系统运行级别、挂载其他文件系统和执行运行级别进程后，接下来它继续读取/etc/inittab 文件中的“ca::ctrlaltdel:/sbin/shutdown–t3–r now”这行参数来设置系统关机的组合键 ctrlaltdel（即 Ctrl+Alt+Delete），在使用这个组合键时，系统就执行/sbin 目录下的shutdown命令进行关机。
 
（5）接下来init 进程的工作是为系统定义UPS（Uninterrupted Power Supply，不间断电源）的功能，UPS负责在外部电源停止供电后为Linux 系统在短期内提供有限的电量，使得系统可将必要的数据写到磁盘中，以避免数据的丢失，之后调用 shutdown 来关机，如图7-15中第一行所示。
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  图7-15 UPS功能定义 

 
而第二行所定义的功能是：若在非常短的时间内电源恢复正常的供电，UPS 将使用shutdown–c 来取消关机操作。
 
（6）init 进程在/etc/inittab 文件中的最后一项初始化任务是执行/sbin/mingetty 命令来创建6个虚拟终端，即tty1～tty6（如图7-16所示）。
 
最后，系统将根据/etc/inittab 中设定的运行级别（即run levels 5）来初始化X Window用户环境，也就是启动X11的图形系统，如图7-17中的最后一行所示。
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  图7-16 虚拟终端 
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  图7-17 初始化登录环境 

 
到此，Linux的启动完成，这时将看到图形登录界面。
 
当阅读到这里时，相信读者应该知道，使用init 0将关闭系统而init 6可以对系统进行重启。
 

 
第8章 开机引导故障处理
 
本章主要内容
 
● GRUB。
 
● 系统救援模式。
 
Linux系统下的引导加载程序GRUB提供许多功能，它不仅允许从菜单中选择启动内核的类型，还允许修改菜单的选项。也允许使用类似shell的命令接口来操作，从而引导系统启动。利用对 GRUB 的编辑，可轻松地修复阻碍Linux启动的问题。
 

 
8.1 GRUB
 

 
8.1.1 更改启动引导方式
 
1．GRUB功能概述
 
Red Hat Enterprises 系列Linux系统的引导过程自6版本后启动就发生了改变，6系列版本启动过程不再显示系统初始化的信息（就是隐藏系统启动的细节），而是使用三种颜色（橘红色、红色和白色）来显示系统启动的进度，且系统启动引导的时间已大大缩短。
 
在Red Hat Enterprises Linux 系列6版本之前，系统启动时都看到GRUB 的引导选项单界面， GRUB 是一个来自 GNU 项目的多操作系统启动程序，其允许计算机内同时拥有多个操作系统，且可用于选择操作系统分区上的不同内核，也可用于向内核传递启动参数。
 
GRUB功能强大，支持命令行，支持多种文件系统开机，支持MD5加密。
 
（1）支持命令行界面
 
当位于如图8-1所示的多组操作系统的开机选项界面（即GRUB界面）时，之后按E键即可进入命令行的交互界面。
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  图8-1 GRUB界面 

 
（2）支持多种文件系统
 
在Linux操作系统中，GRUB所支持的文件系统主要包括ext2、ext3、ext4、FAT、JFS以及FFS等。
 
（3）支持MD5加密，且更改后立即生效
 
GRUB 支持使用 MD5 加密技术来防止其在引导界面时启动方式被篡改，可直接在其配置文件/boot/grub/grub.conf下写入用MD5加密后的密码，且更改过后的内容会立即生效。
 
# grub.conf generated by anaconda
 
#
 
# Note that you do not have to rerun grub after making changes to this file
 
# NOTICE:　You have a /boot partition.　This means that
 
#　　all kernel and initrd paths are relative to /boot/, eg.
 
#　　root (hd0,0)
 
#　　kernel /vmlinuz-version ro root=/dev/sda3
 
#　　initrd /initrd-version.img
 
#boot=/dev/sda
 
default=0
 
timeout=5
 
splashimage=(hd0,0)/grub/splash.xpm.gz
 
hiddenmenu
 
password–md5 $1$iWfJpbnD$2nr78EHlCsYjM7muAANui0
 
title Red Hat Enterprise Linux AS (2.6.9-5.EL)
 
root (hd0,0)
 
kernel /vmlinuz-2.6.9-5.EL ro root=LABEL=/
 
initrd /initrd-2.6.9-5.EL.img
 
2．更改GRUB引导方式
 
在GRUB引导界面上，可以使用E键来编辑引导菜单选项。通过编辑GRUB，用户就可以编辑菜单选项的配置，也就是说，用户可以更改/boot/grub/grub.conf 文件配置来阻止 Linux 系统启动的问题。当然，在这里只是演示怎么使用E键来编辑GRUB菜单，使得读者对编辑GRUB菜单有一个大概的了解，需要读者多动手操作。
 
为了演示的方便，现在假设系统以图形界面启动。这里使用E键编辑GRUB引导菜单选项来更改系统的启动方式，使系统以文本方式启动，以下是使用E来编辑GRUB更改引导方式的步骤。
 
（1）在启动机器后，当出现GRUB引导界面时按任何键，此时系统启动引导将停止且停留于GRUB引导界面上，如图8-2所示。
 
（2）用键盘上的方向键（即上下键）来移动光标（这里假设第一个引导菜单使用图形启动系统），并将光标移动到第一个引导菜单末尾处，如图8-3所示。
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  图8-2 GRUB引导界面 

 

 [image: figure_0122_0197]

 

  图8-3 移动光标 

 
（3）接着对选中的菜单进行编辑，按E键后将看到如图8-4所示的界面。由于是更改系统启动方式，因此将光标移动到关键字kernel行的末尾，如图8-5所示。
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  图8-4 启动引导选项的内容 
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  图8-5 移动光标到待更改行 

 
（4）关键字kernel显示其引导的这行是以“rhgb quiet”结尾的，因此表明该菜单引导启动的系统以图形界面的形式来启动。为了使系统以文本方式启动，可将关键字kernel 行尾的rhgb quiet删除。把光标移动到kernel行后按E键并在出现如图8-6所示的界面时就可以编辑了。
 
（5）通过键盘上的 BackSpace 键把 rhgb quiet 删除，按 Enter 键表示确认返回上层界面（如图8-7所示），在确认无误后按B键就可以启动系统。
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  图8-6 编辑界面 
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  图8-7 修改后的编辑界面 

 
若不需要修改或不想修改，此时可以使用 Esc 键返回上一级的菜单。需要注意的是，当使用Esc键返回上级菜单时，是不保存刚才所做的修改的。
 

 
8.1.2 单用户模式和紧急模式
 
我们在使用Windows操作系统的过程中，若无法正常进入桌面，就需要进入安全模式以处理一些问题。那么在Linux系统上，也有无法登录系统的情况，这时就要进入单用户模式或者紧急模式进行系统的修复。
 
在Linux操作系统下，单用户模式可以说是最小的工作环境，主要是供系统管理员对系统进行维护时使用。在单用户模式（运行级别为 1）中，Linux 系统引导进入根 shell，无网络功能且只有极少数进程在运行。
 
在单用户模式下，可以还原配置文件、移动用户数据以及修复损坏的系统文件等，在系统无法正常启动时，单用户模式就显得非常重要。接下来将演示如何进入单用户模式以及进入紧急模式。
 
1．系统的单用户模式
 
当需要进入单用户模式时，需要先对GRUB菜单进行相关的设置。刚才已经介绍了如何编辑GRUB的菜单，接下来演示如何进入单用户模式（因为在修改root用户密码时已经进入过单用户模式，所以这里只是简单介绍），其步骤如下。
 
（1）开机进入GRUB引导界面，将光标移动到某行引导菜单，然后按E键进入如图8-8所示的GRUB编辑界面。
 
（2）将光标移动到关键字kernel行的末尾，按E键编辑内核的引导方式，由于要进入单用户模式，因此将“/”后的参数改为1或single，如图8-9所示。
 
（3）接着按Enter键保存修改并返回上级菜单，图8-10显示的是编辑好的菜单内容。
 
（4）在确认无误后按B键启动系统，当成功进入单用户模式时，将出现如图8-11示的界面。
 
2．系统的紧急模式
 
在Linux中进入紧急模式与进入单用户模式的操作差不多，因为前面已经讲过，所以这里只简单介绍如何进入紧急模式。
 
为了演示方便，这里假设/etc目录下的/fstab出现问题。假设当前是在Linux系统中，为了模拟该文件出问题时的处理方式，因此在该文件中加入一些字符。
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  图8-8 GRUB编辑界面 
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  图8-9 设置进入单用户模式 
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  图8-10 编辑好的菜单内容 
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  图8-11 单用户模式工作环境 

 
（1）使用 vi 编辑器打开/etc/fstab 文件，然后进入插入模式并在第一行中的“LABEL = \”后加入字符串abc，如下所示。
 
[root@cat ～]# cat /etc/fstab
 
# This file is edited by fstab-sync- see 'man fstab-sync' for details
 
LABEL=/abc　　/　　　　　ext3　defaults　　　1　1
 
LABEL=/boot　　/boot　　　　ext3　defaults　　　1　2
 
none　　　　/dev/pts　　　devpts　gid=5,mode=620　0　0
 
none　　　　/dev/shm　　　tmpfs　defaults　　　0　0
 
none　　　　/proc　　　　proc　defaults　　　0　0
 
none　　　　/sys　　　　　sysfs　defaults　　　0　0
 
LABEL=SWAP-sda2　swap　　　　　swap　defaults　　　0　0
 
/dev/hdc　　　/media/cdrecorder　auto　pamconsole,exec,noauto,managed 0　0
 
/dev/fd0　　　/media/floppy　　auto　pamconsole,exec,noauto,managed 0　0
 
（2）保存文件并退出，然后在终端提示符后面输入reboot或init 6 来重启系统。
 
（3）在系统重启的过程中，系统将提示挂载文件系统出现错误，如图8-12所示，从提示中我们知道，系统没法识别到“LABEL = /abc”（当然，我们知道是什么原因造成的，因为这是我们自己修改的）。接下来输入root用户的密码，然后按Enter键确认。
 
（4）输入正确的密码后就可以继续启动，并进入紧急模式，图8-13显示的紧急模式的工作环境。
 
（5）从启动过程的提示信息中知道，文件系统无法被识别并挂载，因此在紧接模式下要做的工作是修复/etc/fstab文件的内容。用vi编辑器打开/etc/fstab文件并进入插入模式，将“LABEL = \abc”中的“abc”删除后保存文件并退出。
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  图8-12 文件系统加载失败 
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  图8-13 紧急模式环境 

 
当按Enter键时，系统提示这是一个read only文件（如图8-14所示）。根据系统启动的流程，在此阶段的文件系统是内核映像加载的只读文件，由于无法修改文件的内容，因此要先以可读、可写的方式将文件挂载。
 
（6）接着以“:q!”命令退出编辑界面，然后执行“mount–o remount,rw /dev/sda2”以可读、可写的方式重新挂载/dev/sda2文件系统（/dev/sda1是GRUB的/boot文件），并使用vi编辑器再次打开/etc/fstab文件进行编辑，如图8-15所示。
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  图8-14 /etc/fstab文件的内容 
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  图8-15 打开/etc/fstab文件 

 
修复该文件之后，当以reboot命令（由于此时init进程还未初始化，因此使用init命令来重启）对系统进行重启时，系统能够正常启动。也就是说，修复损坏的文件系统的操作是成功的。
 
也许有的读者在想，当遇到文件系统损坏时，可以进入紧急模式修复，但是在正常情况下，怎么进入紧急模式呢？接着演示在正常情况下如何进入紧急模式，其操作也比较简单，大致步骤如下。
 
（1）在系统启动后进入GRUB引导界面时，选择一个引导选项并按E键进入下一个编辑界面。
 
（2）将光标移动到关键字kernel行的末尾，并按E键进行编辑，此时就可以在该行的后面输入emergency（如图8-16所示），表示系统进入紧急模式。
 
（3）编辑完成后，按Enter键保存修改并返回上级菜单，如图8-17所示。
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  图8-16 编辑启动模式 
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  图8-17 编辑后的菜单内容 

 
（4）在确认无误后，按B键来启动系统，之后将出现如图8-18所示的要求输入密码的界面，此时输入root用户的密码并按Enter键即可。
 
（5）当成功进入单用户模式时，将出现如图8-19所示的界面。
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  图8-18 密码验证 
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  图8-19 紧急模式工作环境 

 
在完成因/etc/fstab文件系统的错误配置而产生的系统故障的修复操作后，您是否还觉得修复文件系统很困难吗？其实很简单，读者可以多练习来使自己更熟悉这些工作环境。
 

 
8.1.3 启动引导配置文件
 
1．GRUB启动引导配置文件
 
系统的GRUB 启动引导配置文件位于/boot/grub 目录下，引导加载程序根据系统启动的流程读取该目录下的启动配置文件来分步启动系统，该目录的内容如下所示。
 
[root@cat ～]# ls-l /boot/grub/
 
total 214
 
-rw-r--r--　1 root root　82　Jul　6　23:35　device.map
 
-rw-r--r--　1 root root　7956　Jul　6　23:35　e2fs_stage1_5
 
-rw-r--r--　1 root root　7684　Jul　6　23:35　fat_stage1_5
 
-rw-r--r--　1 root root　6996　Jul　6　23:35　ffs_stage1_5
 
-rw-------　1 root root　572　Jul　6　23:53　grub.conf
 
-rw-r--r--　1 root root　7028　Jul　6　23:35　iso9660_stage1_5
 
-rw-r--r--　1 root root　8448　Jul　6　23:35　jfs_stage1_5
 
lrwxrwxrwx　1 root root　11　Jul　6　23:35　menu.lst-> ./grub.conf
 
-rw-r--r--　1 root root　7188　Jul　6　23:35　minix_stage1_5
 
-rw-r--r--　1 root root　9428　Jul　6　23:35　reiserfs_stage1_5
 
-rw-r--r--　1 root root　11182　Dec　3　2004　splash.xpm.gz
 
-rw-r--r--　1 root root　512　Jul　6　23:35　stage1
 
-rw-r--r--　1 root root 103848　Jul　6　23:35　stage2
 
-rw-r--r--　1 root root　7272　Jul　6　23:35　ufs2_stage1_5
 
-rw-r--r--　1 root root　6612　Jul　6　23:35　vstafs_stage1_5
 
-rw-r--r--　1 root root　9308　Jul　6　23:35　xfs_stage1_5
 
在系统启动引导的过程中，引导加载程序执行的两个步骤就是分别执行/boot/grub/stage1 和/boot/grub/stage2这两个配置文件。
 
系统的GRUB启动引导配置文件/boot/grub/grub.conf的配置信息至少包括以下内容，否则在启动引导的过程中由于找不到所需的信息而导致引导失败。
 
default = 0
 
timeout = 5
 
title Enterprise (2.6.9-42.0.0.0.1.ELhugemem)
 
root (hd0,0)
 
kernel /vmlinuz-2.6.9-42.0.0.0.1.ELhugemem ro root = LABEL = / rhgb quiet
 
initrd /initrd-2.6.9-42.0.0.0.1.ELhugemem.img
 
2．修复配置文件
 
前面讲述了对GRUB引导菜单的编辑，这些操作都是建立在/boot/grub/grub.conf文件存在的基础上进行的，若由于操作失误而导致/boot/grub/grub.conf文件被删除或修改了必要的配置信息，GRUB就找不到引导信息而直接进入如图8-20所示的GRUB提示符界面。
 
如果遇到这样的情况，还是先要恭喜你，这说明您的系统还可以正常启动，只是系统找不到引导文件而没法进行下一步的操作。如果真的遇到这样的情况，还是有些棘手，因为这不仅需要先记住/boot/grub/grub.conf 文件中一些关键字下面的内容，还需要记住该文件中至少要包含哪些配置信息，并使用这些配置信息创建新的/boot/grub/grub.conf 文件，才可以使系统正常启动。
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  图8-20 GRUB提示符界面 

 
为了模拟遇到这种问题时如何处理，先需要对/boot/grub/grub.conf 文件做一些处理。若还没启动系统，则先将系统启动，并以 root 身份登录，切换到/boot/grub/目录下，为了保守一些，因此先将/boot/grub/grub.conf文件进行备份，操作如下。
 
[root@Scat ～]# cd /boot/grub
 
[root@Scat grub]# cp grub.conf grub.conf_bak
 
[root@Scat grub]# ll grub.*
 
-rw------- 1 root root 751 Oct 21 15:47 grub.conf
 
-rw------- 1 root root 751 Nov 15 13:47 grub.conf_bak
 
在将/boot/grub/grub.conf 文件备份后，接着将grub.conf 删除，然后使用reboot 或init 6 命令重启系统。
 
[root@Scat grub]# rm-rf grub.conf
 
[root@Scat grub]# ll grub.*
 
-rw------- 1 root root 751 Nov 15 13:47 grub.conf_bak
 
[root@Scat grub]#reboot
 
在进行系统的重启之后，系统没法进行引导，而是停留在GRUB的提示符界面下，此时系统等待用户的输入。
 
若遇到这类的情况，有两种选择：直接在GRUB提示符界面下输入root关键字、kernel关键字和 initrd 关键字的配置信息，进行系统的引导，或进入救援模式。这里演示的是直接在GRUB提示符界面下输入配置信息并继续系统的启动引导。
 
在GRUB提示符界面下，先输入关键字root和引导区所在磁盘位置名称，然后按Enter键即可完成第一步的启动工作，如图8-21所示（root与其后的内容使用空格隔开）。
 
grub>root（hd0,0）
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  图8-21 关键字root 

 
根据/boot/grub/grub.conf文件中的格式，接着输入关键字kernel，关键字kernel后接内核版本号和其他信息。
 
grub>kernel /vm
 
输入以上内容之后，后面的内容若是记不清楚，此时可以按Tab键来补全信息，之后系统将自动补全内核版本信息，如图8-22所示。
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  图8-22 kernel关键字 

 
当出现此信息时，还不能按Enter键，还需要手动对kernel关键字的内容进行补全（如果系统是多核的就出现多个vmlinuz选项，如果不记得具体是哪个选项，就需要逐个选择），之后还需要指定文件读写和挂载的路径信息，然后就按Enter键确认，成功时将出现如图8-23所示的信息（如果出现“Error 15: File not found”提示信息，则需要重选vmlinuz选项后再补全）。
 
grub> kernel /vmlinuz-2.6.9-42.0.0.0.1.ELsmp ro root = LABEL = /
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  图8-23 关键字kernel的补全信息 

 
完成kernel关键字的输入之后，接着输入initrd关键字。在GRUB提示符界面下，输入此关键字和其后的内容。若不想输入或不太清楚具体内容，则按Tab键，系统则会自动添加其后的内容，如图8-24所示。
 
grub> initrd /initrd-2.6.9-5.EL
 

 [image: figure_0128_0218]

 

  图8-24 initrd关键字后的版本信息 

 
由于出现两个initrd选项，因此还需要手动补全关键字initrd后的内容，然后按Enter键，如果成功就出现如图8-25所示的系统提示信息。
 
grub> initrd /initrd-2.6.9-5.EL.img
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  图8-25 initrd关键字 

 
在完成这三个关键字的输入之后，所得到的是/boot/grub/grub.conf 文件的主要内容，这些配置信息就可以使加载程序继续引导系统启动，以下是输入和输出的内容。
 
grub> root (hd0,0)
 
Filesystem type is ext2fs, partition type 0x83
 
grub> kernel /vmlinuz-2.6.9-5.EL ro root = LABLE = /
 
[Linux-bzImage, setup=0x1400, size=0x15cb84]
 
grub> initrd /initrd-2.6.9-5.EL.img
 
[Linux-initrd @ 0x372000, 0x7da38 bytes]g
 
在确认无误之后，需要把这些信息记起来，因为在创建一个新的/boot/grub/grub.conf配置文件时还需要用到它们。接着继续系统的引导启动工作，在GRUB提示符界面下，输入boot命令进行系统的继续启动。
 
grub>boot
 
若没有出现出错，在等待之后将看到登录系统的界面。虽然在GRUB提示符界面下完成关键字输入并成功启动，但系统并没有自动创建新的配置文件/boot/grub/grub.conf，因此登录系统后在/boot/grub目录中找不到grub.conf文件，为了系统下次自动引导，需要创建一个新的引导文件。
 
创建新的/boot/grub/grub.conf配置文件，需要数据都是GRUB提示符下的数据，不过还需要加上一些其他的信息。如果已经对/boot/grub/grub.conf 文件做了备份，就可以直接使用备份文件来创建新的引导文件；否则，就手动配置。这时是不是觉得备份工作没白做呢？
 
以下是/boot/grub/grub.conf 文件最基本的配置信息，有了这些配置信息，引导加载程序就能够自动引导系统启动（使用vi编辑器打开并编辑grub.conf文件）。
 
[root@Scat grub]#cat grub.conf
 
default=0
 
timeout=5
 
title Red Hat Enterprise Linux (2.6.9-5.EL)
 
root (hd0,0)
 
kernel /vmlinuz-2.6.9-5.EL ro root=LABEL=/
 
initrd /initrd-2.6.9-5.EL.img
 
注意，这些数字要记下来，而且还需要手动输入，最好对该文件做备份。
 
创建新的引导文件之后保存文件并退出，之后使用reboot 或init 6 命令进行系统的重启。之后系统正常启动。
 
若不小心把/boot目录下的整个grub目录删除了，也可以使用以上方式来创建引导文件，这是因为在磁盘上的MBR区还存在这些配置参数，所以不需要对磁盘的MBR分区中的数据重新写入就可以直接在grub提示符后输入关键字和其参数就可以登录系统，之后就可以创建新的引导文件。
 
而不同于上次的是，这次是删除整个/boot/grub 目录，所以需要先创建/boot/grub 目录，然后才可以在该目录下创建grub.conf引导文件。
 

 
8.2 系统救援模式
 
之前我们学习了如何进入系统的单用户模式和紧急模式，这都是通过GRUB提供的一些方法来完成的。那么要是连GRUB本身都损坏了，是不是就无计可施了呢？GRUB本身损坏完全有可能，但不至于到“无计可施”的地步，既然坏了那就有办法解决。
 
其实，在Linux系统中，除了单用户模式和紧急模式之外，还有另外一个模式，这个模式就是救援模式。当Linux系统因某些原因导致无法正常启动系统或需要某些特定的系统维护任务时，就需要进入Linux系统的救援模式，系统的救援模式是解决系统无法正常引导的有效方法。
 
在本章的最后一节，我们将演示如何进入Linux救援模式修复导致系统无法正常启动的文件。
 
为了演示怎么样进入救援模式，假设现在root用户登录了Linux操作系统，然后使用df命令来查看目前系统所挂载的分区，以确定系统启动盘的位置。
 
[root@cat ～]# df-h
 
Filesystem　　Size　Used　　Avail　Use%　Mounted on
 
/dev/sda2　　6.8G　3.8G　2.6G　60%　　/
 
/dev/sda1　　122M　12M　　105M　10%　　/boot
 
none　　　　395M　0　　395M　0%　　/dev/shm
 
/dev/sda3　　4.9G　43M　　4.6G　1%　　/home
 
从输出结果看到，操作系统的启动分区位于/dev/sda磁盘。因此，接下来使用dd命令来将该盘中的内容清空，即破坏GRUB 的引导加载程序（boot loader）。破坏引导加载程序的操作如下。
 
[root@cat ～]# dd if=/dev/zero of=/dev/sda bs=446 count=1
 
1+0 records in
 
1+0 records out
 
该 dd 命令行的含义如下：if = /dev/zero 表示将/dev/zero 文件作为输入文件，of = /dev/sda 表示将/dev/sda 作为输出文件，而bs = 446 表示数据块的大小为446 字节，最后的count = 1 表示只复制一个数据块。
 
当系统在BIOS 加电自检时，它就将MBR中的引导加载到内核中。而以上的bs = 446 字节就存在这个MBR中，系统将读取MBR中446字节的内容进行下一步的启动操作。
 
执行dd命令后，MBR中的内容被清空，也就是说，BIOS加电自检完成后，将空的启动参数加载到MBR区中，而当系统读取不到任何参数时，就导致无法继续启动。
 
要进入救援模式，需要先插入系统安装盘，当使用ISO映像进入救援模式时，首先在虚拟机菜单栏上依次选择VM→Settings，打开如图8-26所示的Virtual Machine Settings 对话框。然后选择CD/DVD（IDE）这行，接着在Device status下勾选Connected 和Connect at power on 复选框，并选择Use ISO image file 单选按钮，如图8-27所示。
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  图8-26 Virtual Machine Settings 对话框 
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  图8-27 CD/DVD（IDE）选项设置 

 
接下来选择Use ISO image file 单选按钮下的Browse按钮，在弹出的对话框中，找到系统安装的ISO映像文件并选择（若是多个ISO映像则必须选择第一个），然后单击该对话框的“打开”按钮，如图8-29所示，并在返回Virtual Machine Settings 对话框后单击OK 按钮即可。
 
在Virtual Machine Settings对话框中完成对CD/DVD的设置之后，回到Linux系统中，然后输入init 6 或reboot来重启系统。
 
系统重启后，将出现如图8-29所示的引导启动界面，在系统已经成功安装后出现此界面时，说明系统的引导出问题了。这时就需要进入救援模式。要进入Linux系统的救援模式，首先在boot提示符后输入linux rescue命令，然后按Enter 键启动。
 
当系统运行后，弹出如图8-30所示界面，其中显示在此次的救援模式下可供使用的语言，可以使用方向键来选择自己喜欢的语言。这里保持默认语言。然后使用Tab键切换到OK按钮，接着按Enter键继续。
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  图8-28 选择disc 
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  图8-29 系统引导界面 
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  图8-30 选择语言 

 
紧接着弹出如图8-31所示的键盘选择界面，此时保持默认键盘，按Tab键切换到OK按钮，然后按Enter键继续。
 
接着弹出的界面询问是否使用网络界面，因为在救援模式下不使用网络，所以使用方向键切换到No按钮，如图8-32所示，并按Enter键进入下一步的操作。
 
紧接着弹出图8-33所示界面，此时系统询问选择使用哪种方式挂载文件系统。当单击Continue按钮时，系统的救援模式将启动，然后自动查找并将文件系统挂载到/mnt/sysimage目录下，当单击Read-Only按钮则使用只读方式挂载，当单击Skip按钮时手动挂载文件系统。为了方便起见，我们选择使用自动挂载，即选择Continue按钮。
 
图8-34是系统的提示信息，表明在救援模式下成功找到并将文件系统挂载到/mnt/sysimage目录下，此时按Enter键即可。
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  图8-31 键盘的选择 
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  图8-32 网络的设置 
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  图8-33 文件系统的挂载 
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  图8-34 提示信息 

 
当成功进入救援模式时，将看到如图8-35所示界面。
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  图8-35 救援模式下的工作环境 

 
接下来开始修复文件系统，因为已经使用df命令来查看目前系统所挂载的分区，所以我们知道系统启动盘的位置是在/dev/sda 中。接着使用 grub-install 命令来修复/dev/sda 硬盘上的grub开机管理程序的程序代码，如图8-36所示。
 
-/bin/sh-3.00# grub-install /dev/sda
 
当按Enter键时，将显示如图8-37所示的系统提示信息，指出不能找到这个文件，纠结吧？其实我也挺纠结的！
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  图8-36 修复/dev/sda 
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  图8-37 修复失败 

 
不过，当您注意提示符上面的内容时就不再纠结了，原因是/dev/sda 是在根（/）命令下，而我们要操作的这个根目录被挂载到/mnt/sysimage目录下。
 
找到原因后，这时就需要使用chroot /mnt/sysimage/命令将root用户的命令设置为/mnt/sysimage/，如图8-38所示，操作后没有错误提示。您有没有发现，提示符已经发生变化了呢？
 
接着再次使用grub-install /dev/sda 命令来修复/dev/sda 硬盘上的grub 开机管理程序的程序代码。若修复成功，则系统提示指出没有错误报告，如图8-39所示。
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  图8-38 使用chroot设置root命令 
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  图8-39 执行grub-install命令 

 
完成grub-install命令的执行之后，接着连续使用两次exit，第一次使用exit退出当前操作，第二次重启系统，如图8-40所示。
 
当执行最后一次exit时，系统重启后将进入如图8-41所示的GRUB引导界面。这说明此次操作是成功的。
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  图8-40 使用exit退出 
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  图8-41 GRUB引导界面 

 
进入救援模式修复GURB引导界面之后，不知道您有什么感想。其实系统引导程序也不是想象中的那么难，看来要成为Linux大虾也不难。不知不觉中您都成Linux大虾了！
 
如果有人问你，对于系统没法找到grub.conf文件进行系统的开机引导（也就是说，系统中的grub.conf文件不存在），这样的情况您会处理吗？
 

 
第9章 Linux图形系统
 
本章主要内容
 
● Linux 桌面系统。
 
● X Window 桌面系统组件。
 
计算机的图形系统不但提供了一个简洁直观的工作环境，而且降低计算机用户使用计算机时操作的难度。
 
Linux系统从文本系统发展到文本与图形并存的局面，虽然其图形系统的功能已相当完善，但其文本系统一直占据着重要的地位。不管是图形系统还是文本系统，它都有属于自己的特点，在实际的工作环境下，时常需要它们相互辅助来完成工作。
 

 
9.1 Linux 桌面系统
 
说到计算机的图形系统，人们首先想到的是微软的Windows用户友好桌面窗口。桌面图形系统的出现在很大程度上有助于用户操作计算机。我们可以借助更为直观的桌面图形系统来完成对系统的操作。即使是系统管理员也可借助图形系统强大的功能来完成对系统的维护。
 
不知道您是否想过，要是今天的服务器和个人电脑都没有配置图形桌面系统，那会是怎么样的情形呢？当然，也许有些人在想，要是没有桌面图形系统，那我还可以使用文本系统啊！其实我也是这么想的。如果每个人都用文本系统，那微软公司可能不好办了！
 

 
9.1.1 桌面系统概述
 
在桌面图形系统方面，目前的 Linux/UNIX 在总体上还比不上微软的 Windows 图形系统，但 Linux/UNIX 也不逊色，而且有些功能都可以与 Windows 相媲美。Windows 是将桌面图形系统作为内核的一部分，而 Linux 则是将桌面系统（X 协议）作为一个独立的应用程序，在这种情况下，即使桌面系统出了问题，也不会影响到内核的运行，而Windows就不一样了。
 
在RHEL4中的桌面系统默认使用的是GNOME图形系统，如图9-1所示。其由图标、菜单栏等部分组成，操作上显得更为直观。而图9-2所示的为文本系统只有提示符，这就要求在操作之前必须要知道做什么，而且还要知道使用什么指令来完成。对于普通的用户来说，要在文本界面上操作，并不是一件简单的事情。
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  图9-1 GNOME桌面系统 
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  图9-2 文本界面 

 
除了GNOME图形系统之外，还存在多种图形系统。如果想用其他的图形系统，可以在图形登录界面中单击Session 选项，如图9-3所示。之后就弹出如图9-4所示的Choose a Session 界面。在此界面上，可以选择自己喜欢的图形系统。
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  图9-3 Session选项 
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  图9-4 Session选择界面 

 

 
9.1.2 桌面系统历史
 
在当今UNIX/Linux 的图形系统中，主要包括X Window、GNOME和KDE三种图形系统。X Window在1984年就出现了，但当时它在PC上一直没有出现，直到德国的一位学生将它移植过来才在PC上出现。
 
刚出现时的X Window只是一个独立的程序，且易于移植，即使运行中出现故障也不影响系统。而在交由给The Open Group之后，该组织将X Window项目称为X.org。之后X Window又得到新的发展。
 

 
9.1.3 桌面系统环境
 
现在的大多数窗口管理器都包含创建桌面外观的桌面管理器，称为桌面环境。在 RHEL4 上默认使用的是 GNOME，GNOME 原本使用的是 Enlightenment 窗口管理器，后来就改成了使用Sawfish窗口管理器。
 
我们知道，桌面系统都是由组件组成，各组件之间相互配合工作才使得桌面系统正常运行，正是由于多个组件的组合，才使对于处理桌面系统故障的工作显得不那么轻松。而且每个桌面的配置文件都保存在用户的主目录下，如GNOME保存在$HOME/.gnome下，所以当桌面系统出问题时，就难以判断是组件出了问题还是该用户的配置文件出了问题。
 

 
9.2 X Window 桌面系统组件
 

 
9.2.1 X Window系统结构
 
现在的X Window已成为一种开放、可移植窗口系统的工业标准，但它并非内置于系统中，而仍然作为一个独立的组件。对于X Window而言，不管是任何设备，只要支持X Window标准就可以执行应用程序来显示视图窗口。
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  图9-5 X Window系统结构 

 
X Window系统主要由三个部分组成，分别是X Client程序、X Window Server和X Window协议。它采用的是客户端/服务器（Client/Server，C/S）模式结构，而X Client与X Server之间由X Window协议来协调工作，X Windows协议相当于的两者之间沟通的“桥梁”，它们之间的关系如图9-5所示。
 
其中，X Server 程序是整个X Window的核心，负责处理来自用户的输入并向X Client 提出服务申请，这些申请服务包括提供字符和图形的服务。X Server 程序位于X Client与用户之间，当用户需要使用系统资源时，提出的资源申请先由X Server 控制处理，然后通过X Window协议向X Client发送请求，但这并不需要关心硬件接口的性质。
 
而在X Client为X Server提供服务时，其需要先将X Server的请求经处理后提交给硬件，然后在将处理结果返回给X Server后提交给用户，X Client在处理这个任务的过程中需要考虑到硬件接口问题。
 

 
9.2.2 X Window运行原理
 
通常情况下，X Window 系统的X Server 与X Client都在同一台电脑上运行，但它们也可分别位于网络上不同的电脑上。而在整个X Window 系统的结构中，虽然其采用的是C/S 模式，但X Window 系统的C/S 作用与一般的C/S 处理方式正好相反。
 
如图9-6所示，X Window 系统中的XServer 主要控制来自用户端（如键盘、鼠标等）的输入/输出，维护字体和颜色等相关资源，之后它把接收到的信息通过 X Window协议传递给X Client，而X Client将这些信息处理后也会通过X Windoiw协议将信息返回X Server，由它负责输出到输出设备（如显示器等）。
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  图9-6 X Window处理过程 

 
在这个过程中，X Server 传递给X Client的信息称为Event；而X Client传递给X Server的信息则称为Request。在这个过程中，X Client 并不接收用户的输入信息，而是主要完成应用程序计算处理的部分。而X Server 只处理来自用户端的输入，并不对应用程序进行处理。
 
位于X Window 系统的X Server与X Client 之间的X通信协议，其支持现在常用的网络通信协议。在TCP/IP 中运行的X Server 侦听的是TCP 的6000端口，也就是说，X 协议位于TCP/IP模型的传输层以上。
 
对X Window 系统的运行过程总结如下：
 
（1）用户通过鼠标或键盘对X Server 下达操作命令；
 
（2）X Server利用Event传递用户的操作信息给X Client；之后X Client就根据Event的数据执行系统的程序；
 
（3）X Client利用Request 将处理结果传回到X Server；
 
（4）X Server 将Request 的数据显示在屏幕上。
 

 
9.2.3 X协议故障处理
 
当桌面系统出问题时，应该考虑窗口环境的关键组件，要检查这些组件是否已经启动。当然，也可以创建一个新的用户账号，利用这个账号来测试其图形系统是否可用，然后再做下一步的处理。
 
有些时候，我们没法登录图形系统，并不一定是这些配置文件出问题，很有可能是由于相关的服务没有启动而导致的。图9-7显示的是在使用startx或init 5命令从文本系统登录图形系统时，没法登录后所产生的系统提示信息。
 
当遇到这样的情况时，在考虑与图形系统相关的配置文件时，您也应该考虑图形系统使用的是哪个服务，然后查看该服务是否已经启动。
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  图9-7 无法启动图形系统时的提示信息 

 
此时首先应该查看X服务是否安装，或者已经安装之后分辨率是否出了问题。使用如下命令来打开Choose a Tool 界面并在需要的情况下进行相关设置：
 
[root@Scat ～]# setup
 
命令执行之后，将弹出如图9-8所示的界面。由于是对X服务进行检查，因此将光标移动到X Configuration 选项上，之后使用Tab 键把光标移动到Run Tool按钮上，如图9-9所示。
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  图9-8 Choose a Tool 界面 
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  图9-9 选择X Configuration选项 

 
接着将弹出如图9-10所示的Display settings 窗口。在其中需要对各项设置进行检查并在确认无误的情况下单击OK按钮。
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  图9-10 Display settings 窗口 

 
完成之后，接着查看一个叫做xfs的服务的状态，有可能是由于xfs这个服务没有启动而导致没法登录桌面系统。xfs 服务是系统默认的开机启动服务，为了演示怎么处理无法登录桌面系统这个故障，首先我们使用service命令来将该服务关闭（前提是该服务已启动，而且要在文本系统下操作，在进行这个操作前，建议您将/etc/inittab文件下的运行级别改成3，即系统启动后登录文本系统）。
 
[root@cat ～]# service xfs stop
 
Shutting down xfs:　　　　　　　　　[　OK　]
 
为了确认关闭xfs服务的操作是否成功，接着可使用如下命令来查看xfs服务的状态。
 
[root@cat ～]# service xfs status
 
xfs is stopped
 
在命令执行完成之后，从输出结果中看到，xfs服务的状态是stop，说明xfs服务关闭了。接下来您可以做一些与图形系统有关的动作，如使用startx切换到桌面图形系统（当使用此命令时，当前应该在文本界面中），当命令执行后，系统试图切换到图形系统，但失败了。之后将出现如图9-6所示的系统提示。
 
当出现此提示时，有可能是/home或/var磁盘空间的原因，接着使用df对/home和/var的磁盘进行检查。
 
[root@cat ～]# df-h /home
 
Filesystem　　　Size　Used　Avail　Use%　Mounted on
 
/dev/sda3　　　4.9G　43M　　4.6G　1%　　/home
 
[root@cat ～]# df-h /var
 
Filesystem　　　Size　Used　Avail　Use%　Mounted on
 
/dev/sda2　　　6.8G　3.8G　2.7G　59%　　/
 
从上面可以看到，磁盘空间没什么问题。那么问题有可能会是出现在 xfs 服务上。接着使用以下命令来启动xfs服务。
 
[root@cat ～]# service xfs start
 
Starting xfs:　　　　　　　　　　[　OK　]
 
命令执行之后，接着再使用startx命令切换到图形系统，发现成功切换到图形系统。挺简单的吧？
 
如果 xfs 服务启动后，还是没法切换到桌面系统，这时可以使用 vi 或 cat 命令来查看$HOME/.gnome中的内容，并确认配置是否正确。
 
[root@cat ～]# cat $HOME/.gnome
 
" Press ? for keyboard shortcuts
 
" Sorted by name (.bak,～,.o,.h,.info,.swp,.obj at end of list)
 
"= /root/.gnome/
 
../
 
application-info/
 
gnome-vfs/
 
mime-info/
 
当然，在成功切换到桌面图形系统后，可检查分辨率以及显卡的相关信息。打开 Display Settings窗口，其步骤为：Applications→System Settings→Display，如图9-11所示。或者使用命令system-config-display，之后打开如图9-12所示的Display Settings 窗口。
 

 [image: figure_0140_0246]

 

  图9-11 打开Display Settings 窗口的步骤 
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  图9-12 Display窗口 

 
不知道您是否还记得，在刚完成安装系统之时，系统的最高分辨率只有800 × 600。为了提高系统的分辨率和在使用桌面系统时显得更为方便，我们就安装了 VMware Tools，安装 VMware Tools之后，就解决了系统分辨率的问题。
 
那么，怎么调节系统的分辨率呢？其实很简单，如图9-13所示，在Settings选项卡下，将Color Depth 选项设置为Millions of Colors，接着在Resolution 下拉列表中进行选择，此时就可以调节系统的分辨率，如图9-14所示。
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  图9-13 Display窗口的Setting选项卡 
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  图9-14 系统分辨率 

 
总的来说，本章的内容就是图形桌面（X协议）的问题。很多事情并不是我们想的那样那么复杂，所以在遇到问题时，要全面分析之后再操作，这样做起码成功率会高些。
 
最后，为了以后可以方便登录桌面图形系统，完成本章的学习之后，建议将 xfs 服务设置为开机启动项，不然以后每次切换到桌面系统时，都要手动启动xfs服务。
 
可使用步骤Applications→System Settings→Server Settings→Services（如图9-15所示）来打开Service Configuration 窗口，之后将打开如图9-16所示的界面，找到xfs 并将其勾选即可。
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  图9-15 打开Service Configuration窗口的步骤 
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  图9-16 Service Configuration窗口 

 
当然，您也可以选择使用ntsysv命令来启动xfs服务。先打开一个终端，然后输入ntsysv回车命令并按Enter键，之后将出现如图9-17所示的窗口。接着使用键盘的上下键来查找xfs，并使用空格键选中它，之后使用Tab键跳到OK按钮上并按Enter键即可，如图9-18所示。
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  图9-17 服务选项 
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  图9-18 确认选择xfs服务 

 
X Window 系统最早是用在 UNIX 操作系统上，是用于在操作系统上创建图形系统环境的软件，它使用的是6000～6063端口，且可以向远程的终端传输图形显示信息（可以使用PuTTY或DOS远程登录，然后输入ntsysv命令即可看到图形界面，不过由于某些原因，有可能出现乱码）。
 
既然X Window 系统可以远程传输图形信息，那么非合法用户也可以使用其特点远程获取用户的桌面图形信息，远程获取信息的原因可能是由于X协议配置错误而导致允许非合法用户可获取用户屏幕上的信息。
 
为了防止非合法用户通过远程访问来获取内部 X Window 系统信息的主要策略是堵塞端口6000～6063，因为我们没必要远程使用图形系统。要将这些端口堵塞，可以使用防火墙（在安装系统时，我们并未启动防火墙）来实现。
 
也可以使用secure shell（SSH）来传送X会话，这样做可以将整个会话过程都进行加密，从而消除被监听的威胁。
 

 
第10章 系统磁盘维护
 
本章主要内容
 
● 磁盘的分区。
 
● 逻辑卷管理。
 
● 磁盘空间管理。
 
系统中的数据和文件是通过磁盘这个重要的载体来存放的，而每个系统的磁盘空间都是有限的。那么，当要在一个系统中存放许多数据和文件时，磁盘空间就显得极为重要。虽然磁盘空间有限，但一个运行良好的磁盘相对来说就拥有更大的存储空间，这些就需要有效地管理磁盘。
 

 
10.1 磁盘的分区
 

 
10.1.1 磁盘分区概述
 
磁盘由两个分区组成，即分为主分区和扩展分区，扩展分区又可由多个逻辑分区组成。我们可以从图10-1中看到磁盘上的主分区、逻辑分区和扩展分区的关系。
 
从图10-1中我们看到，主分区是独立且不能再分的一个分区，逻辑分区则属于扩展分区中的一个独立的小分区。而主分区又与扩展分区是两个独立的分区。
 
我们所说的分区，即在磁盘上用于存放数据和文件的独立空间。一个磁盘上最多有4个主分区，即整个磁盘都是主分区。而当磁盘再分出扩展分区时，主分区最多也只能有3个，如图10-2所示。从图10-2中看到，一个磁盘由主分区和扩展分区组成，主分区可以马上使用但不能再细分，而扩展分区可分成逻辑分区（logical partition）但不能直接使用。要想使用扩展分区中的空间，需要先在其上创建逻辑分区，理论上，逻辑分区的数量是无上限的。
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  图10-1 磁盘上的分区 
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  图10-2 主分区、逻辑分区和扩展分区的关系 

 
不知道您是否还记得，在安装系统时，我们使用手动方式创建分区。若使用自动分区的方式进行磁盘分区，系统则将自动将分成两个分区，即根（/）分区和交换（swap）分区。
 
交换分区的作用是充当虚拟内存，主要是在物理内存不足时用于暂时对数据进行保存，并在需要时进行调用。由于交换分区只能用于暂时数据的存储，因此系统还必须有一个分区用于长期存储文件及数据。
 
Linux 系统的根分区是一个非常特殊的分区，它是整个系统的根目录所在分区（类似于Windows的C盘），系统的重要文件及数据都存储在根分区的目录中，若是此分区出了问题，系统完全有可能会崩溃。当然，根分区的大小也是可以改变的。
 

 
10.1.2 磁盘分区信息
 
Linux 系统下的分区并不像 Windows 系统那样每一个分区都有与之相对应的磁盘符号（如“C”、“D”等），Linux系统下的分区显得更为复杂、详细。
 
Linux系统下的磁盘类型有IDE和SCSI这两种。当然，这些磁盘设备也被映射到一个系统文件上。对于这两种磁盘的命名方式，IDE 的命名方式采用/dev/hdx（x 代表磁盘块），而其下的分区则是/dev/hdxy（y代表该磁盘块上的分区号）。SCSI则采用/dev/sdx，其下的分区是/dev/sdxy。
 
关于这两种磁盘及其下的分区的具体命名，可以用带有-l选项的ls命令来查看系统中的IDE磁盘。
 
[root@cat ～]# ls-l /dev/hd*
 
brw-rw---- 1 root disk 22, 0 Aug 27 2011 /dev/hdc
 
我们看到，该IDE磁盘的命名是/dev/hdc，c表示第三块磁盘。hd后面的字母表示第几块磁盘，如/dev/hda 则表示第一块磁盘，而/dev/hda1 则表示第一块磁盘上的第一个分区，依次类推。
 
接着也可以使用同样的命令来查看SCSI磁盘设备。
 
[root@cat ～]# ls-l /dev/sd*
 
brw-rw----　1　root　disk 8,　0　Aug　27　2011　/dev/sda
 
brw-rw----　1　root　disk 8,　1　Aug　27　2011　/dev/sda1
 
brw-rw----　1　root　disk 8,　2　Aug　27　2011　/dev/sda2
 
brw-rw----　1　root　disk 8,　3　Aug　27　2011　/dev/sda3
 
brw-rw----　1　root　disk 8,　4　Aug　27　2011　/dev/sda4
 
brw-rw----　1　root　disk 8,　5　Aug　27　2011　/dev/sda5
 
我们看到，该磁盘上是有分区的，如/dev/sda2 表示第一块磁盘的第二个分区。而 0～5 表示的设备号如表10-1所示。
 

  表10-1 磁盘设备例子 

 

 [image: figure_0144_0256]

 
细心的读者也许会发现，/dev/sda5怎么会是第一块SCSI磁盘上的第一个逻辑分区呢？其实，在一个包含扩展分区的磁盘上最多有三个主分区，那么设备号就排到3，而再加上一个扩展分区，设备号则排到 4，那么在扩展分区上的第一个逻辑分区的设备号就为 5，所以/dev/sda5 即为第一块SCSI上的第一个逻辑分区。
 
在Linux系统下，系统自带的fdisk与parted这两款工具为我们提供更方便地对磁盘空间进行查看和管理的能力，也可以使用带有-l选项的fdisk命令来查看某块磁盘上更详细的信息，如下命令可以对/dev/sda磁盘进行查看。
 
[root@cat ～]# fdisk-l /dev/sda
 
Disk /dev/sda: 16.1 GB, 16106127360 bytes
 
255 heads, 63 sectors/track, 1958 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Device　　Boot　Start　　End　Blocks　　Id　System
 
/dev/sda1　　*　　1　　16　　128488+　83　Linux
 
/dev/sda2　　　　17　　908　7164990　83　Linux
 
/dev/sda3　　　　909　　1545　5116702+　83　Linux
 
/dev/sda4　　　　1546　　1958　3317422+　5　Extended
 
/dev/sda5　　　　1546　　1806　2096451　82　Linux swap
 
从输出结果中看到，Units 表示这个磁盘块的大小，即 8MB，而其下面的内容则是对该磁盘的具体描述。
 
Device：磁盘分区所对应的设备文件名。
 
Boot：是否为boot分区（有*则为boot分区）。
 
Start：磁柱的起始位置。
 
End：磁柱的终止/结束位置。
 
Blocks：拥有的数据块数，即分区的容量。
 
Id：分区的号码。
 
System：分区的类型（如/dev/sda4即为一个扩展分区）。
 

 
10.1.3 磁盘分区划分
 
磁盘空间是系统不可或缺的重要资源之一，因此是否能够合理地使用磁盘是一个问题，我们可以通过使用Linux系统下的fdisk和parted这两款工具对系统磁盘分区进行管理。fdisk是一款功能强大而且可使用于不同平台的工具，它使用时显得更灵活。
 
1．添加磁盘
 
为了方便演示对磁盘划分分区和格式化磁盘，首先为虚拟机添加一个磁盘，当然，这只是额外加进来的内容。以下是在虚拟机上添加磁盘的操作，其实挺简单的，步骤如下所示。
 
（1）打开如图10-3所示的界面（应先将Linux系统关闭），然后在Commands栏下选择第二项，即Edit virtual machine settings，然后单击该项。
 

 [image: figure_0145_0257]

 

  图10-3 Red Hat Enterprise Linux 5主界面 

 
（2）接着将弹出如图10-4所示的界面，然后在 Hardware 选项卡下，单击左下方的 Add按钮。
 
（3）之后弹出如图10-5所示界面，由于要添加一个磁盘，因此选择Hard Disk，然后单击Next按钮继续。
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  图10-4 单击Add按钮 

 
（4）接着弹出图10-6所示的界面，选择第一个选项，然后单击Next按钮。
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  图10-5 选择Hard Disk 
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  图10-6 新建一个Disk 

 
（5）接下来是Virtual disk type的选择，或勾选Mode选项区的第一个复选框或保持默认选项，如图10-7所示，然后单击Next按钮继续。
 
（6）接着设置Maximum disk size，配置10GB 就可以了。然后勾选Allocate all disk space now复选框，单击Next按钮，如图10-8所示。
 
（7）之后弹出如图10-9所示界面，然后单击Finish按钮继续。
 
（8）完成之后，将看到多了一个10GB的磁盘，如图10-10所示，之后单击OK按钮即可。
 
虽然只新建一个 10GB 的磁盘，但在使用时其容量远大于 10GB。为了后面的学习，还需要再添加一块大小为5GB的SCSI磁盘。在以后需要时，也可以使用此方法来添加磁盘或者其他设备，当然，也可以使用此类方法来移除不需要的设备。
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  图10-7 Virtual disk type的选择 
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  图10-8 配置最大磁盘容量 
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  图10-9 查找磁盘文件路径 
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  图10-10 成功添加一个磁盘 

 
再完成添加一块磁盘，由于添加的磁盘是 SCSI 类的磁盘，因此系统此时只有两块磁盘，新增磁盘的名称为/dev/sdb，信息如下所示。
 
[root@rhl4 ～]# ll /dev/sd*
 
brw-rw---- 1 root disk 8, 0 Jul 14 2013 /dev/sda
 
brw-rw---- 1 root disk 8, 1 Jul 14 2013 /dev/sda1
 
brw-rw---- 1 root disk 8, 2 Jul 14 2013 /dev/sda2
 
brw-rw---- 1 root disk 8, 3 Jul 14 2013 /dev/sda3
 
brw-rw---- 1 root disk 8, 16 Jul 14 2013 /dev/sdb
 
brw-rw---- 1 root disk 8, 32 Jul 14 2013 /dev/sdc
 
对于新的磁盘，可以将它格式化成一定大小的数据块。如果要格式化刚刚添加的磁盘，那么可以使用mkf2fs命令来格式化，如下所示。
 
[root@rhl5 ～]# mke2fs-b 4096 /dev/sdb # 格式化/dev/sdb 的块大小为4KB
 
mke2fs 1.39 (29-May-2006)
 
/dev/sdb is entire device, not just one partition!
 
Proceed anyway? (y,n) y # 输入y 确认格式化
 
Filesystem label=
 
OS type: Linux
 
Block size=4096 (log=2)
 
Fragment size=4096 (log=2)
 
1310720 inodes, 2621440 blocks
 
131072 blocks (5.00%) reserved for the super user
 
First data block=0
 
Maximum filesystem blocks=2684354560
 
80 block groups
 
32768 blocks per group, 32768 fragments per group
 
16384 inodes per group
 
Superblock backups stored on blocks:
 
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632
 
Writing inode tables: done
 
Writing superblocks and filesystem accounting information: done
 
This filesystem will be automatically checked every 33 mounts or
 
180 days, whichever comes first. Use tune2fs-c or-i to override.
 
[root@rhl5 ～]# mke2fs-b 4096 /dev/sdc# 格式化/dev/sdc 的块大小为4KB
 
mke2fs 1.35 (28-Feb-2004)
 
/dev/sdc is entire device, not just one partition!
 
Proceed anyway? (y,n) y# 输入y 确认格式化
 
max_blocks 1342177280, rsv_groups = 40960, rsv_gdb = 319
 
Filesystem label=
 
OS type: Linux
 
Block size=4096 (log=2)
 
Fragment size=4096 (log=2)
 
655360 inodes, 1310720 blocks
 
65536 blocks (5.00%) reserved for the super user
 
First data block=0
 
Maximum filesystem blocks=1342177280
 
40 block groups
 
32768 blocks per group, 32768 fragments per group
 
16384 inodes per group
 
Superblock backups stored on blocks:
 
32768, 98304, 163840, 229376, 294912, 819200, 884736
 
Writing inode tables: done
 
inode.i_blocks = 20424, i_size = 4243456
 
Writing superblocks and filesystem accounting information: done
 
This filesystem will be automatically checked every 30 mounts or
 
180 days, whichever comes first. Use tune2fs-c or-i to override.
 
2．创建磁盘分区
 
刚才已成功为系统添加一个10GB的磁盘，并将磁盘格式化成大小为4KB的数据块，现在要在此磁盘上创建主分区和扩展分区以及逻辑分区。
 
要在磁盘上创建分区，使用fdisk命令可完成这个任务。之前我们也用过fdisk命令来查看一些关于磁盘的详细信息，现在就使用该命令来创建一个新的分区。
 
在使用fdisk命令之前，先了解该命令的命令格式，如下是fdisk的命令格式：
 
fdisk [n] [-b sectorsize] [-C cyls] [-H heads] [-S sects] device
 
其中，各选项的意思如下。
 
-b sectorsize：定义磁盘扇区的大小。
 
-C cyls：定义磁盘的柱面数。
 
-H heads：定义分区表所用的磁头数。
 
-S sects：定义每条磁道的扇区数。
 
Device：整个磁盘的名称。
 
要创建磁盘分区，应先获取相关的信息，如先查看系统当前所有的SCSI磁盘，即分区信息。
 
[root@rhl4 ～]# ll /dev/sd*
 
brw-rw---- 1 root disk 8, 0 Jul 14 2013 /dev/sda
 
brw-rw---- 1 root disk 8, 1 Jul 14 2013 /dev/sda1
 
brw-rw---- 1 root disk 8, 2 Jul 14 2013 /dev/sda2
 
brw-rw---- 1 root disk 8, 3 Jul 14 2013 /dev/sda3
 
brw-rw---- 1 root disk 8, 16 Jul 14 2013 /dev/sdb
 
brw-rw---- 1 root disk 8, 32 Jul 14 2013 /dev/sdc
 
结果显示/dev/sdb 这个磁盘未分区，这是刚添加的磁盘。接着执行 fdisk 命令获取/dev/sdb 磁盘更加详细的信息。
 
[root@rhl4 ～]# fdisk-l /dev/sdb
 
Disk /dev/sdb: 10.7 GB, 10737418240 bytes
 
255 heads, 63 sectors/track, 1305 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Disk /dev/sdb doesn't contain a valid partition table
 
输出结果显示，该磁盘上没有创建任何分区，也就是说，该磁盘是新盘。
 
在获取信息之后，接着使用fdisk命令进入交互模式，输入如下命令进入交互模式。
 
[root@rhl4 ～]# fdisk /dev/sdb　　　#进入交互模式
 
Device contains　neither　a valid DOS partition table, nor Sun, SGI or OSF disklabel
 
Building a new DOS disklabel. Changes will remain in memory only,
 
until you decide to write them. After that, of course, the previous
 
content won't be recoverable.
 
Warning: invalid flag 0x0000 of partition table 4 will be corrected by w(rite)
 
Command (m for help):　m　　　　#在此处输入m，列出帮助信息
 
Command action
 
a　toggle a bootable flag　　　　# 设置可引导的标记
 
b　edit bsd disklabel　　　　　# 修改bsd磁盘的标签
 
c　toggle the dos compatibility flag　# 设置dos的兼容性
 
d　delete a partition　　　　　# 删除一个分区
 
l　list known partition types　　　# 列出分区类型
 
m　print this menu　　　　　# 显示帮助菜单
 
n　add a new partition　　　　# 添加一个新的分区
 
o　create a new empty DOS partition table　# 创建一个新的、空的DOS分区表
 
p　print the partition table　　　# 显示当前的分区表
 
q　quit without saving changes　　# 退出操作，不保存修改
 
s　create a new empty Sun disklabel　# 创建一个新的、空的Sun磁盘标签
 
t　change a partition's system id　　# 更改系统分区id号
 
u　change display/entry units　　　# 更改显示记录
 
v　verify the partition table　　　# 对分区表进行验证
 
w　write table to disk and exit　　# 退出并保存所做的修改
 
x　extra functionality (experts only)　# 特殊功能(建议初学者不要用)
 
Command (m for help): p　　　　# 输入p来查看当前的分区表
 
Disk /dev/sdb: 1073 MB, 1073741824 bytes
 
255 heads, 63 sectors/track, 130 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Device Boot　Start　　End　Blocks　Id　System
 
# 输出是空的，的确没有创建分区
 
Command (m for help): n　　　　# 输入n来创建一个新分区
 
Command action
 
e　extended
 
p　primary partition (1-4)
 
p　　　　　　　　　　# 创建主分区
 
Partition number (1-4): 1　　　　# 输入分区标号(即ID号)1，创建第一个主分区
 
First cylinder (1-1305, default 1):　# 分区的起始值保持默认
 
Using default value 1
 
Last cylinder or+size or+sizeM or+sizeK (1-1305, default 1305):+5120M
 
# 分区的大小为5120M，即5GB
 
Command (m for help): p　　　　#查看当前分区表
 
Disk /dev/sdb: 10.7 GB, 10737418240 bytes
 
255 heads, 63 sectors/track, 1305 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Device Boot　Start　　End　Blocks　Id　System
 
/dev/sdb1　　　1　　623　5004216　83　Linux
 
Command (m for help): w　　　　# 保存退出
 
The partition table has been altered!
 
Calling ioctl() to re-read partition table.
 
Syncing disks.
 
第一个主分区创建之后，可以使用同样的方法来接着创建新的主分区，这里就不再重复。接着演示创建扩展分区，其方法与创建主分区有些相似。
 
[root@rhl4 ～]# fdisk /dev/sdb
 
The number of cylinders for this disk is set to 1305.
 
There is nothing wrong with that, but this is larger than 1024,
 
and could in certain setups cause problems with:
 
1) software that runs at boot time (e.g., old versions of LILO)
 
2) booting and partitioning software from other OSs
 
(e.g., DOS FDISK, OS/2 FDISK)
 
Command (m for help): n　　# 输入n创建一个新分区
 
Command action
 
e　extended
 
p　primary partition (1-4)
 
e　　　　　　　　# 输入e创建扩展分区
 
Partition number (1-4): 2　　# 输入分区号2，即在该磁盘上创建的第二个分区
 
First cylinder (624-1305, default 624):　# 扩展分区的起始值，可保持默认值也可更改
 
Using default value 624
 
Last cylinder or+size or+sizeM or+sizeK (624-1305, default 1305):+100M
 
# 分区大小为100MB
 
Command (m for help): p　　# 显示当前分区信息
 
Disk /dev/sdb: 10.7 GB, 10737418240 bytes
 
255 heads, 63 sectors/track, 1305 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Device Boot　Start　　End　Blocks　Id　System
 
/dev/sdb1　　　1　　623　5004216　83　Linux
 
/dev/sdb2　　　624　　636　104422+　5　Extended
 
Command (m for help): w　　# 保存所做修改并退出
 
The partition table has been altered!
 
Calling ioctl() to re-read partition table.
 
Syncing disks.
 
创建了主分区和扩展分区后，接着创建逻辑分区。创建逻辑分区的方法与创建主分区（或扩展分区）基本相同。
 
3．使用parted工具创建分区
 
接下来学习使用parted命令来创建新的分区。parted是Linux中另一款常用的分区软件，它支持的范围也非常广，包括ext2、ext3、linux-swap等，当然它也支持在Windows平台上使用。其命令格式如下所示。
 
parted [options] [device [command [options …]…]]
 
其常用的选项（options）有如下几个。
 
-h：显示帮助信息。
 
-i：交互模式。
 
-s：脚本模式。
 
我们可以通过parted交互模式提供的各种指令，对磁盘分区进行有效的管理。接下来演示如何使用parted工具。
 
在本例中，使用parted命令在/dev/sdc上创建新分区。
 
[root@rhl4 ～]# parted /dev/sdc
 
GNU Parted 1.6.19
 
Copyright (C) 1998- 2004 Free Software Foundation, Inc.
 
This program is free software, covered by the GNU General Public License.
 
This program is distributed in the hope that it will be useful, but WITHOUT ANY
 
WARRANTY; without even the implied warranty of MERCHANTABILITY or FITNESS FOR A
 
PARTICULAR PURPOSE.　See the GNU General Public License for more details.
 
Using /dev/sdc
 
(parted) help　　　# 显示帮助信息
 
check MINOR　　　　　do a simple check on the filesystem
 
cp [FROM-DEVICE] FROM-MINOR TO-MINOR　　copy filesystem to another partition
 
help [COMMAND]　　　　prints general help, or help on COMMAND
 
mklabel LABEL-TYPE　　　create a new disklabel (partition table)
 
mkfs MINOR FS-TYPE　　　make a filesystem FS-TYPE on partititon MINOR
 
mkpart PART-TYPE [FS-TYPE] START END　　make a partition
 
mkpartfs PART-TYPE FS-TYPE START END　　make a partition with a filesystem
 
move MINOR START END　　move partition MINOR
 
name MINOR NAME　　　　name partition MINOR NAME
 
print [MINOR]　　　　display the partition table, or a partition
 
quit　　　　　　exit program
 
rescue START END　　　rescue a lost partition near START and END
 
resize MINOR START END　　resize filesystem on partition MINOR
 
rm MINOR　　　　　delete partition MINOR
 
select DEVICE　　　choose the device to edit
 
set MINOR FLAG STATE　　change a flag on partition MINOR
 
(parted) print　　　# 显示分区信息
 
Disk geometry for /dev/sdc: 0.000-5120.000 megabytes
 
Disk label type: loop
 
Minor　Start　　End　Filesystem　Flags
 
1　0.00kB　5369MB　　ext2
 
(parted) rm　# 删除分区，此分区是在格式化磁盘的时候产生的
 
Partition number? 1　　# 指定要删除的磁盘分区号
 
(parted) mkpart　　　# 创建新分区
 
Partition type?　[primary]?　# 创建主分区
 
File system type?　[ext2]?　　# 选择文件系统
 
Start? 1　　　　# 分区的起始值
 
End? 2048　　　# 分区的终止值
 
(parted) print　　# 显示分区信息
 
Disk geometry for /dev/sdc: 0.000-5120.000 megabytes
 
Disk label type: loop
 
Minor　Start　　End　Filesystem　Flags
 
1　　0.000　5120.000　ext2
 
(parted) quit
 
Information: Don't forget to update /etc/fstab, if necessary.
 
使用parted工具创建磁盘分区，相对于fdisk而言，还是有点不够直观。当然。具体要使用哪种分区方式，还是根据当前工作环境的需要。
 
4．挂载磁盘分区到系统
 
完成磁盘分区的创建之后，在需要时就将其挂载到系统下使用。如，现在要挂载/dev/sdb 磁盘的主分区/dev/sdb1到系统的/mnt目录下，执行mount命令挂载。
 
[root@rhl4 ～]# mount /dev/sdb1 /mnt
 
mount: you must specify the filesystem type
 
以上提示信息说明一个隐性问题，即，磁盘分区挂载不成功。根据提示信息，把磁盘分区/dev/sdb1格式化成ext3格式。
 
[root@rhl4 ～]# mkfs-t ext3 /dev/sdb1
 
mke2fs 1.35 (28-Feb-2004)
 
max_blocks 1281079296, rsv_groups = 39096, rsv_gdb = 305
 
Filesystem label=
 
OS type: Linux
 
Block size=4096 (log=2)
 
Fragment size=4096 (log=2)
 
626496 inodes, 1251054 blocks
 
62552 blocks (5.00%) reserved for the super user
 
First data block=0
 
Maximum filesystem blocks=1283457024
 
39 block groups
 
32768 blocks per group, 32768 fragments per group
 
16064 inodes per group
 
Superblock backups stored on blocks:
 
32768, 98304, 163840, 229376, 294912, 819200, 884736
 
Writing inode tables: done
 
inode.i_blocks = 19528, i_size = 4243456
 
Creating journal (8192 blocks): done
 
Writing superblocks and filesystem accounting information: done
 
This filesystem will be automatically checked every 28 mounts or
 
180 days, whichever comes first. Use tune2fs-c or-i to override.
 
接着挂载/dev/sdb1分区到挂载点/mnt下：
 
[root@rhl4 ～]# mount /dev/sdb1 /mnt　# 挂载磁盘分区
 
[root@rhl4 ～]# mount　# 查看系统已挂载的文件系统
 
/dev/sda3 on / type ext3 (rw)
 
none on /proc type proc (rw)
 
none on /sys type sysfs (rw)
 
none on /dev/pts type devpts (rw,gid=5,mode=620)
 
usbfs on /proc/bus/usb type usbfs (rw)
 
/dev/sda1 on /boot type ext3 (rw)
 
none on /dev/shm type tmpfs (rw)
 
none on /proc/sys/fs/binfmt_misc type binfmt_misc (rw)
 
none on /proc/fs/vmblock/mountPoint type vmblock (rw)
 
sunrpc on /var/lib/nfs/rpc_pipefs type rpc_pipefs (rw)
 
/dev/sdb1 on /mnt type ext3 (rw)
 
输出结果显示/dev/sdb1分区已挂载到系统的/mnt目录下。当然，也可以使用df命令来查看，如下所示。
 
[root@rhl4 ～]# df-h
 
Filesystem　　　Size　Used　Avail　Use%　Mounted on
 
/dev/sda3　　　29G　6.5G　21G　24%　/
 
/dev/sda1　　　99M　8.5M　86M　10%　/boot
 
none　　　　247M　0　247M　0%　/dev/shm
 
/dev/sdb1　　　4.7G　42M　4.5G　1%　/mnt
 

 
10.1.4 删除磁盘分区
 
在实际工作中，我们需要创建新的分区来存放不同的数据和文件。当这些数据文件不再需要时，这个专门存储这些数据和文件的分区几乎没有存在的意义。而对于这些没有存在意义的分区，则需要将其删除，方便管理分区。
 
分区的删除操作与创建操作差别不大，接下来演示如何删除分区。为了演示删除分区但又不影响到之前的分区，先创建一个分区，然后再删除它。
 
[root@rhl4 ～]# fdisk /dev/sdb
 
The number of cylinders for this disk is set to 1305.
 
There is nothing wrong with that, but this is larger than 1024,
 
and could in certain setups cause problems with:
 
1) software that runs at boot time (e.g., old versions of LILO)
 
2) booting and partitioning software from other OSs
 
(e.g., DOS FDISK, OS/2 FDISK)
 
Command (m for help): n
 
Command action
 
l　logical (5 or over)
 
p　primary partition (1-4)
 
p
 
Partition number (1-4): 3　　# 创建分区号为3的主分区
 
First cylinder (637-1305, default 637):
 
Using default value 637
 
Last cylinder or+size or+sizeM or+sizeK (637-1305, default 1305):
 
Using default value 1305
 
Command (m for help): p
 
Disk /dev/sdb: 10.7 GB, 10737418240 bytes
 
255 heads, 63 sectors/track, 1305 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Device Boot　Start　　End　Blocks　Id　System
 
/dev/sdb1　　　1　　623　5004216　83　Linux
 
/dev/sdb2　　　624　　636　104422+　5　Extended
 
/dev/sdb3　　　637　　1305　5373742+　83　Linux
 
/dev/sdb5　　　624　　636　104391　83　Linux
 
Command (m for help): h　　# 获取帮助信息
 
h: unknown command
 
Command action
 
a　toggle a bootable flag
 
b　edit bsd disklabel
 
c　toggle the dos compatibility flag
 
d　delete a partition　　# 删除一个分区
 
l　list known partition types
 
m　print this menu
 
n　add a new partition
 
o　create a new empty DOS partition table
 
p　print the partition table
 
q　quit without saving changes
 
s　create a new empty Sun disklabel
 
t　change a partition's system id
 
u　change display/entry units
 
v　verify the partition table
 
w　write table to disk and exit
 
x　extra functionality (experts only)
 
Command (m for help): d　# 删除分区
 
Partition number (1-5): 3　# 指定要删除的分区号
 
Command (m for help): p　# 显示分区信息
 
Disk /dev/sdb: 10.7 GB, 10737418240 bytes
 
255 heads, 63 sectors/track, 1305 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Device Boot　Start　　End　Blocks　Id　System
 
/dev/sdb1　　　1　　623　5004216　83　Linux
 
/dev/sdb2　　　624　　636　104422+　5　Extended
 
/dev/sdb5　　　624　　636　104391　83　Linux
 
Command (m for help): w　# 保存所做修改并退出
 
The partition table has been altered!
 
Calling ioctl() to re-read partition table.
 
WARNING: Re-reading the partition table failed with error 16: Device or resource busy.
 
The kernel still uses the old table.
 
The new table will be used at the next reboot.
 
Syncing disks.
 
使用w命令保存所做修改并退出后，所做的删除操作已成功，且在系统重启后正式生效。我们使用fdisk来删除分区，而fdisk删除是不可逆的，若在操作中有失误，则按Q键退出。
 
若由于误删了分区而导致没法启动系统，则只能进入救援模式并使用“chroot /mnt/sysimage”命令来修复。当然，可能还需要修改grub.conf文件下关键字root（hd0,0）中的磁盘位置。若误删交换分区，则问题不大，根据需要可使用fdisk来创建。
 

 
10.2 逻辑卷管理
 

 
10.2.1 逻辑卷概述
 
我们知道，每个磁盘可分成多个分区，这些分区中的每个分区为一个物理卷（Physical Volume， PV），这些物理卷使用大小固定的物理区段来定义。而若干个物理卷可组成一个卷组（Volume Group，VG），形成一个共享池。我们可以在卷组上创建一个或多个逻辑卷（Logical Volume，LV），并在这些逻辑卷上创建文件系统，如图10-11所示。
 

 [image: figure_0154_0265]

 

  图10-11 PV、VG和LV的关系 

 
随着大量数据膨胀而对系统磁盘空间的不断要求，磁盘上的分区也不断增加，而需要的磁盘量也不断增加。在这样的情况下，要对这些磁盘进行管理显得不容易了。在这种情况下就产生了Logical Volume Manager （逻辑卷管理器），其是建立在磁盘和分区之上的一个抽象层，它的引入使对磁盘的管理和维护显得更为简单。
 

 
10.2.2 逻辑卷创建和管理
 
要创建逻辑卷，磁盘分区的System类型就必须为Linux LVM格式，因此在创建磁盘分区后，还需要把磁盘分区的System格式转为Linux LVM，之后才能创建逻辑卷。
 
1．创建LVM类型的分区
 
要创建逻辑卷，首要条件是磁盘分区的System类型必须为LVM格式。如果要使用/dev/sdb1分区来创建逻辑卷，则需要先转换System格式。
 
[root@rhl5 ～]# fdisk /dev/sdb
 
The number of cylinders for this disk is set to 1305.
 
There is nothing wrong with that, but this is larger than 1024,
 
and could in certain setups cause problems with:
 
1) software that runs at boot time (e.g., old versions of LILO)
 
2) booting and partitioning software from other OSs
 
(e.g., DOS FDISK, OS/2 FDISK)
 
Command (m for help): p
 
Disk /dev/sdb: 10.7 GB, 10737418240 bytes
 
255 heads, 63 sectors/track, 1305 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Device Boot　Start　　End　Blocks　Id　System
 
/dev/sdb1　　　1　　623　5004216　83　Linux
 
/dev/sdb2　　　624　　636　104422+　5　Extended
 
/dev/sdb5　　　624　　636　104391　83　Linux
 
Command (m for help): h
 
h: unknown command
 
Command action
 
a　toggle a bootable flag
 
b　edit bsd disklabel
 
c　toggle the dos compatibility flag
 
d　delete a partition
 
l　list known partition types　# 获取分区类型帮助信息
 
m　print this menu
 
n　add a new partition
 
o　create a new empty DOS partition table
 
p　print the partition table
 
q　quit without saving changes
 
s　create a new empty Sun disklabel
 
t　change a partition's system id　# 转换分区
 
u　change display/entry units
 
v　verify the partition table
 
w　write table to disk and exit
 
x　extra functionality (experts only)
 
Command (m for help): l　# 显示分区类型帮助信息
 
0　Empty　　1c　Hidden W95 FAT3　70　DiskSecure Mult　bb　Boot Wizard hid
 
1　FAT12　　1e　Hidden W95 FAT1　75　PC/IX　　be　Solaris boot
 
2　XENIX root　24　NEC DOS　　80　Old Minix　　c1　DRDOS/sec (FAT-
 
3　XENIX usr　39　Plan 9　　81　Minix / old Lin　c4　DRDOS/sec (FAT-
 
4　FAT16 <32M　3c　PartitionMagic　82　Linux swap　c6　DRDOS/sec (FAT-
 
5　Extended　　40　Venix 80286　　83　Linux　　c7　Syrinx
 
6　FAT16　　41　PPC PReP Boot　84　OS/2 hidden C:　da　Non-FS data
 
7　HPFS/NTFS　42　SFS　　　85　Linux extended　db　CP/M / CTOS /.
 
8　AIX　　　4d　QNX4.x　　86　NTFS volume set　de　Dell Utility
 
9　AIX bootable　4e　QNX4.x 2nd part　87　NTFS volume set　df　BootIt
 
a　OS/2 Boot Manag　4f　QNX4.x 3rd part　8e　Linux LVM　e1　DOS access
 
b　W95 FAT32　　　50　OnTrack DM　　93　Amoeba　　e3　DOS R/O
 
c　W95 FAT32 (LBA)　51　OnTrack DM6 Aux　94　Amoeba BBT　e4　SpeedStor
 
e　W95 FAT16 (LBA)　52　CP/M　　　　9f　BSD/OS　　eb　BeOS fs
 
f　W95 Ext'd (LBA)　53　OnTrack DM6 Aux　a0　IBM Thinkpad hi ee　EFI GPT
 
10　OPUS　　　　54　OnTrackDM6　a5　FreeBSD　　ef　EFI (FAT-12/16/
 
11　Hidden FAT12　　55　EZ-Drive　　a6　OpenBSD　　f0　Linux/PA-RISC b
 
12　Compaq diagnost　56　Golden Bow　a7　NeXTSTEP　　f1　SpeedStor
 
14　Hidden FAT16 <3　5c　Priam Edisk　a8　Darwin UFS　f4　SpeedStor
 
16　Hidden FAT16　　61　SpeedStor　a9　NetBSD　　f2　DOS secondary
 
17　Hidden HPFS/NTF　63　GNU HURD or Sys　ab　Darwin boot　fd　Linux raid auto
 
18　AST SmartSleep　64　Novell Netware　b7　BSDI fs　　fe　LANstep
 
1b　Hidden W95 FAT3　65　Novell Netware　b8　BSDI swap　ff　BBT
 
Command (m for help): t　　# 转换分区类型
 
Partition number (1-5): 1　　# 指定分区号
 
Hex code (type L to list codes): 8e　# 输入分区类型代码
 
Changed system type of partition 1 to 8e (Linux LVM)
 
Command (m for help): p　　# 显示当前分区信息
 
Disk /dev/sdb: 10.7 GB, 10737418240 bytes
 
255 heads, 63 sectors/track, 1305 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Device Boot　Start　　End　Blocks　Id　System
 
/dev/sdb1　　　1　　623　5004216　8e　Linux LVM
 
/dev/sdb2　　　624　　636　104422+　5　Extended
 
/dev/sdb5　　　624　　636　104391　83　Linux
 
Command (m for help): w　　# 保存修改并退出
 
The partition table has been altered!
 
Calling ioctl() to re-read partition table.
 
WARNING: Re-reading the partition table failed with error 16: Device or resource busy.
 
The kernel still uses the old table.
 
The new table will be used at the next reboot.
 
Syncing disks.
 
结果显示，磁盘/dev/sdb1 分区的System由原来的Linux 变成了Linux LVM，这说明了该分区已经具备了创建逻辑卷的条件。
 
2．创建逻辑卷
 
在分区的System满足第一个条件之后，要创建逻辑卷，需要先创建物理卷，然后创建卷组，之后才是创建逻辑卷。以下是使用/dev/sdb1分区创建逻辑卷的过程。
 
（1）执行pvcreate命令创建物理卷。
 
[root@rhl5 ～]# pvcreate /dev/sdb1
 
Physical volume "/dev/sdb1" successfully created
 
[root@rhl5 ～]# pvdisplay　　# 显示物理卷信息
 
--- Physical volume---
 
PV Name　　　/dev/sdb1　# 物理卷名称
 
VG Name
 
PV Size　　　　4.77 GB / not usable 0　# 物理卷大小
 
Allocatable　　　yes
 
PE Size (KByte)　　4096
 
Total PE　　　　1221　# 总的物理块数
 
Free PE　　　　1221　# 空闲的物理块数
 
Allocated PE　　0
 
PV UUID　　　　PQZdcW-XHVL-7uuL-SNE3-bFPw-DjKn-sQE6RE
 
（2）执行vgcreate命令创建卷组，卷组名为vgsdb1。
 
[root@rhl5 ～]# vgcreate vgsdb1 /dev/sdb1　# 创建卷组
 
Volume group "vgsdb1" successfully created
 
[root@rhl5 ～]# vgdisplay　# 显示卷组信息
 
--- Volume group---
 
VG Name　　　　　vgsdb1
 
System ID
 
Format　　　　　lvm2
 
Metadata Areas　　　1
 
Metadata Sequence No　1
 
VG Access　　　　read/write
 
VG Status　　　　resizable
 
MAX LV　　　　　0
 
Cur LV　　　　　0
 
Open LV　　　　　0
 
Max PV　　　　　0
 
Cur PV　　　　　1
 
Act PV　　　　　1
 
VG Size　　　　　4.77 GB
 
PE Size　　　　　4.00 MB
 
Total PE　　　　　1220
 
Alloc PE / Size　　0 / 0
 
Free　PE / Size　　　1220 / 4.77 GB
 
VG UUID　　　　　7NB4Ms-O6jV-ebAO-p2Iz-pq9U-zwDc-foWuep
 
（3）创建逻辑卷。
 
对于创建的逻辑卷，其空间是可以指定大小的。如，可以把整个卷组的空间都用于创建逻辑卷，或指定逻辑卷空间的大小。
 
创建一个空间大小为1024MB的逻辑卷。
 
[root@rhl5 ～]# lvcreate-n lvsdb-L 1024M vgsdb1
 
Logical volume "lvsdb" created
 
[root@rhl5 ～]# lvdisplay
 
--- Logical volume---
 
LV Name　　　　/dev/vgsdb1/lvsdb　# 逻辑卷名称
 
VG Name　　　　vgsdb1
 
LV UUID　　　　WYoOGZ-KKgC-cnyi-cEsX-8KAV-t2wY-uJVi2t
 
LV Write Access　　read/write
 
LV Status　　　available
 
# open　　　　0
 
LV Size　　　　1.00 GB　# 逻辑卷空间大小
 
Current LE　　　256
 
Segments　　　　1
 
Allocation　　　inherit
 
Read ahead sectors　0
 
Block device　　　253:0
 
2．挂载逻辑卷
 
要挂载逻辑卷到系统的目录下，其原理相当于挂载磁盘分区。要挂载逻辑卷，首先需要格式化逻辑卷，在格式化逻辑卷前需要获取逻辑卷名称。
 
[root@rhl5 ～]# lvdisplay
 
--- Logical volume---
 
LV Name　　　　　/dev/vgsdb1/lvsdb
 
VG Name　　　　　vgsdb1
 
LV UUID　　　　　WYoOGZ-KKgC-cnyi-cEsX-8KAV-t2wY-uJVi2t
 
LV Write Access　　　read/write
 
LV Status　　　　available
 
# open　　　　　0
 
LV Size　　　　　1.00 GB
 
Current LE　　　　256
 
Segments　　　　　1
 
Allocation　　　　inherit
 
Read ahead sectors　　0
 
Block device　　　　253:0
 
如果系统中只有少量的逻辑卷，则使用该命令时很快就能找到逻辑卷名称，然而，若系统中有大量的逻辑卷，则可以使用lvscan命令来扫描系统的逻辑卷，如下所示。
 
[root@rhl5 ～]# lvscan
 
ACTIVE　　　'/dev/vgsdb1/lvsdb' [1.00 GB] inherit
 
接着格式化逻辑卷。
 
[root@rhl5 ～]# mkfs-t ext3 /dev/vgsdb1/lvsdb# 格式化逻辑卷
 
mke2fs 1.35 (28-Feb-2004)
 
max_blocks 268435456, rsv_groups = 8192, rsv_gdb = 63
 
Filesystem label=
 
OS type: Linux
 
Block size=4096 (log=2)
 
Fragment size=4096 (log=2)
 
131072 inodes, 262144 blocks
 
13107 blocks (5.00%) reserved for the super user
 
First data block=0
 
Maximum filesystem blocks=268435456
 
8 block groups
 
32768 blocks per group, 32768 fragments per group
 
16384 inodes per group
 
Superblock backups stored on blocks:
 
32768, 98304, 163840, 229376
 
Writing inode tables: done
 
inode.i_blocks = 2528, i_size = 4243456
 
Creating journal (8192 blocks): done
 
Writing superblocks and filesystem accounting information: done
 
This filesystem will be automatically checked every 23 mounts or
 
180 days, whichever comes first. Use tune2fs-c or-i to override.
 
挂载逻辑卷到系统的/opt目录下。
 
[root@rhl5 ～]# mount /dev/vgsdb1/lvsdb /opt# 挂载逻辑卷到/opt 目录下
 
[root@rhl5 ～]# mount# 检查系统已挂载的文件系统
 
/dev/sda3 on / type ext3 (rw)
 
none on /proc type proc (rw)
 
none on /sys type sysfs (rw)
 
none on /dev/pts type devpts (rw,gid=5,mode=620)
 
usbfs on /proc/bus/usb type usbfs (rw)
 
/dev/sda1 on /boot type ext3 (rw)
 
none on /dev/shm type tmpfs (rw)
 
none on /proc/sys/fs/binfmt_misc type binfmt_misc (rw)
 
none on /proc/fs/vmblock/mountPoint type vmblock (rw)
 
sunrpc on /var/lib/nfs/rpc_pipefs type rpc_pipefs (rw)
 
/dev/mapper/vgsdb1-lvsdb on /opt type ext3 (rw)
 
结果显示逻辑卷/dev/vgsdb1/lvsdb以读写的方式挂载到/opt目录下。
 
3．删除逻辑卷、卷组和物理卷
 
对于逻辑卷、卷组和物理卷的删除，删除的顺序与创建的顺序正好相反。即，首先删除逻辑卷，然后删除卷组，最后才删除物理卷。
 
要删除逻辑卷，首先要知道逻辑卷名称，然后执行 lvremove命令来删除，删除命令如下所示。
 
[root@rhl4 ～]# lvremove /dev/vgsdb1/lvsdb
 
同样，要删除卷组，也需要先知道卷组的名称，然后才能删除，删除时执行如下命令。
 
[root@rhl4 ～]# vgremove vgsdb1 vgsdb1
 
同样，要物理卷的删除，可执行如下命令。
 
[root@rhl4 ～]# pvremove /dev/sdb1
 

 
10.3 磁盘空间管理
 
不论是操作系统的磁盘空间有多大，在使用过程中可用空间总会不断减小，虽然在磁盘空间已满的情况下可把数据另存到其他的磁盘，但在实际的生产环境下，数据是连续的，因此对于某个位置下的数据，是不能将其中的某些部分移到其他的磁盘中存放的。
 
要保证数据的连续性，而磁盘的可用空间又不断减小，虽然可以加磁盘，但并不能保证数据的连续性，而且对于海量的数据，仅靠单个磁盘的空间是不能存储的。即使使用多块磁盘拼在一起形成廉价磁盘冗余阵列（Redundant Array of Inexpensive Disk，RIAD），固定的磁盘空间也并不能无限地存储不断增长的数据。
 
对于这个问题，在 Linux 系统中可以使用逻辑卷的方式来解决。Linux 系统支持对逻辑卷空间不断地扩展，并且实现在线的方式扩展，下面介绍对Linux系统的逻辑卷空间扩展。
 

 
10.3.1 磁盘分区扩容
 
对磁盘空间扩容时，被扩容的磁盘空间必须是 LVM 类型，而且该逻辑卷已挂载到系统下。在上一节中已经把逻辑卷/dev/vgsdb1/lvsdb挂载到/opt目录下，现在假设挂载到opt目录下的逻辑卷/dev/vgsdb1/lvsdb空间已经使用完，需要对其空间扩容。
 
目的：增加逻辑卷/dev/vgsdb1/lvsdb的可用空间。
 
要求：需要有一个分区，且该分区已经创建物理卷。
 
假设有一个5368MB且未使用过的SCSI磁盘/dev/sdc，现在需要将这5368MB的空间全部都添加到逻辑卷/dev/vgsdb1/lvsdb中，磁盘/dev/sdc信息如下。
 
[root@rhl5 ～]# fdisk-l /dev/sdc
 
Disk /dev/sdc: 5368 MB, 5368709120 bytes
 
255 heads, 63 sectors/track, 652 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Disk /dev/sdc doesn't contain a valid partition table
 
（1）首先对/dev/sdc磁盘进行分区，由于该磁盘的全部空间都划分给逻辑卷/dev/vgsdb1/lvsdb，因此只需要创建一个分区，之后将其System类型转换为LVM类型，命令如下所示。
 
[root@rhl5 ～]# fdisk /dev/sdc
 
Device contains neither a valid DOS partition table, nor Sun, SGI or OSF disklabel
 
Building a new DOS disklabel. Changes will remain in memory only,
 
until you decide to write them. After that, of course, the previous
 
content won't be recoverable.
 
Warning: invalid flag 0x0000 of partition table 4 will be corrected by w(rite)
 
Command (m for help): n　　　　# 创建磁盘分区
 
Command action
 
e　extended
 
p　primary partition (1-4)
 
p　　　　　　　　　　# 创建主分区
 
Partition number (1-4): 1
 
First cylinder (1-652, default 1):　　# 保持默认值
 
Using default value 1
 
Last cylinder or+size or+sizeM or+sizeK (1-652, default 652):　# 保持默认值
 
Using default value 652
 
Command (m for help): t　　　　# 转换System类型
 
Selected partition 1
 
Hex code (type L to list codes): 8e　# 指定转换的代码
 
Changed system type of partition 1 to 8e (Linux LVM)
 
Command (m for help): p　　　　# 显示分区信息
 
Disk /dev/sdc: 5368 MB, 5368709120 bytes
 
255 heads, 63 sectors/track, 652 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Device　Boot　Start　　End　Blocks　Id　System
 
/dev/sdc1　　　1　　652　5237158+　8e　Linux LVM
 
Command (m for help): w　　　　# 保存修改并退出
 
The partition table has been altered!
 
Calling ioctl() to re-read partition table.
 
（2）在完成对磁盘的分区和转换分区的System类型后，接着创建物理卷，命令如下所示。
 
[root@rhl5 ～]# pvcreate /dev/sdc1
 
Physical volume "/dev/sdc1" successfully created
 
（3）之后将物理卷/dev/sdc1的全部空间都添加到逻辑卷/dev/vgsdb1/lvsdb的卷组/dev/sdc1中，命令如下所示。
 
[root@rhl5 ～]# vgextend vgsdb1 /dev/sdc1
 
Volume group "vgsdb1" successfully extended
 
（4）扩展逻辑卷/dev/vgsdb1/lvsdb的空间，命令如下所示。
 
[root@rhl5 ～]# lvextend-l+100%free /dev/vgsdb1/lvsdb
 
Extending logical volume lvsdb to 5.98 GB
 
Logical volume lvsdb successfully resized
 
（5）虽然把5368MB的磁盘空间都添加到逻辑卷/dev/vgsdb1/lvsdb中，但此时并未立即生效，因此可以选择重启的方式来使空间生效。但在实际工作环境下，如果磁盘空间还充足，那么可以等到某个时间段重启；若机器提供24小时服务，而且在磁盘空间已经很紧张的情况下，等到某个时间段重启基本不可能，因此需要想其他的方法。
 
在Linux系统下可以使用fsadm命令（在Red Hat Enterprises 4系列Linux系统下不支持fsadm命令）实现磁盘空间在线生效，命令如下所示。
 
[root@rhl5 ～]# df–h　# 查看磁盘空间信息
 
Filesystem　　Size　Used　Avail　Use%　Mounted on
 
/dev/mapper/VolGroup00-LogVol00
 
28G　　2.6G　24G　　10%　　/
 
/dev/sda1　　99M　　12M　　82M　　13%　　/boot
 
tmpfs　　　296M　0　　296M　0%　　/dev/shm
 
/dev/mapper/vgsdb1-lvsdb
 
985M　18M　　918M　2%　　/opt
 
[root@rhl5 ～]# fsadm reszie /dev/vgsdb1/lvsdb　# 使磁盘空间在线扩容
 
fsadm: Wrong argument "reszie". (see: fsadm--help)
 
[root@rhl5 ～]# fsadm resize /dev/vgsdb1/lvsdb
 
resize2fs 1.39 (29-May-2006)
 
Filesystem at /dev/mapper/vgsdb1-lvsdb is mounted on /opt; on-line resizing required
 
Performing an on-line resize of /dev/mapper/vgsdb1-lvsdb to 1568768 (4k) blocks.
 
The filesystem on /dev/mapper/vgsdb1-lvsdb is now 1568768 blocks long.
 
[root@rhl5 ～]# df-h　# 扩容后查看磁盘空间
 
Filesystem　　Size　Used　Avail　Use%　　Mounted on
 
/dev/mapper/VolGroup00-LogVol00
 
28G　　2.6G　24G　　10%　　/
 
/dev/sda1　　99M　　12M　　82M　　13%　　/boot
 
tmpfs　　　296M　0　　296M　0%　　/dev/shm
 
/dev/mapper/vgsdb1-lvsdb
 
5.9G　18M　　5.6G　1%　　/opt
 
结果显示，逻辑卷/dev/vgsdb1/lvsdb的空间从985MB变成了5.9GB，实现了磁盘在线扩容，而不必重启操作系统。
 

 
10.3.2 扩展交换分区空间
 
对于系统的交换（swap）分区，系统在物理内存不足的时候就会使用到它。而在某些特殊情况下，如果交换分区的空间已经不够用，就需要对交换空间进行扩容了。
 
要对交换分区空间进行扩容，其System类型必须是LVM类型，然后才可以扩容。那么如何确定Linux系统的交换分区是否为LVM类型，可执行如下命令。
 
[root@rhl5 ～]# free-m
 
total　　used　　free　shared　buffers　cached
 
Mem:　　590　　205　　384　　0　　15　　150
 
-/+buffers/cache:　　40　　549
 
Swap:　　1032　　0　　1032
 
[root@rhl5 ～]# lvscan
 
ACTIVE　　　'/dev/vgsdb1/lvsdb' [5.98 GB] inherit
 
ACTIVE　　　'/dev/VolGroup00/LogVol00' [28.31 GB] inherit
 
ACTIVE　　　'/dev/VolGroup00/LogVol01' [1.00 GB] inherit
 
从以上输出中得知系统的交换分区的System类型属于LVM类型。那么，现在对交换分区空间进行扩容。假设现在有一块名为/dev/sdd.大小为3221MB的空磁盘。
 
（1）首先为/dev/sdd 磁盘划分分区（把全部空间都划分为一个分区），并将分区的 System 类型转换为LVM类型。
 
（2）接着创建物理卷，并对交换分区的卷组空间扩容（若交换分区不是 LVM 类型的，就创建卷组）。
 
[root@rhl5 ～]# pvcreate /dev/sdd1
 
Physical volume "/dev/sdd1" successfully created
 
[root@rhl5 ～]# vgextend VolGroup00 /dev/sdd1
 
/dev/hdc: open failed: Read-only file system
 
/dev/cdrom: open failed: Read-only file system
 
Attempt to close device '/dev/cdrom' which is not open.
 
Volume group "VolGroup00" successfully extended
 
（3）接着关闭交换分区空间，并检查是否关闭成功。
 
[root@rhl5 ～]# swapoff-v /dev/VolGroup00/LogVol01
 
swapoff on /dev/VolGroup00/LogVol01
 
[root@rhl5 ～]# free-m
 
total　　used　　free　shared　buffers　cached
 
Mem:　　590　　205　　384　　0　　15　　150
 
-/+buffers/cache:　　40　　549
 
Swap:　　0　　0　　0
 
结果显示交换分区空间已经关闭。
 
（4）扩展交换分区所在的逻辑卷（若在步骤（2）中创建卷组，则在此步骤创建逻辑卷，而不是扩展卷组空间）。
 
[root@rhl5 ～]# lvm lvresize /dev/VolGroup00/LogVol00-L 3221M # 添加3221MB 空间
 
Rounding up size to full physical extent 3.16 GB
 
Extending logical volume LogVol00 to 3.16 GB
 
Logical volume LogVol00 successfully resized
 
（5）扩展交换分区空间。
 
[root@rhl5 ～]# mkswap /dev/VolGroup00/LogVol01
 
Setting up swapspace version 1, size = 3388993 kB
 
（6）启动交互分区并查看分区的大小。
 
[root@rhl5 ～]# swapon-va
 
swapon on /dev/VolGroup00/LogVol00
 
[root@rhl5 ～]# free-m
 
total　　used　　free　shared　buffers　cached
 
Mem:　　590　　205　　384　　0　　15　　149
 
-/+buffers/cache:　40　　549
 
Swap:　　3231　　0　　3231
 

 
第11章 Linux文件系统
 
本章主要内容
 
● 文件系统概述。
 
● 文件系统管理。
 
● 修复文件系统设备块。
 
在Linux操作系统中，系统的一切设备都以文件的形式出现，这些文件以严格的等级关系构成一个功能强大的文件系统。而对文件系统的管理是系统管理员的重要任务之一，在确保用户可以访问他们所需的文件和数据的同时，还要确保文件系统的安全。
 

 
11.1 文件系统概述
 

 
11.1.1 文件系统结构
 
Linux 系统中的数据是由众多的文件组成的，即文件是数据的集合。文件系统中不仅包含数据，还包含各类文件间的层次关系，而且这些层次间的关系是严格分开的。
 
文件系统是文件命名、存储和组织的总称。文件系统经过格式化后用于存储数据、运行进程间通信机制和触发设备。文件系统还对存储空间进行组织和分配，并对这些文件进行保护和控制。
 
我们知道，Linux操作系统中文件的层次是严格分开的，如图11-1所示，这些文件中的最高层次称为根（/）目录，其他的层次则是它的子目录，子目录下也存在子目录，而且上层目录与其子目录之间相互联系。
 

 [image: figure_0163_0266]

 

  图11-1 目录系统层次结构 

 
在介绍系统启动过程时提到，系统的第一个init进程启动后，将创建很多子进程且受到它的控制和管理。类似于文件系统，文件系统的最高目录为根目录，它有众多的子目录。
 
在Linux操作系统中，支持的文件系统类别有很多，包括支持Windows系统下的FAT32、NTFS等文件系统。在Linux操作系统中，比较常见的文件系统主要有以下几类。
 
（1）ext：这是一个专门针对Linux系统而开发的文件系统，由于它存在许多的缺陷与不足，现在已经基本不用了。但其对Linux文件系统的发展作出了不可磨灭的贡献。
 
（2）ext2：可以说ext2是为了弥补ext的缺陷而设计的一个高性能的文件系统，该文件系统不仅弥补了ext的缺陷，而且增加了系统的可扩展性，在很多较高版本的Red Hat Linux中都默认使用该文件系统。
 
（3）ext3：ext3是ext2的升级版本的文件系统，其不仅使用户能够方便地从ext2迁移到ext3上，而且增加了系统日志功能。当系统出现故障时，可利用该日志功能在很短的时间内恢复系统数据。
 
（4）NFS：该文件系统是由SUN公司推出的，其是一款支持多种操作系统类型的网络文件系统。利用NFS的特点，可使用mount命令将远程文件系统挂载到自己的目录下实现共享。
 
（5）swap：swap是Linux系统中用于暂存数据的分区文件系统，即我们说的交换分区。Linux系统将此空间作为数据的交换空间，当内存不足时数据将存储到该空间中，而在需要时则将数据调出使用。
 
Linux系统不仅支持以上这些文件系统，它还支持hpfs、vfat以及uft等文件系统，而对于这些文件系统，都可以利用加载的方式将这些远程文件系统加载到自己的目录下进行使用。要查看自己的操作系统所支持的全部文件系统，可使用 cd 命令进入/usr/src/kernels/2.6.9-42.0.0.0.1.EL-hugemem-i686/fs目录下进行查看。
 
在安装操作系统时，系统会默认创建一些目录并将这些目录分成不同的等级关系，如图11-1所示。而这些目录都有特殊的意义，因此在对这些目录不了解的情况下，不要对这些目录进行更名、移位和删除等操作，以免数据丢失。
 
以下是对系统中各个常用目录的简单说明，如表11-1所示。
 

  表11-1 系统常见的目录 
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11.1.2 文件系统组成
 
在Linux操作系统下，有文本文件、目录文件、链接文件以及特殊文件这4类基本文件。可以使用带有-l选项的ls命令来查看系统中这些文件系统的相关属性，如权限、拥有者、文件的大小等信息。以下将逐个对这些文件系统进行简单的介绍。
 
1．普通文件
 
Linux 系统下的文件，主要是普通文件，普通文件包括文本文件、程序代码文件以及可执行文件等，系统中的大部分文件都属于普通文件。
 
普通文件以“-”作为标识符，标识符后是该文件的权限，之后是其他信息，而最后则是该文件的名称。注意，文件的上层是目录，没有诸如“父文件”之称。
 
[root@rhl5 ～]# ll /etc/modprobe.conf*
 
-rw-r--r-- 1 root root 317 Jul 14 07:45 /etc/modprobe.conf
 
-rw-r--r-- 1 root root 114 Jul 14 07:28 /etc/modprobe.conf～
 
其中，文本文件包括纯文本文件（ASCII码，其内容可以直接读取）、二进制文件（如/user/bin/下的多数文件）和数据格式的文件（在程序运行中使用特定格式的文件）这三类。
 
2．目录文件
 
Linux系统下的目录相当于Windows系统下的文件夹，至今为止，目录文件依然还是不能直接写入数据，而是以在其下创建普通文件的形式存储数据。Linux系统的最高层目录称为根目录（/）。
 
在目录下创建文件和子目录，而在子目录下也可以继续创建子目录。理论上，可以创建无限级别的子目录，而子目录的第一个目录则称父目录。目录以“d”作为标识符，如下所示。
 
[root@rhl5 ～]# ll-d /etc/set*
 
drwxr-xr-x 2 root root 4096 Jul 14 07:38 /etc/setroubleshoot
 
drwxr-xr-x 2 root root 4096 Jul 14 07:31 /etc/setuptool.dp
 
对于这两个目录，它们的父目录都是etc/，而在子目录下依然还可以存在子目录。
 
3．链接文件
 
Linux 系统的链接文件可分为硬链接和软链接，链接文件其实是一个指向文件的指针（有些像Window系统下的快捷图标）。当我们访问某个链接文件时，实际上访问的是指针所指向的那个文件。每种文件都有属于自己的标识符，链接文件则以“l”作为标识符。
 
[root@rhl5 ～]# ll /usr/bin/mm*
 
lrwxrwxrwx 1 root root 6 Jul 14 07:31 /usr/bin/mmd-> mtools
 
lrwxrwxrwx 1 root root 6 Jul 14 07:31 /usr/bin/mmount-> mtools
 
lrwxrwxrwx 1 root root 6 Jul 14 07:31 /usr/bin/mmove-> mtools
 
在链接文件中，两个文件之间有箭头，如“/user/bin/mmd-> mtools”。这两个文件之间箭头代表从目的文件指向源文件。如“/usr/bin/mmd”是目的文件的位置和名称，而箭头所指向的“mtools”则是链接文件的（原位置和）原名称（在创建链接文件时名称可以自取）。
 
这里在根目录下创建data目录，并在该目录下创建test文件，接着将/data/test链接到/opt，以下是这个链接文件的相关信息。
 
[root@rhl5 ～]# ll /opt/test
 
lrwxrwxrwx 1 root root 8 Jul 14 14:05 /opt/test-> /data/test
 
4．特殊文件
 
特殊文件包括设备文件、套接字文件以及命名管道文件这三种类型的文件。其中块设备文件以“b”作为标识符，如下所示。
 
[root@rhl5 ～]# ll /dev/sd*
 
brw-r----- 1 root disk 8, 0 Jul 14 10:52 /dev/sda
 
brw-r----- 1 root disk 8, 1 Jul 14 10:52 /dev/sda1
 
brw-r----- 1 root disk 8, 2 Jul 14 10:58 /dev/sda2
 
brw-r----- 1 root disk 8, 16 Jul 14 10:52 /dev/sdb
 
brw-r----- 1 root disk 8, 17 Jul 14 10:52 /dev/sdb1
 
[root@rhl5 ～]# ll /dev/loop*
 
brw-r----- 1 root disk 7, 0 Jul 14 10:52 /dev/loop0
 
brw-r----- 1 root disk 7, 1 Jul 14 10:52 /dev/loop1
 
brw-r----- 1 root disk 7, 2 Jul 14 10:52 /dev/loop2
 
brw-r----- 1 root disk 7, 3 Jul 14 10:52 /dev/loop3
 
brw-r----- 1 root disk 7, 4 Jul 14 10:52 /dev/loop4
 
brw-r----- 1 root disk 7, 5 Jul 14 10:52 /dev/loop5
 
brw-r----- 1 root disk 7, 6 Jul 14 10:52 /dev/loop6
 
brw-r----- 1 root disk 7, 7 Jul 14 10:52 /dev/loop7
 
字符设备文件则以“c”作为标识符，如下所示。
 
[root@rhl5 ～]# ll /dev/adsp
 
crw-rw---- 1 root audio 14, 12 Jul 14 10:52 /dev/adsp
 
[root@rhl5 ～]# ll /dev/au*
 
crw-rw---- 1 root audio 14, 4 Jul 14 10:52 /dev/audio
 
crw------- 1 root root 10, 62 Jul 14 10:52 /dev/autofs
 
套接字文件则以“s”作为标识符，如下所示。
 
[root@rhl5 ～]# ll /dev/gpmctl
 
srwxrwxrwx 1 root root 0 Jul 14 10:52 /dev/gpmctl
 
[root@rhl5 ～]# ll /dev/log
 
srw-rw-rw- 1 root root 0 Jul 14 10:52 /dev/log
 
命名管道文件则以“p”则为标识符，如下所示。
 
[root@rhl5 ～]# ll /dev/initctl
 
prw------- 1 root root 0 Jul 14 12:06 /dev/initctl
 

 
11.2 文件系统管理
 

 
11.2.1 文件系统信息
 
在Linux操作系统中，目前最常用的文件系统主要有ext2和ext3这两种。那么，怎么查看所使用的系统都有哪些文件系统以及它们的相关信息呢？
 
对于文件系统的查看，仅df命令就可以完成这个任务。
 
[root@cat ～]# df
 
Filesystem　　1K-blocks　　Used　Available　Use%　Mounted on
 
/dev/sda2　　7052496　　3926756　2767492　59%　　/
 
/dev/sda1　　124427　　11410　106593　10%　　/boot
 
none　　　403516　　　0　　403516　0%　/dev/shm
 
/dev/sda3　　5036316　　43460　4737024　1%　　/home
 
● Filesystem：挂载的设备名。
 
● 1K-blocks：文件系统总空间的大小。
 
● Used：已使用的空间。
 
● Available：文件系统剩余的空间。
 
● Use%：已使用的空间与总空间的比值，即已使用空间的百分比。
 
● Mounted on：挂载点的位置。
 
为了更明了地显示这些文件系统所使用的空间以及其他信息，可以使用带有-h选项的df命令来查看。
 
[root@cat ～]# df-h
 
Filesystem　　　Size　　Used　Avail　Use%　Mounted on
 
/dev/sda2　　　6.8G　　3.8G　　2.7G　59%　　/
 
/dev/sda1　　　122M　　12M　　105M　10%　　/boot
 
none　　　　395M　　0　　395M　0%　　/dev/shm
 
/dev/sda3　　　4.9G　　43M　　4.6G　1%　　/home
 
对于系统开机后自动挂载的所有文件系统，都可以在/etc/fstab文件下找到相关的记录。以下是/etc/fstab文件中的配置信息。
 
[root@cat ～]# cat /etc/fstab
 
# This file is edited by fstab-sync- see 'man fstab-sync' for details
 
LABEL = /　　　/　　　ext3　　defaults　1　1
 
LABEL = /boot　　/boot　　ext3　　defaults　1　2
 
none　　　　　/dev/pts　devpts　　gid = 5,mode = 620　0　0
 
none　　　　　/dev/shm　tmpfs　　defaults　0　0
 
LABEL = /home　　/home　　ext3　　defaults　1　2
 
none　　　　　/proc　　proc　　defaults　0　0
 
none　　　　　/sys　　sysfs　　defaults　0　0
 
LABEL = SWAP-sda5　swap　　swap　　defaults　0　0
 
/dev/hdc　/media/cdrom　auto　pamconsole,exec,noauto,managed　0　0
 
/dev/fd0　/media/floppy　auto　pamconsole,exec,noauto,managed　0　0
 
从以上输出结果可以看出，系统自动挂载的文件系统还挺多。以下对输出的各列进行简单的说明。
 
● 第1列：要挂载的设备可以是设备名，也可以是标签，如LABEL = /boot，boot为标签名。
 
● 第2列：挂载点，即要将设备挂载到的目录。
 
● 第3列：系统文件的类型。
 
● 第4列：文件系统的挂载项，看到第3行，gid = 5 和mode = 620 是以逗号分开的，说明不同的挂载项之间是以逗号分隔开来的。
 
● 第5列：在系统转储时是否使用备份标志位，0 表示不使用，1 则为使用。
 
● 第6列：在系统启动时检查文件系统的顺序，0表示从不检查，除了根目录（/）设置为1外。
 

 
11.2.2 创建文件系统
 
第10章介绍过创建文件系统的一些操作，本节将具体讲述如何使用parted命令进入交互模式来创建文件系统以及删除不需要的文件系统。
 
要创建文件系统，需要先进入交互模式。假设有一块已经创建一个分区的/dev/sdc 磁盘，磁盘及其分区信息如下。
 
[root@rhl5 ～]# fdisk-l /dev/sdc
 
Disk /dev/sdc: 10.7 GB, 10737418240 bytes
 
255 heads, 63 sectors/track, 1305 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Device　Boot　Start　End　Blocks　Id　System
 
/dev/sdc1　　　1　　1305　10482381　8e　Linux LVM
 
现在要用此磁盘来创建文件系统，首先进入交互模式。
 
[root@rhl5 ～]# parted /dev/sdc
 
GNU Parted 1.8.1
 
Using /dev/sdc
 
Welcome to GNU Parted! Type 'help' to view a list of commands.
 
(parted) print　# 显示分区信息
 
Model: VMware, VMware Virtual S (scsi)
 
Disk /dev/sdc: 10.7GB
 
Sector size (logical/physical): 512B/512B
 
Partition Table: msdos
 
Number　Start　End　Size　Type　File system　Flags
 
1　32.3kB　10.7GB　10.7GB　primary　　　lvm
 
(parted) help　# 获取帮助信息
 
check NUMBER　　　　　　　do a simple check on the file system
 
cp [FROM-DEVICE] FROM-NUMBER TO-NUMBER　copy file system to another partition
 
help [COMMAND]　　　　　　prints general help, or help on COMMAND
 
mklabel,mktable LABEL-TYPE　　　create a new disklabel (partition table)
 
mkfs NUMBER FS-TYPE　　　　　make a FS-TYPE file system on partititon
 
NUMBER
 
mkpart PART-TYPE [FS-TYPE] START END　　make a partition
 
mkpartfs PART-TYPE FS-TYPE START END　　make a partition with a file system
 
move NUMBER START END　　　　move partition NUMBER
 
name NUMBER NAME　　　　　　name partition NUMBER as NAME
 
print [free|NUMBER|all]　　　　display the partition table, a partition, or
 
all devices
 
quit　　　　　　　　exit program
 
rescue START END　　　　rescue a lost partition near START and END
 
resize NUMBER START END　　　resize partition NUMBER and its file system
 
rm NUMBER　　　　　　delete partition NUMBER
 
select DEVICE　　　　　choose the device to edit
 
set NUMBER FLAG STATE　　　change the FLAG on partition NUMBER
 
toggle [NUMBER [FLAG]]　　　toggle the state of FLAG on partition NUMBER
 
unit UNIT　　　　　　set the default unit to UNIT
 
version　　displays the current version of GNU Parted and copyright information
 
(parted) mkfs　# 输入mkfs创建文件系统
 
Warning: The existing file system will be destroyed and all data on the partition willbelost. Do you want to continue?
 
Yes/No? yes　　# 确认格式化分区
 
Partition number? 1　# 指定分区号为1
 
File system?　[ext2]? ext2　# 指定文件系统的类型
 
(parted) print　# 显示分区信息
 
Model: VMware, VMware Virtual S (scsi)
 
Disk /dev/sdc: 10.7GB
 
Sector size (logical/physical): 512B/512B
 
Partition Table: msdos
 
Number　Start　End　　ize　Type　File system　Flags
 
1　　32.3kB　10.7GB　10.7GB　primary　ext2　　lvm
 
输出结果显示，分区号为1的文件系统类型已经变成了ext2。由于parted命令在版本比较低的系统中未支持ext3或ext4文件系统，因此只能创建ext2文件系统。
 

 
11.2.3 文件系统挂载和卸载
 
对于文件系统的挂载，可分为手动挂载、开机自动挂载和访问自动挂载。如果挂载磁盘的分区文件系统，则在挂载前必须指定分区文件的类型。而对文件系统的卸载，实际上，就是文件系统挂载的逆操作，就是把挂载到系统的外部设备从系统移除。
 
1．挂载文件系统
 
一般来说，使用手动方式挂载的多数是 U 盘、移动硬盘之类的外设。系统开机自动挂载则是诸如根文件系统之类的系统必需的，而自动挂载的设备基本是非系统必要但偶尔使用到的。如，Red Hat Enterprises 5系列Linux在使用光盘时就可以直接访问/misc/cd目录，在进入这个目录时光盘就自动挂载。
 
本节介绍手动和开机自动挂载文件系统的操作配置。手动挂载文件系统可以使用mount命令来实现，但mount命令所挂载的文件系统在系统重启后就失效，若还需要使用，则需要再次挂载。
 
前面在/dev/sdc磁盘创建了一个分区/dev/sdc1，并指定了文件系统的类型，现在选择使用手动的方式将分区/dev/sdc1挂载到系统的/mnt目录下，命令如下所示。
 
[root@rhl5 ～]# mount /dev/sdc1 /mnt
 
[root@rhl5 ～]# mount
 
/dev/mapper/VolGroup00-LogVol01 on / type ext3 (rw)
 
proc on /proc type proc (rw)
 
sysfs on /sys type sysfs (rw)
 
devpts on /dev/pts type devpts (rw,gid=5,mode=620)
 
/dev/sda1 on /boot type ext3 (rw)
 
tmpfs on /dev/shm type tmpfs (rw)
 
none on /proc/sys/fs/binfmt_misc type binfmt_misc (rw)
 
sunrpc on /var/lib/nfs/rpc_pipefs type rpc_pipefs (rw)
 
/dev/hdc on /misc/cd type iso9660 (ro,nosuid,nodev)
 
/dev/sdc1 on /mnt type ext2 (rw)
 
如果所挂载分区的文件系统未指定，那么在挂载时会出现要指定文件系统类型的提示信息。
 
[root@rhl5 ～]# mount /dev/sdb1 /dd
 
mount: you must specify the filesystem type
 
如果遇到这样的情况，就使用可以parted命令进入交互模式创建分区类型的文件系统。若是有文件系统版本要求或其他原因，就直接在终端提示符后面输入mkfs命令来格式化文件系统。
 
parted命令上一节已经介绍，现在介绍使用mkfs命令来格式化磁盘分区并指定文件系统的类型，在格式化分区之前，首先要知道分区的名称，也就是分区所在的位置，然后才能格式化。
 
[root@rhl5 ～]# mkfs-t ext3 /dev/sdb1
 
mke2fs 1.39 (29-May-2006)
 
Filesystem label=
 
OS type: Linux
 
Block size=4096 (log=2)
 
Fragment size=4096 (log=2)
 
393216 inodes, 785169 blocks
 
39258 blocks (5.00%) reserved for the super user
 
First data block=0
 
Maximum filesystem blocks=805306368
 
24 block groups
 
32768 blocks per group, 32768 fragments per group
 
16384 inodes per group
 
Superblock backups stored on blocks:
 
32768, 98304, 163840, 229376, 294912
 
Writing inode tables: done
 
Creating journal (16384 blocks): done
 
Writing superblocks and filesystem accounting information: done
 
This filesystem will be automatically checked every 21 mounts or
 
180 days, whichever comes first. Use tune2fs-c or-i to override.
 
格式化/dev/sdb1 分区后，接着就可以挂载文件系统。当挂载文件系统时，可以挂载在不同的挂载点，也可以挂载在相同的挂载点，如下命令把/dev/sdb1挂载到/mnt挂载点下。
 
[root@rhl5 ～]# mount /dev/sdb1 /mnt
 
[root@rhl5 ～]# mount
 
/dev/mapper/VolGroup00-LogVol01 on / type ext3 (rw)
 
proc on /proc type proc (rw)
 
sysfs on /sys type sysfs (rw)
 
devpts on /dev/pts type devpts (rw,gid=5,mode=620)
 
/dev/sda1 on /boot type ext3 (rw)
 
tmpfs on /dev/shm type tmpfs (rw)
 
none on /proc/sys/fs/binfmt_misc type binfmt_misc (rw)
 
sunrpc on /var/lib/nfs/rpc_pipefs type rpc_pipefs (rw)
 
/dev/sdc1 on /mnt type ext2 (rw)
 
/dev/sdb1 on /mnt type ext3 (rw)
 
使用mount命令挂载文件系统，对本次操作有效。如果想要实现开机自动挂载，则需要在开机自动挂载文件系统的/etc/fstab配置文件下设置，如下命令使/dev/sdb1实现开机自动挂载到/mnt下。
 
[root@rhl5 ～]# cat /etc/fstab
 
/dev/VolGroup00/LogVol01　/　　　ext3　defaults　　　1 1
 
LABEL=/boot　　　　/boot　　ext3　defaults　　　1 2
 
tmpfs　　　　　/dev/shm　tmpfs　defaults　　　0 0
 
devpts　　　　　/dev/pts　devpts　gid=5,mode=620　0 0
 
sysfs　　　　　/sys　　sysfs　defaults　　　0 0
 
proc　　　　　　/proc　　proc　defaults　　　0 0
 
/dev/VolGroup00/LogVol00　swap　　swap　defaults　　　0 0
 
/dev/sdb1　　　　/mnt　　ext3　defaults　　　0 0
 
2．卸载文件系统
 
关于文件系统卸载，需要注意两个问题。一个是当系统正在使用该分区时不能卸载，另一个是当使用绝对路径时也不能卸载。因此在卸载文件系统采用相对路径的方式来卸载，也就是说，在卸载文件系统时，当前路径不在挂载点下。
 
如果在卸载文件系统时当前路径正好位于挂载点下，在卸载时就产生错误的信息，如下所示。
 
[root@rhl5 mnt]# umount /dev/sdb1
 
umount: /mnt: device is busy
 
umount: /mnt: device is busy
 
卸载文件系统必要使用相对路径，如将/dev/sdc1文件系统从系统中卸载，若不产生提示信息，则说明卸载成功。
 
[root@rhl5 ～]# umount /dev/sdc1
 
[root@rhl5 ～]# mount
 
/dev/mapper/VolGroup00-LogVol01 on / type ext3 (rw)
 
proc on /proc type proc (rw)
 
sysfs on /sys type sysfs (rw)
 
devpts on /dev/pts type devpts (rw,gid=5,mode=620)
 
/dev/sda1 on /boot type ext3 (rw)
 
tmpfs on /dev/shm type tmpfs (rw)
 
none on /proc/sys/fs/binfmt_misc type binfmt_misc (rw)
 
sunrpc on /var/lib/nfs/rpc_pipefs type rpc_pipefs (rw)
 
/dev/sdb1 on /mnt type ext3 (rw)
 

 
11.2.4 删除文件系统
 
有时，我们并不再需要某个文件系统，这时就需要对其进行删除。为了演示如何使用 parted工具来删除文件系统，选择使用/dev/sdc1磁盘分区来作为删除操作的实例。
 
要删除文件系统，需要首先进入交互模式，在获取文件系统的位置及其他信息后即可删除，如下是删除文件系统的过程。
 
[root@rhl5 ～]# parted /dev/sdc
 
GNU Parted 1.8.1
 
Using /dev/sdc
 
Welcome to GNU Parted! Type 'help' to view a list of commands.
 
(parted) print　　# 获取分区的信息
 
Model: VMware, VMware Virtual S (scsi)
 
Disk /dev/sdc: 10.7GB
 
Sector size (logical/physical): 512B/512B
 
Partition Table: msdos
 
Number　Start　End　Size　Type　　File system　Flags
 
1　　32.3kB　10.7GB　10.7GB　primary　　ext2　　lvm
 
(parted) help　# 获取删除文件系统的命令选项
 
check NUMBER　　　　　　　do a simple check on the file system
 
cp [FROM-DEVICE] FROM-NUMBER TO-NUMBER　copy file system to another partition
 
help [COMMAND]　　　　　　　prints general help, or help on COMMAND
 
mklabel,mktable LABEL-TYPE　　create a new disklabel (partitiontable)
 
mkfs NUMBER FS-TYPE　　　　make a FS-TYPE file system on
 
partititon NUMBER
 
mkpart PART-TYPE [FS-TYPE] START END　　make a partition
 
mkpartfs PART-TYPE FS-TYPE START END　　make a partition with a file system
 
move NUMBER START END　　move partition NUMBER
 
name NUMBER NAME　　　name partition NUMBER as NAME
 
print [free|NUMBER|all]　　display the partition table, a partition, or all devices
 
quit　　　　　　exit program
 
rescue START END　　　rescue a lost partition near START and END
 
resize NUMBER START END　　resize partition NUMBER and its file system
 
rm NUMBER　　　　　delete partition NUMBER
 
select DEVICE　　　　choose the device to edit
 
set NUMBER FLAG STATE　　change the FLAG on partition NUMBER
 
toggle [NUMBER [FLAG]]　　toggle the state of FLAG on partition NUMBER
 
unit UNIT　　　　　set the default unit to UNIT
 
version　　　　　　displays the current version of GNU
 
Parted and copyright information
 
(parted) rm　# 输入删除文件系统的命令
 
Partition number? 1　# 指定要删除的分区号
 
(parted) print　# 显示分区信息
 
Model: VMware, VMware Virtual S (scsi)
 
Disk /dev/sdc: 10.7GB
 
Sector size (logical/physical): 512B/512B
 
Partition Table: msdos
 
Number　Start　End　Size　Type　File system　Flags
 
(parted) quit
 
Information: Don't forget to update /etc/fstab, if necessary.
 
从输出中显示，Minor号为7的文件系统已经被删除。在之前说过，在系统启动时会自动挂载一些必要的文件系统，那么怎么做才能使系统自动挂载自己创建的文件系统呢？
 

 
11.3 修复文件系统设备块
 
我们知道，每个磁盘设备都有一定的块数，这些块中存放着各类不同的数据。因为由数据组成的文件系统存储于磁盘设备块上，所以这些磁盘块是否完好都直接影响到文件系统的安全。
 
在文件系统中有一种非常特殊的块，它是一种特殊的数据结构，但并不用于存储文件或目录等信息，这种块是文件系统的单元，用于描述和维护文件系统的状态，这种特殊的数据块就称为超级块。当超级块损坏时，将导致文件系统无法挂载而使系统产生错误的提示信息。
 
很多问题都可以导致超级块的损坏，如非正常关机、硬件故障等。当设备无法正常挂载时，可以使用 fsck（filesystem check）命令来检测超级块，fsck 命令对文件系统的一致性进行检查并产生错误报告。而对于是否要修复则是可选择的，一般来说，这些修复不会导致数据的损坏。
 
fsck可以在系统磁盘中找到的文件系统错误有以下几种。
 
● 一个磁盘块属于多个文件；
 
● 可对一个正在使用的磁盘检查，或者该磁盘块为空闲磁盘块；
 
● 索引节点中错误的连接数；
 
● 文件中的非法块；
 
● 文件系统中的数据不一致；
 
● 丢失的文件，fsck 将找到的这些文件放在/lost+found 目录中；
 
● 目录中非法的或没有分配的索引节点号。
 
在使用时，fsck命令的语法格式如下所示。
 
fsck [options] device
 
其常用的选项及说明如下所示。
 
-A：检查/etc/fstab中的文件系统。
 
-a：自动修复，即不需要确认。
 
-C：显示任务执行的进度。
 
-n：不进行修复，只把结果显示在标准输出上。
 
-r：要求用户确认，并进行交互式修复。
 
-s：依次执行检查的操作。
 
-y：自动修复找到的错误。
 
device是文件系统专用文件。若它是字符设备，则fsck命令运行得较快。若省略device，则fsck命令将默认检查所有系统配置文件中所列出的所有文件。
 
当使用不带选项的fsck命令进行检查和修复时，其将所找到的问题发送到标准输出上并询问用户是否要修复。若是少量的询问信息还能接收，若要修复的量很大，那就不好办了。
 
接下来简单地演示fsck命令，在使用fsck修复损坏的超级块时，先获取要修复的超级块的位置。[root@cat ～]# mkfs.ext3 /dev/sda6
 
mke2fs 1.35 (28-Feb-2004)
 
Filesystem label=　　　　#文件系统标签
 
OS type: Linux　　　　#操作系统类型
 
Block size = 1024 (log = 0)　　#块的大小
 
Fragment size = 1024 (log = 0)
 
34136 inodes, 136520 blocks　　# 索引节点总数和块总数
 
6826 blocks (5.00%) reserved for the super user　# 5%的块数保留给root用户使用
 
First data block = 1　　　　#第一个数据块
 
Maximum filesystem blocks = 67371008　#最大的系统文件块数
 
17 block groups
 
8192 blocks per group, 8192 fragments per group　#超级块的位置
 
2008 inodes per group
 
Superblock backups stored on blocks:　　#超级块备份的位置
 
8193, 24577, 40961, 57345, 73729
 
Writing inode tables: done
 
Creating journal (4096 blocks): done
 
Writing superblocks and filesystem accounting information: done
 
This filesystem will be automatically checked every 32 mounts or
 
180 days, whichever comes first.　Use tune2fs-c or-i to override.
 
从输出中看到，超级块的备份位置有 8193、24577、 40961、 57345 和 73729。那么我们就可以利用这些备份数据来修复所损坏的超级块。
 
如下所示的是一个修复/dev/sda6的简单演示。
 
[root@cat ～]# fsck.ext3-b 8193 /dev/sda6 #使用备份来修复/dev/sda6 文件系统
 
e2fsck 1.35 (28-Feb-2004)
 
/dev/sda6 was not cleanly unmounted, check forced.
 
Pass 1: Checking inodes, blocks, and sizes
 
Pass 2: Checking directory structure
 
Pass 3: Checking directory connectivity
 
Pass 4: Checking reference counts
 
Pass 5: Checking group summary information
 
/dev/sda6: ***** FILE SYSTEM WAS MODIFIED *****
 
/dev/sda6: 11/34136 files (9.1% non-contiguous), 9978/136520 blocks
 
当然，也可以使用fsck命令来修复整个硬盘。在之前为系统添加了一块名为/dev/sdb的硬盘，如下命令修复/dev/sdb硬盘。
 
[root@cat ～]# fsck /dev/sdb
 
fsck 1.35 (28-Feb-2004)
 
e2fsck 1.35 (28-Feb-2004)
 
Resize inode not valid. Recreate<y>? yes #若是要修复，则输入yes
 
/dev/sdb was not cleanly unmounted, check forced.
 
Pass 1: Checking inodes, blocks, and sizes
 
Pass 2: Checking directory structure
 
Pass 3: Checking directory connectivity
 
Pass 4: Checking reference counts
 
Pass 5: Checking group summary information
 
Free blocks count wrong for group #0 (32182, counted = 32183).
 
Fix<y>? yes
 
Free blocks count wrong (257700, counted = 257701).
 
Fix<y>? yes
 
/dev/sdb: ***** FILE SYSTEM WAS MODIFIED *****
 
/dev/sdb: 11/131072 files (0.0% non-contiguous), 4443/262144 blocks
 
当修复完成后，就可以使用 mount 命令来将/dev/sdb 挂载到指定的目录下。值得注意的是，在不使用选项时，系统将找到的每个需要修复的项都询问用户是否要修复，要是像本例所示，仅有少数修复项还好，要是有很多需要修复的项，那么使用不带选项的fsck命令就显得没那么方便了，使用带有-y选项的fsck命令可以帮您解决这个问题。
 

 
第12章 Linux系统安全
 
本章主要内容
 
● 本地系统安全。
 
● Linux 系统日志。
 
● 系统数据安全。
 
● 系统网络安全。
 
这里所说的系统安全，是保证物理主机在未授权情况下的安全。在当今计算机犯罪居高不下的情况下，系统的默认配置在很大的程度上无法满足安全的要求，因此应根据实际的需要修改系统的默认配置，并根据计划查看系统日志，从而能够及时发现对系统非法访问的记录。
 
对于系统中的数据，在保证其完整性的情况下，还需要做好数据的备份及数据恢复。对于连接到互联网的外网系统，其环境的恶劣程度远远超过内网系统，因此需要对外网系统做好维护工作。
 

 
12.1 本地系统安全
 
系统的安全可分为本地主机安全和网络主机安全这两类。本地主机安全主要包括保护用户信息、系统数据的完整性以及拒绝对系统的非法访问等。
 
而系统漏洞不仅为本地攻击提供物质基础，还为网络攻击提供不可缺少的条件。对于本地安全漏洞的利用针对登录系统的用户。也就是说，只有经过认证和登录系统的用户才可以利用本地安全漏洞。
 
本地安全漏洞是非常危险的，这是因为攻击者一般是合法的用户，其本身就具有相关的系统权力。在其登录系统之后，可利用系统漏洞提升自己在系统中的权限，最终可能获取与root用户一样的权限。
 
系统安全漏洞不仅包括软件的缺陷，还包括使用明文传送文件、密码不够强壮以及对用户的管理不够严格等。因此，像这类安全漏洞要尽可能避免。
 

 
12.1.1 账号和密码安全
 
在安装系统和系统软件的过程中，系统都默认创建一个对应的账号。这些账户一般情况下无密码保护且在正常情况下基本不使用。账号也是黑客攻击的主要对象之一，其使用获取的用户账号和密码入侵系统。所以，对于系统中诸如mail、nobody和ntp这类账号应对其进行屏蔽或删除等操作。
 
对于系统中的账号，应定期检查，以便发现非法和不再需要的账号。为了防止这类账号被入侵者和恶意破坏者利用，应及时将系统默认创建的这些账号进行删除。
 
当检查到这类系统账号时，可以将其清除，也可以将其锁定。要对系统中不再需要的用户账号进行删除，可以使用vi编辑器对nobody账号进行删除。
 
首先使用vi编辑器打开/etc/passwd文件，并找在该文件中找到名为nobody的账号，命令如下所示。
 
[root@rhl4 ～]# vi /etc/passwd
 
root:x:0:0:root:/root:/bin/bash
 
bin:x:1:1:bin:/bin:/sbin/nologin
 
daemon:x:2:2:daemon:/sbin:/sbin/nologin
 
adm:x:3:4:adm:/var/adm:/sbin/nologin
 
lp:x:4:7:lp:/var/spool/lpd:/sbin/nologin
 
sync:x:5:0:sync:/sbin:/bin/sync
 
shutdown:x:6:0:shutdown:/sbin:/sbin/shutdown
 
halt:x:7:0:halt:/sbin:/sbin/halt
 
mail:x:8:12:mail:/var/spool/mail:/sbin/nologin
 
news:x:9:13:news:/etc/news:
 
uucp:x:10:14:uucp:/var/spool/uucp:/sbin/nologin
 
operator:x:11:0:operator:/root:/sbin/nologin
 
games:x:12:100:games:/usr/games:/sbin/nologin
 
gopher:x:13:30:gopher:/var/gopher:/sbin/nologin
 
ftp:x:14:50:FTP User:/var/ftp:/sbin/nologin
 
nobody:x:99:99:Nobody:/:/sbin/nologin
 
nscd:x:28:28:NSCD Daemon:/:/sbin/nologin
 
vcsa:x:69:69:virtual console memory owner:/dev:/sbin/nologin
 
rpc:x:32:32:Portmapper RPC user:/:/sbin/nologin……
 
接着按I键进入插入模式，并使用删除键将nobody账号删除。之后按Esc键并输入“:wq”保存所做修改并退出。
 
对于系统中的这类伪用户，应在尽可能的情况下将它们删除。当然，有些伪用户账号主要用于远程访问。用于远程访问系统的这类伪用户账号，是不可以删除的，如ftp等账号。
 
而对于系统中的一些长时间不使用或有恶意行为的用户，就应限制其登录系统的功能。如锁定一个有恶意行为的用户或者锁定在一定时间段内没有登录到系统中的用户账号。
 
可以使用带有-l选项的passwd命令将一个有恶意行为的用户（如cat）进行锁定。
 
[root@rhl4 ～]# passwd-l cat
 
Locking password for user cat.
 
passwd: Success
 
之后当使用cat用户名登录时，您将发现系统提示拒绝cat用户登录系统。要恢复该用户登录系统的功能，只须使用带有-u选项的passwd命令即可。
 
当然，在/etc/passwd文件中，也可以在该用户行前加上“#”号来注销cat用户的登录功能，或者更改其登录系统时执行的第一个程序，如更改为 cat 用户登录系统时执行某个文件而并非执行/bin/bash程序，但这类办法好像不太安全，这是因为用户已经可以登录系统了。
 
对于系统中的静止用户，即长时间没有登录系统的用户，这对系统的安全也造成了不可忽略的影响。所以应设置限制来对一些长时间没有登录系统的用户实行锁定。如可以使用带有-f选项的usermod命令来对6天没有登录系统的cat用户进行锁定。
 
[root@rhl4 ～]# usermod-f 6 cat
 
命令执行后，系统没有任何提示。若要取消该功能，则将其值设置为−1（数字1）即可。
 
[root@rhl4 ～]# usermod-f-1 cat
 
当然，用户账号、密码的安全也是相当重要的。为了确保系统的安全，密码不但要足够强壮而且要定期更改，以保证黑客没有足够的时间破解有效的密码。
 
而对于某些用户，其账号的密码都是长时间没有更改，在这样的情况下，就给了黑客足够的时间破解密码。因此，作为系统管理员，应为系统中的用户设定一个提示用户更改密码的时间期限。对于这个操作，可使用chage命令来实现，如下命令对cat用户进行密码过期的警告提示。
 
[root@rhl4 ～]# chage-M 30-I 2-W 6 cat
 
命令执行后没有任何提示，其中30表示是每30天进行一次密码的更改；而6则是表示提前6天通知，2则表示在两天后将该用户锁定。值得注意的是，限定更改密码的期限不能太长，否则将给攻击者足够的时间，但也不能太短，否则用户由于更改过于频繁也忘记密码或将密码写在明显的地方而泄露。具体的期限根据需求而定。
 
接着也可以使用带有-l选项的chage命令来列出cat用户的密码设置。
 
[root@rhl4 ～]# chage-l cat
 
Minimum:　　0
 
Maximum:　　30　　　# 更改密码的最大期限
 
Warning:　　6　　　# 提前6天发出通知
 
Inactive:　　2　　　# 发出通知后的第2天将此账号锁定
 
Last Change:　　　Aug 07, 2011
 
Password Expires:　Sep 06, 2011
 
Password Inactive:　Sep 08, 2011
 
Account Expires:　　Never
 
还需要注意，一个特别重要的问题是，要保证系统中只有一个root超级用户的账号。root账号的UID和GIU都是0，除了系统安全时所默认创建的root之外，其他（特别是黑客）拥有与root等权限的用户要全部删除，否则会为系统带来灾难性的损失。
 

 
12.1.2 文件权限安全
 
在Linux系统中，其下的一切设备都是以文件的形式存在，这些文件中存储有系统数据等信息，而对于文件的保护，其权限则是第一道防线。
 
文件的权限有可读（r）、可写（w）和可执行（x）三种，当某个系统文件的权限设置不当时，如/etc/shadow等文件，有可能使系统受到严重的影响。在保证这些文件的权限配置合理的情况下，也需要对文件的内容进行合理的管理，以保证系统对非正常的访问有一定的抵抗能力。
 
对于文件权限的更改，可使用chmod命令执行（可使用man获取更多chmod命令的关于信息），使用该命令对文件的权限进行添加和移除操作。
 
系统中存在任何用户都有权限访问的一种文件，其称为全球可读写文件，若在此类文件中保存系统的重要数据，就会给系统的安全带来隐患。因为入侵者成功入侵系统后，其将使用 find 等命令去查找系统中的全球性文件，并从中获取关于系统的更多信息，之后再进一步入侵系统。
 
除了文件的上述三种权限外，在Linux系统中，还存在两种特殊权限的文件，分别是suid和sgud。对于拥有suid权限的文件，非该文件的所有者也可以执行该文件，即使用非文件所有者的身份执行该文件。sgid也类似于suid，即可使用同组成员的身份执行该文件。
 
为了演示如何使用这两种特殊的权限，先使用cat（其他用户也行）的身份创建file1和file2这两个文件，并使用这两个文件进行演示。
 
使用touch命令创建这两个文件，并使用带有-l选项的ls命令列出这两个文件的详细信息。
 
[cat@rhl4 ～]$ touch file1 file2 ; ls-l
 
total 0
 
-rw-rw-r--　1　cat　cat　0　Sep　10　14:50　file1
 
-rw-rw-r--　1　cat　cat　0　Sep　10　14:50　file2
 
输出显示，我们已成功创建了这两个文件。其中，文件的权限只是可读、可写，没有特殊的权限。接着为file1文件拥有者赋予可执行该文件的权限并列出file1文件的详细信息。
 
[cat@rhl4 ～]$ chmod u+x file1 ; ls–l file1
 
-rwxrw-r--　1　cat　cat　0　Sep　10　14:50　file1
 
输出显示，已成功为拥有file1文件的用户添加了可执行权限。接着为file1文件的所有者添加suid权限，并列出其详细信息。
 
[cat@rhl4 ～]$ chmod u+s file1 ; ls-l file1 # u+s = 4755
 
-rwsrw-r--　1　cat　cat　0　Sep　10　14:50　file1
 
从输出看到，已成功为file1文件的所有者添加了suid权限，suid权限代替了执行权限（x）。接着为file2文件的同组用户授予对file2文件的可执行权，并列出file2的详细信息。
 
[cat@rhl4 ～]$ chmod g+x file2 ; ls-l file2
 
-rw-rwxr--　1　cat　cat　0　Sep　10　14:50　file2
 
从输出结果中看到，已成功为cat的同组用户授予了对file2文件的可执行权，接着为cat的同组用户授予对file2文件拥有的sgid权限并列出其详细信息。
 
[cat@rhl4 ～]$ chmod g+s file2 ; ls-l file2　# g+s = 2755
 
-rw-rwsr--　1　cat　cat　0　Sep　10　14:50　file2
 
从输出结果中显示，cat用户的同组用户已对file2文件拥有了sgid权限。若有一天您觉得不再需要为cat的同组用户授予这个权限，可以使用chmod命令将取消此权限。
 
取消sgid权限的做法与授予的操作差不多，如下命令取消同组用户对file2拥有的sgid权限，并列出file2的详细信息。
 
[cat@rhl4 ～]$ chmod g-s file2 ; ls-l file2
 
-rw-rwxr--　1　cat　cat　0　Sep　10　14:50　file2
 
命令执行之后，您将看到cat的同组用户对file2文件已经没有了sgid权限，取而代之的是可执行权限（x）。接着，您也可以使用chmod命令将cat的同组用户对file2文件的可执行权限取消，这里就不再进行多余的演示。
 

 
12.2 Linux 日志系统
 
在Linux系统中，存在许多日志系统，这些日志系统文件记录诸如内核启动过程的记录、登录系统的时间或登录失败的次数以及程序运行错误之类的信息。Linux系统下的大多数日志文件都使用脚本程序进行管理，而作为系统管理员，不仅要连接基本的脚本语言，还应该养成查看系统日志文件的习惯。
 
在Linux系统的启动过程中，很多信息都是一闪而过，即使是系统的某些设置启动失败，我们也没法看清楚是哪些设备，因此我们只能依靠系统提供的日志文件来查看系统启动过程中出现的错误、警告等信息。
 
1．/var/log/dmesg日志文件
 
Linux 系统中的/var/log/dmesg 日志文件记录内核启动过程和操作过程中系统出现的任何错误、警告等信息。通过此日志文件系统可判断系统中的哪些设备在系统启动过程中无法识别，在为系统添加一块硬盘设备时，没能被Linux系统正确识别等信息都可在/var/log/dmesg日志文件中找到相应的记录。
 
要查看/var/log/dmesg 日志中的内容，可以使用 cat 等命令，并通过管道（|）传送到 more 中显示出来，以下是该日志文件的内容。
 
[root@rhl4 ～]# cat /var/log/dmesg | more
 
Linux version 2.6.18-164.el5 (mockbuild@x86-002.build.bos.redhat.com) (gcc version 4.1.2 2
 
0080704 (Red Hat 4.1.2-46)) #1 SMP Tue Aug 18 15:51:54 EDT 2009
 
BIOS-provided physical RAM map:　　# BOIS物理内存
 
BIOS-e820: 0000000000010000- 000000000009f800 (usable)
 
BIOS-e820: 000000000009f800- 00000000000a0000 (reserved)
 
BIOS-e820: 00000000000ca000- 00000000000cc000 (reserved)
 
BIOS-e820: 00000000000dc000- 0000000000100000 (reserved)
 
BIOS-e820: 0000000000100000- 0000000031ef0000 (usable)
 
BIOS-e820: 0000000031ef0000- 0000000031eff000 (ACPI data)
 
BIOS-e820: 0000000031eff000- 0000000031f00000 (ACPI NVS)
 
BIOS-e820: 0000000031f00000- 0000000032000000 (usable)
 
BIOS-e820: 00000000e0000000- 00000000f0000000 (reserved)
 
BIOS-e820: 00000000fec00000- 00000000fec10000 (reserved)
 
BIOS-e820: 00000000fee00000- 00000000fee01000 (reserved)
 
BIOS-e820: 00000000fffe0000- 0000000100000000 (reserved)
 
0MB HIGHMEM available.
 
800MB LOWMEM available.
 
found SMP MP-table at 000f6bf0
 
Memory for crash kernel (0x0 to 0x0) notwithin permissible range
 
disabling kdump
 
Using x86 segment limits to approximate NX protection
 
On node 0 totalpages: 204800
 
DMA zone: 4096 pages, LIFO batch:0
 
Normal zone: 200704 pages, LIFO batch:31
 
---More--
 
通过查看该日志文件，您就知道在系统启动过程中出现的错误以及设备无法挂载等信息，而当该日志文件过大时，读取时就很不方便，所以应该定时读取并备份该日志文件中的内容，之后再将其内容清空，以保证每次读取的都是新内容。
 
对已经读取过的内容，先使用cp等命令进行备份，接着再使用ehco命令将其中的内容清空，操作如下。
 
先使用cp命令将/var/log/dmesg日志文件备份到其他目录（如/root目录）下。为了方便阅读，第一次备份时取dmesg1作为备份日志文件的名字，并使用带有-l选项的ls命令列出dmesg1日志文件的详细信息，如下。
 
[root@rhl4 ～]# cp /var/log/dmesg /root/dmesg1 ; ls-l dmesg1
 
-rw-r--r-- 1 root root 13624 Sep 10 17:04 dmesg1
 
从输出结果中看到，到目前为止，dmesg1日志文件的大小为13624（约14KB），备份的时间也显示出来了。接着将源文件中的内容清空，并试图使用 cat 命令获取该文件中的内容，以检查该文件是否已清空。
 
[root@rhl4 ～]# echo > /var/log/dmesg ; cat /var/log/dmesg
 
当命令执行之后，输出空白行，说明/var/log/dmesg中的内容已经清空了。之后再记录到该文件中的内容将都是新内容。
 
2．/var/log/wtmp日志文件
 
也许有的读者在想，/var/log/dmesg文件只是对系统启动过程和一些设备是否能被系统识别等记录了系统日志，而每次登录系统的用户是否也记录在日志文件系统中？要是记录了，在哪里可以看到相关信息呢？
 
在 Linux 系统中，用于保存用户登录系统、退出、系统启动、重启等操作的信息都记录在系统日志/var/log/wtmp中。可以使用带有-l选项的ls命令查看该文件的详细信息，并使用last命令来获取该文件中的内容。
 
[root@rhl4 ～]# ls-l /var/log/wtmp ; last
 
-rw-rw-r-- 1 root utmp 166272 Jul　9 06:51 /var/log/wtmp
 
root　pts/0　　192.168.217.1　Tue Jul　9 06:51　still　logged in
 
reboot　system boot　2.6.18-164.el5　Tue Jul　9 06:48　　(00:08)
 
root　pts/0　　192.168.217.1　Tue Jul　9 06:14- down　(-6:-40)
 
reboot　system boot　2.6.18-164.el5　Tue Jul　9 06:02　　(-6:-29)
 
root　pts/0　　192.168.217.1　Tue Jul　9 05:02- down　(00:26)
 
reboot　system boot　2.6.18-164.el5　Tue Jul　9 05:01　　(00:27)
 
root　pts/0　　192.168.217.1　Mon Jul　8 09:25- down　(00:01)
 
reboot　system boot　2.6.18-164.el5　Mon Jul　8 09:24　　(00:02)
 
root　pts/0　　192.168.217.1　Mon Jul　8 08:51- down　(00:04)
 
reboot　system boot　2.6.18-164.el5　Mon Jul　8 08:48　　(00:06)
 
root　pts/0　　:0.0　　　　Mon Jul　8 07:05- down　(00:00)
 
root　tty1　　　　　　　Mon Jul　8 06:59- down　(00:06)
 
reboot　system boot　2.6.18-164.el5　Mon Jul　8 06:58　　(00:07)
 
root　:0　　　　　　　Mon Jul　8 06:55- 06:56　(00:01)
 
root　:0　　　　　　　Mon Jul　8 06:55- 06:55　(00:00)
 
root　pts/0　　:0.0　　　　Mon Jul　8 06:54- 06:54　(00:00)
 
root　tty1　　　　　　　Mon Jul　8 06:48- down　(00:08)
 
reboot　system boot　2.6.18-164.el5　Mon Jul　8 06:47　　(00:09)
 
root　pts/1　　192.168.217.1　Mon Jul　8 02:31- down　(00:58)
 
root　pts/0　　192.168.217.1　Mon Jul　8 02:17- down　(01:12)
 
reboot　system boot　2.6.18-164.el5　Mon Jul　8 02:14　　(01:15)
 
root　pts/1　　192.168.217.1　Sun Jul　7 22:31- down　(00:52)
 
root　pts/0　　192.168.217.1　Sun Jul　7 22:31- down　(00:52)
 
reboot　system boot　2.6.18-164.el5　Sun Jul　7 22:28　　(00:56)
 
root　pts/2　　192.168.217.1　Sun Jul　7 22:26- down　(00:00)
 
root　pts/1　　192.168.217.1　Sun Jul　7 22:26- down　(00:00)
 
……
 
从输出的内容中得知，该文件的大小为 255360（250KB），也知道哪些用户曾经登录系统，使用什么虚拟终端登录，以及登录的日期、时间和时长等信息。
 
若不再需要该文件中的内容，则可以使用 echo 命令将该文件的内容清空，并再次使用 last命令试图列出该文件的内容。
 
[root@rhl4 ～]# echo > /var/log/wtmp ; last
 
wtmp begins Sat Sep 10 23:46:19 2011
 
从输出结果显示，该文件已经是空的，说明了清空该文件的操作是成功的。
 
而/var/run/utmp文件则保存当前系统登录的用户信息，可以使用who命令来查看当前有哪些用户登录系统。下面使用带有-l选项的ls命令来查看该文件的详细内容，并使用who命令列出当前登录系统的用户。
 
[root@rhl4 ～]# ls-l /var/run/utmp ; who
 
-rw-rw-r--　1　root　utmp　4992　Sep　10　23:53　/var/run/utmp
 
root　　tty1　　Sep　10　21:31
 
root　　pts/0　　Sep　10　23:50 (192.168.60.1)
 
cat　　pts/1　　Sep　10　23:53 (192.168.60.1)
 
root　　pts/2　　Sep　10　23:50 (192.168.60.1)
 
在默认情况下，Linux 系统的每个主目录下都存在一个专用于保存用户使用过的历史命令的隐藏文件，其名字为.bash_history。若管理员需要知道某个用户登录系统后做了哪些操作，就可以查看该文件（前提是该文件的内容没有被破坏）。
 
作为系统管理员，应及时清空该文件的内容，以防其他合法与非法用户获取该文件时知道管理员所做的操作。当然，也尽量不要让该文件存放过多的历史命令。如下所示是对.bash_history做相应处理的操作。
 
使用带有-la选项的ls命令列出该文件的详细信息，并使用cat命令获取该文件中的历史命令。
 
[root@rhl4 ～]# ls-la .bash_history ; cat .bash_history
 
-rw------- 1 root root 1871 Jul 8 23:33 .bash_history
 
ifconfig
 
vi /etc/sysconfig/network-scripts/ifcfg-eth0
 
ifdown eth0
 
ifup eth0
 
neat
 
startx
 
neat
 
init 3
 
cat /etc/rc.d/rc.sysinit
 
cat /etc/rc.d/rc.sysinit
 
cat /etc/rc.d/rc.sysinit > aa.txt
 
cat /etc/sysconfig/network
 
cat /etc/hosts
 
cat /etc/fstab
 
ls /etc/rc.d/rc5.d/
 
ls-l /etc/rc.d/rc5.d/
 
cat /etc/inittab
 
mount
 
init 0
 
ifconfig
 
cat
 
startx
 
umask
 
cat /etc/default/useradd
 
cat /etc/default/nss
 
……
 
从输出中显示，.bash_history 中保存了以前使用过的许多命令，保存这些历史命令不但占用磁盘空间，而且当别人获取这个文件时，将对管理员所做的操作有所了解，这也许会对系统产生不好的影响，所以应将这个文件的内容清空。可以使用echo命令将.bash_history的内容清空并试图列出该文件中的内容。
 
[root@rhl4 ～]# echo > .bash_history ; cat .bash_history
 
输出的内容是空的，说明操作是成功的。当然，作为系统管理员，也可通过查看其他用户的.bash_history 文件中的内容，以便了解该用户有没有执行一些对系统有害的操作，如下命令查看cat用户的.bash_history文件的内容。
 
[root@rhl4 ～]# cat /home/cat/.bash_history
 
cd
 
umask
 
mkdir CAT
 
ll
 
ls-l CAT/
 
ls-d CAT/
 
ls-ld CAT/
 
cd /etc/
 
ls
 
cat default/useradd
 
touch CAT1
 
ls-l CAT1
 
umask
 
umask CAT
 
man touch
 
man mkdir
 
ll
 
rm man rm
 
man rm
 
ll
 
rm CAT1
 
cat .bash_profile
 
cat /etc/group
 
……
 
可以通过对输出的内容进行分析，查看 cat 用户对系统所做的操作，并判断其行为是否损害系统。当然，也可以使用echo命令来清空该文件中的内容，以便腾出更多的磁盘空间并使用cat命令试图列出该文件中的内容。
 
[root@rhl4 ～]# echo > /home/cat/.bash_history ; cat /home/cat/.bash_history
 
输出显示该文件的内容是空的，说明操作是成功的。
 
但值得注意的是，当前使用的命令没有即时保存在该文件中，当下次再登录系统时，才可以列出这次使用过的命令。所以当您使用他人的账号登录他人的系统并进行操作时，为了不让他人知道，您在使用echo命令之后，应注销系统，之后再次登录系统，并再次使用echo命令清空.bash_history的内容。
 
3．日志文件系统syslog
 
接着将介绍一款有悠久历史的日志文件系统，其最先是在 UNIX 系统上使用，而现在其在UNIX 和 Linux 系统上都使用且默认安装和默认开机启动，并记录系统内核程序产生的错误、警告信息和其他的提示。
 
上述这款日志文件系统即为 syslog。其主要的特点之一就是可以根据信息的来源和这新信息的重要程度将这些信息分别写到不同的日记文件中。可以使用ntsysv命令查看系统是否将syslog作为开机启动首选，如图12-1所示。
 

 [image: figure_0180_0268]

 

  图12-1 syslog进程 

 
在默认情况下，syslog 日志文件通常将日志保存在/var/log 目录下。通过对 syslog日志文件系统中配置文件的内容进行更改，就可以将日志内容保存到指定的位置。syslog 的配置文件在/etc/syslog.conf文件中，如下是该配置文件的内容。
 
[cat@rhl4 ～]$ cat /etc/syslog.conf
 
# Log all kernel messages to the console.
 
# Logging much else clutters up the screen.
 
#kern.*　　　　　　　　　　　　/dev/console
 
#在/dev/console中保存内核启动的相关信息
 
# Log anything (except mail) of level info or higher.
 
# Don't log private authentication messages!
 
*.info;mail.none;authpriv.none;cron.none　　　/var/log/messages
 
# info 表示该类型的消息级别是提示消息
 
# /var/log/messages 记录除邮件、授权和特定任务之外的信息
 
# The authpriv file has restricted access.
 
authpriv.*　　　　　　　　　　　/var/log/secure
 
# /var/log/secure 中记录系统的所有授权信息
 
# Log all the mail messages in one place.
 
mail.*　　　　　　　　　　　　-/var/log/maillog
 
#将系统中邮件级别的信息都记录到/var/log/maillog中
 
# Log cron stuff
 
cron.*　　　　　　　　　　　　/var/log/cron
 
#在/var/log/cron中记录系统与特定任务相关的信息
 
# Everybody gets emergency messages
 
*.emerg　　　　　　　　　　　　　　*
 
# emerg 表示系统的消息级别，即，最紧急的消息
 
# Save news errors of level crit and higher in a special file.
 
uucp,news.crit　　　　　　　　　　/var/log/spooler
 
#uncp：uucp子系统，news：新闻子系统，crit：重要类型消息
 
#在/var/log/spooler中记录特殊的uucp和news的文件错误信息，如设备文件
 
# Save boot messages also to boot.log
 
local7.*　　　　　　　　　　/var/log/boot.log
 
# 在/var/log/boot.log 中记录系统启动的消息
 
从该配置文件中得知，syslog 记录的消息来源于系统的不同消息源，如 news、mail 和 uucp等。对于这些消息，syslog 则采用一种向上匹配的功能来分类这些消息。也就是说，syslog 指定一个消息级别，并将高于该级别的所有消息全部存放于某个指定的位置。当然，可以使用“=”来指定只匹配某个级别的消息（如 kern. = alert /dev/console）。但在这样的情况下，对于消息级别越低的消息，其数量越大。因此，我们发现有些日志文件的容量很快就会变得很大，而某些日志文件则需要一段时间才变大。
 
以下是对日志文件syslog消息级别的说明，如表12-1所示。
 

  表12-1 syslog消息级别定义 

 

 [image: figure_0181_0269]

 
还有一种情况，那就是，当某些消息不在定义的这些级别内时，syslog 日志文件系统将使用两个特殊的关键字“*”和none来匹配这些来源或级别的消息，其中none表示忽略所有的消息。
 
除了使用cat等命令来查看syslog中的日志内容外，还可以使用System Logs窗口来查看日志。依次选择 Applications→System→Tools→System Logs 来打开如图12-2所示的 System Logs 界面（RHEL5系列按System→Administration→System Log打开System Log Viewer窗口，如图12-3所示）。
 
对于一些过大的日志文件，不仅阅读不便，还占用大量的系统磁盘空间。因此建议将这些日志文件备份成大小相当的文件并存放好，然后再对源日志文件进行清空，以保证每次读取这些日志文件的内容时都是新内容。
 
下面使用带有-l选项的ls命令查看/var/log/message日志文件的详细信息，并使用cp命令将其备份到/root下，命名为messages1。
 

 [image: figure_0182_0270]

 

  图12-2 System Logs 窗口 

 

 [image: figure_0182_0271]

 

  图12-3 System Logs Viewer窗口 

 
[root@rhl4 ～]# ls-l /var/log/messages ; cp /var/log/messages messages1
 
-rw------- 1 root root 1420 Sep 11 10:11 /var/log/messages
 
接着使用带有-l选项的ls命令查看是否备份成功，并使用echo命令将源文件的内容清空。之后使用cat命令试图获取/var/log/messages文件的内容。
 
[root@rhl4 ～]# ls-l messages1 ; echo > /var/log/messages
 
-rw-r--r--　1　root　root　13624　Sep　10　17:04　messages1
 
[root@rhl4 ～]# cat /var/log/messages
 
使用cat查看/var/log/messages文件的内容，没有得到任何结果，说明操作已将该文件中的内容清空。
 
对日志文件应定时查看，以便发现系统中非正常的活动，并及时制止。同时也可对日志文件进行合理管理，以减少磁盘空间的浪费。
 

 
12.3 系统数据安全
 
没有永远安全的系统，入侵者入侵系统后可能对系统数据进行篡改，或者由于硬件出问题导致计算机没法启动，或者由于天灾导致整个数据中心的数据全部丢失。这些都是我们无法预料到的事情，因此在灾难出现之前，应备份系统的重要数据，以便在系统出现问题时可以在短时间内将数据恢复。
 
对于数据的备份，可分为本地备份和异地备份。既然要对数据进行备份，就涉及备份的策略，目前被采用最多的备份策略主要分为完全备份（每次都对全部数据进行备份）、增量备份（每次备份增加的数据）和差分备份（每次备份的数据相当于上次完全备份加上将新增的数据和修改过的数据再备份）这三类，它们各自有各自的优点，但在实际工作中常结合在一起使用。
 

 
12.3.1 数据备份前的准备
 
要对数据进行备份，首先必须有足够的磁盘空间，其次要有一个好的备份策略，这些必要的条件都满足后才去实施。“足够的磁盘空间”到底指的是多少，这个要根据实际的需要。而“好的备份策略”，说的是要根据当前的环境需要制订一个合理使用所拥有资源的备份方案。
 
对于 Linux 系统的磁盘，其最大的好处是使用逻辑卷来管理，这更好地解决了在磁盘空间不足的情况下直接对磁盘在线扩容，而不会对数据造成影响或者仅有极小的影响。为了演示对数据做备份，首先准备一块10GB的硬盘（在虚拟机关闭的情况下添加），接着开机并对刚添加的磁盘划分磁盘分区（只划分两个分区来做演示），并将分区的System转为LVM格式。
 
[root@rhl5 ～]# ll /dev/sdb*
 
brw-r-----　1　root　disk 8, 16　Jul　9　05:22　/dev/sdb
 
brw-r-----　1　root　disk 8, 17　Jul　9　05:22　/dev/sdb1
 
brw-r-----　1　root　disk 8, 18　Jul　9　05:22　/dev/sdb2
 
[root@rhl5 ～]# fdisk-l /dev/sdb
 
Disk /dev/sdb: 10.7 GB, 10737418240 bytes
 
255 heads, 63 sectors/track, 1305 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Device　Boot　Start　　End　　Blocks　Id　System
 
/dev/sdb1　　　　1　　652　　5237158+　8e　Linux LVM
 
/dev/sdb2　　　653　　1305　5245222+　8e　Linux LVM
 
创建磁盘分区后，把它挂载到Linux操作系统下（只挂载一个分区，即/dev/sdb1）。在挂载磁盘分区之前需要做的工作是：创建逻辑卷，格式化分区后才挂载。
 
把/dev/sdb1分区的全部空间都用于创建逻辑卷。
 
[root@rhl5 ～]# pvcreate /dev/sdb1
 
Physical volume "/dev/sdb1" successfully created
 
[root@rhl5 ～]# vgcreate vgsdb1 /dev/sdb1
 
/dev/cdrom: open failed: Read-only file system
 
/dev/cdrom: open failed: Read-only file system
 
Attempt to close device '/dev/cdrom' which is not open.
 
Volume group "vgsdb1" successfully created
 
[root@rhl5 ～]# lvcreate-n lvsdb1-l+100%FREE vgsdb1
 
Logical volume "lvsdb1" created
 
创建磁盘/dev/sdb1的挂载点。
 
[root@rhl5 ～]# mkdir /data
 
[root@rhl5 ～]# ll-d /data/
 
drwxr-xr-x 2 root root 4096 Jul 8 22:49 /data/
 
在格式化刚创建的逻辑卷前，首先要获取逻辑卷的路径，在格式化后才能挂载到系统。
 
[root@rhl5 ～]# lvscan　# 扫描系统所有的逻辑卷
 
ACTIVE　　　'/dev/vgsdb1/lvsdb1' [4.99 GB] inherit
 
ACTIVE　　　'/dev/VolGroup00/LogVol00' [28.31 GB] inherit
 
ACTIVE　　　'/dev/VolGroup00/LogVol01' [1.56 GB] inherit
 
[root@rhl5 ～]# mkfs-t ext3 /dev/vgsdb1/lvsdb1　# 格式化逻辑卷，RHEL6系列支持ext4
 
mke2fs 1.39 (29-May-2006)
 
Filesystem label=
 
OS type: Linux
 
Block size=4096 (log=2)
 
Fragment size=4096 (log=2)
 
655360 inodes, 1308672 blocks
 
65433 blocks (5.00%) reserved for the super user
 
First data block=0
 
Maximum filesystem blocks=1342177280
 
40 block groups
 
32768 blocks per group, 32768 fragments per group
 
16384 inodes per group
 
Superblock backups stored on blocks:
 
32768, 98304, 163840, 229376, 294912, 819200, 884736
 
Writing inode tables: done
 
Creating journal (32768 blocks): done
 
Writing superblocks and filesystem accounting information: done
 
This filesystem will be automatically checked every 22 mounts or
 
180 days, whichever comes first.　Use tune2fs-c or-i to override.
 
[root@rhl5 ～]# mount /dev/vgsdb1/lvsdb1 /data　# 挂载逻辑卷到/data目录
 
[root@rhl5 ～]# mount　# 检查挂载是否成功
 
/dev/mapper/VolGroup00-LogVol00 on / type ext3 (rw)
 
proc on /proc type proc (rw)
 
sysfs on /sys type sysfs (rw)
 
devpts on /dev/pts type devpts (rw,gid=5,mode=620)
 
/dev/sda1 on /boot type ext3 (rw)
 
tmpfs on /dev/shm type tmpfs (rw)
 
none on /proc/sys/fs/binfmt_misc type binfmt_misc (rw)
 
sunrpc on /var/lib/nfs/rpc_pipefs type rpc_pipefs (rw)
 
/dev/mapper/vgsdb1-lvsdb1 on /data type ext3 (rw)
 
如果想看所挂载逻辑卷的磁盘空间使用情况，可以执行以下命令。
 
[root@rhl5 ～]# df-h
 
Filesystem　　　Size　Used　Avail Use% Mounted on
 
/dev/mapper/VolGroup00-LogVol00
 
28G　2.4G　24G　9%　/
 
/dev/sda1　　　99M　12M　82M　13%　/boot
 
tmpfs　　　　395M　0　395M　0%　/dev/shm
 
/dev/mapper/vgsdb1-lvsdb1
 
5.0G　139M　4.6G　3%　/data
 
如果想/dev/mapper/vgsdb1-lvsdb1 逻辑卷在开机时自动挂载到/data 目录下，则可在/etc/fstab文件中配置，配置的格式为：
 
/dev/mapper/vgsdb1-lvsdb1 /data ext3 defaults 0 0
 
如果使用一块旧的硬盘来做备份，若该硬盘是 LVM 格式的，就需要首先依次删除逻辑卷、卷组、物理卷，接着删除硬盘的所有分区，之后再格式化即可得到一个空的硬盘了。
 

 
12.3.2 数据备份
 
通常，在数据备份时，一般本地备份和异地备份同时进行，这样可以避免在本地备份出问题时从异地备份中恢复数据。在备份时，对于一些长时间不变化的数据可以直接打包存放，而对于一些动态的数据（即每天都有新的数据），当数据量变化比较大时，就需要按时备份。
 
1．数据本地备份
 
数据本地备份，形象地说，就是为本系统的某些数据创建一个“副本”，然后把这个“副本”放在本系统的某个分区中。
 
在Linux系统下有多个命令可以用来为备份数据，这些命令包括归档命令、压缩及同步命令等。如，使用cp命令把数据复制到指定的路径下，或者在空间不足的情况下使用gzip命令压缩数据，或使用rsync命令实现数据的同步。
 
使用cp命令做备份，就相当于备份策略中的完全备份，若是把同名的数据目录备份到同一位置下，后果就是原先的数据被覆盖或者忽略覆盖，这种备份策略更适合于一些长期不使用或使用次数少的数据。
 
如把/boot/grub/目录直接复制到/data目录下。
 
[root@rhl5 ～]# cp-rv /boot/grub/ /data/ # 选项v 表示显示复制的过程
 
`/boot/grub/'-> `/data/grub' # 表示数据从/boot/grub 移动到/data
 
`/boot/grub/reiserfs_stage1_5'-> `/data/grub/reiserfs_stage1_5'
 
`/boot/grub/device.map'-> `/data/grub/device.map'
 
`/boot/grub/aa.txt.gz'-> `/data/grub/aa.txt.gz'
 
`/boot/grub/e2fs_stage1_5'-> `/data/grub/e2fs_stage1_5'
 
`/boot/grub/ufs2_stage1_5'-> `/data/grub/ufs2_stage1_5'
 
`/boot/grub/splash.xpm.gz'-> `/data/grub/splash.xpm.gz'
 
`/boot/grub/vstafs_stage1_5'-> `/data/grub/vstafs_stage1_5'
 
`/boot/grub/menu.lst'-> `/data/grub/menu.lst'
 
`/boot/grub/fat_stage1_5'-> `/data/grub/fat_stage1_5'
 
`/boot/grub/jfs_stage1_5'-> `/data/grub/jfs_stage1_5'
 
`/boot/grub/xfs_stage1_5'-> `/data/grub/xfs_stage1_5'
 
`/boot/grub/ffs_stage1_5'-> `/data/grub/ffs_stage1_5'
 
`/boot/grub/iso9660_stage1_5'-> `/data/grub/iso9660_stage1_5'
 
`/boot/grub/minix_stage1_5'-> `/data/grub/minix_stage1_5'
 
`/boot/grub/stage2'-> `/data/grub/stage2'
 
`/boot/grub/grub.conf'-> `/data/grub/grub.conf'
 
`/boot/grub/stage1'-> `/data/grub/stage1'
 
[root@rhl5 ～]# ls-l /data/
 
total 4
 
drwxr-xr-x 2 root root 4096 Jul 9 22:36 grub
 
结果显示已完成把/boot/grub备份到/data/下，如果在/boot/grub目录内容更新后要把更新的数据备份到/data/grub/下，就出现是否要覆盖原先数据的提示，对于这个问题可以使用带 u 选项的cp命令来解决。
 
不过在数据的备份中，推荐用 rsync 命令来备份。由于该命令做数据的同步备份，它在执行后就对比数据源目录与数据备份目录的数据，并把不同的数据同步到备份目录。如下命令把/etc目录同步到/data/etc目录下。
 
[root@rhl5 ～]# rsync-av /etc/ /data/etc/
 
building file list ... done
 
./
 
.pwd.lock
 
DIR_COLORS
 
DIR_COLORS.xterm
 
Muttrc
 
Muttrc.local
 
a2ps-site.cfg
 
a2ps.cfg
 
adjtime
 
aliases
 
aliases.db
 
anacrontab
 
asound.state
 
at.deny
 
auto.master
 
auto.misc
 
auto.net
 
auto.smb
 
autofs_ldap_auth.conf
 
bashrc
 
capi.conf
 
cdrecord.conf
 
conman.conf
 
cron.deny
 
crontab
 
csh.cshrc
 
csh.login
 
dhcp6c.conf
 
dnsmasq.conf
 
……
 
如果/etc目录下的数据没有更新，那么在执行rsync命令同步数据时就不会把数据同步到指定的路径下。
 
[root@rhl5 ～]# rsync-av /etc/ /data/etc/
 
building file list ... done
 
sent 57275 bytes received 20 bytes 114590.00 bytes/sec
 
total size is 97846131 speedup is 1707.76
 
如果/etc目录的数据有更新，那么rsync命令只同步更新的数据。
 
[root@rhl5 ～]# rsync-av /etc/ /data/etc/
 
building file list ... done
 
./
 
aa.txt.gz
 
sent 66157 bytes received 48 bytes 132410.00 bytes/sec
 
total size is 97854942 speedup is 1478.06
 
若备份空间不足，则可以把一些需要长期不使用的数据经压缩后存放。tar命令是一个支持压缩的命令，如使用该命令来对/var目录进行压缩并将压缩后的数据存放到/data目录下。
 
[root@rhl5 ～]# cd /
 
[root@rhl5 /]# tar czfv data/var0709.tar.gz var/ # 把var目录的数据压缩后放到/data目录下
 
var/
 
var/db/
 
var/db/nscd/
 
var/db/Makefile
 
var/nis/
 
var/local/
 
var/cvs/
 
var/gdm/
 
var/gdm/.cookie
 
var/lib/
 
var/lib/rpm/
 
var/lib/rpm/Dirnames
 
var/lib/rpm/Provideversion
 
var/lib/rpm/Sha1header
 
var/lib/rpm/__db.001
 
var/lib/rpm/Filemd5s
 
var/lib/rpm/Triggername
 
var/lib/rpm/Name
 
var/lib/rpm/Group
 
var/lib/rpm/Sigmd5
 
var/lib/rpm/Packages
 
var/lib/rpm/Installtid
 
var/lib/rpm/Pubkeys
 
var/lib/rpm/__db.002
 
var/lib/rpm/Requireversion
 
var/lib/rpm/__db.003
 
var/lib/rpm/Requirename
 
var/lib/rpm/Providename
 
var/lib/rpm/Conflictname
 
var/lib/rpm/Basenames
 
var/lib/nfs/
 
……
 
当然，也可以不用切换到根（/）目录下压缩，不过，在其他目录下压缩时，就产生一些提示信息，但压缩操作是成功的。
 
[root@rhl5 ～]# tar czvf /data/var_0709_1.tar.gz /var/
 
tar: Removing leading `/' from member names
 
var/
 
var/db/
 
var/db/nscd/
 
var/db/Makefile
 
var/nis/
 
var/local/
 
var/cvs/
 
var/gdm/
 
var/gdm/.cookie
 
var/lib/
 
var/lib/rpm/
 
var/lib/rpm/Dirnames
 
……
 
2．数据异地备份
 
数据的远程备份涉及两个名词，即服务器端和客户端。一般而言，性能好的机器就作为服务器端，而性能相对不好的机器就作为客户端。在远程备份的过程中，还涉及两个动词，即推和拉。如果从客户端把数据往服务器传，那就就可以说向服务器端推送数据；如果从服务器端把客户端的数据移到服务器，那么就说把客户端数据拉到服务器端。
 
关于远程备份的命令，有scp远程复制命令、rsync同步等。在未配置的情况下，当使用scp命令把数据复制到远程主机时，需要输入远程主机的密码。如下命令把本地主机（192.168.217.15）的/data目录下的grub目录复制到远程主机（192.168.217.14）的/data目录下。
 
[root@rhl4 ～]# mkdir /data
 
[root@rhl5 ～]# scp-r /data/grub 192.168.217.14:/data
 
The authenticity of host '192.168.217.14 (192.168.217.14)' can't be established.
 
RSA key fingerprint is 44:d5:9e:66:97:92:9c:53:aa:ad:44:d1:7b:68:f8:6b.
 
Are you sure you want to continue connecting (yes/no)? yes # 输入yes 确认连接
 
Warning: Permanently added '192.168.217.14' (RSA) to the list of known hosts.
 
root@192.168.217.14's password:# 输入远程主机root 密码
 
device.map　　　　　　　100%　63　　0.1KB/s　00:00
 
iso9660_stage1_5　　　　　　100%　6720　6.6KB/s　00:00
 
splash.xpm.gz　　　　　　　100%　32KB　31.7KB/s　00:00
 
grub.conf　　　　　　　　100%　620　　0.6KB/s　00:00
 
ffs_stage1_5　　　　　　　100%　6720　6.6KB/s　00:00
 
ufs2_stage1_5　　　　　　　100%　7072　6.9KB/s　00:00
 
xfs_stage1_5　　　　　　　100%　8904　8.7KB/s　00:00
 
e2fs_stage1_5　　　　　　　100%　7584　7.4KB/s　00:00
 
minix_stage1_5　　　　　　　100%　6880　6.7KB/s　00:00
 
jfs_stage1_5　　　　　　　100%　8192　8.0KB/s　00:00
 
vstafs_stage1_5　　　　　　100%　6272　6.1KB/s　00:00
 
stage1　　　　　　　　　100%　512　　0.5KB/s　00:00
 
stage2　　　　　　　　　100%　103KB　102.5KB/s　00:00
 
fat_stage1_5　　　　　　　100%　7456　7.3KB/s　00:00
 
reiserfs_stage1_5　　　　　　100%　9248　9.0KB/s　00:00
 
menu.lst　　　　　　　　100%　620　　0.6KB/s　00:00
 
对于需要手动输入密码的备份方式，并不太适合于实际的生产环境，因为备份需要消耗一定的资源，所以一般选择在夜间进行。几乎没有人专门等到夜间备份的时候输入密码，而是寻找其他的解决方式，而rsync同步就是一种不错的选择。
 
当使用rsync远程同步数据时，需要配置客户端和服务器端。如，把192.168.217.15作为服务器端，然后把数据同步到客户端192.168.217.14上。
 
目的：把192.168.217.15机器的/data/etc目录同步到192.168.217.14机器的/data目录下。
 
客户端配置：首先是配置服务/etc/rsyncd.conf 文件，并写入如下配置内容（一般情况下，该文件是不存在的）。
 
[root@rhl4 ～]# vi /etc/rsyncd.conf
 
uid=root
 
gid=root
 
use chroot=no
 
log file=/var/log/rsyncd.log
 
pid file=/var/run/rsyncd.pid
 
lock file=/var/run/rsyncd.lock
 
[15bak]　　# 服务名称
 
path=/data/ # 备份目录路径
 
read only = no
 
write only = no
 
list = no
 
hosts allow = 192.168.217.15 # 只允许具有此IP 的服务器访问
 
#auth users = cat
 
#secrets file = /etc/rsyncd.secre
 
接着是按照服务名称的路径创建目录（由于在上次操作时该目录已经创建，因此这时就不需要再次创建了）。
 
接着执行命令开放3600端口（RHEL4/5系列Linux系统rsync文件的路径都相同）。
 
[root@rhl4 ～]# /usr/bin/rsync--daemon--port=3600 # 直接调用rsync 文件来开放3600 端口
 
[root@rhl4 ～]# netstat-an | grep 3600 # 确认3600 端口是否被监听
 
tcp　　0　0 0.0.0.0:3600　　　0.0.0.0:*　　　　LISTEN
 
tcp　　0　0 :::3600　　　　　:::*　　　　　LISTEN
 
服务器端配置：服务器端就是用于执行备份命令的，在 rsync 备份的过程中，默认使用 873端口，如果要用其他端口就需要开放，还需要启动rsync服务进程。
 
[root@rhl5 ～]# /usr/bin/rsync--daemon # 启动rsync 服务进程，此次启动只对本次有效
 
接着就可以执行以下命令行来进行远程的同步备份了。
 
[root@rhl5 ～]# /usr/bin/rsync-vzrtopg /data/etc 192.168.217.14::15bak/--port=3600
 
building file list ... done
 
etc/
 
etc/.pwd.lock
 
etc/DIR_COLORS
 
etc/DIR_COLORS.xterm
 
etc/Muttrc
 
etc/Muttrc.local
 
etc/NetworkManager/
 
etc/NetworkManager/VPN/
 
etc/NetworkManager/dispatcher.d/
 
etc/NetworkManager/nm-system-settings.conf
 
etc/X11/
 
etc/X11/Xmodmap
 
etc/X11/Xresources
 
etc/X11/applnk/
 
etc/X11/fs/
 
etc/X11/fs/config
 
etc/X11/prefdm
 
etc/X11/serverconfig/
 
etc/X11/sysconfig/
 
etc/X11/twm/
 
etc/X11/twm/system.twmrc
 
etc/X11/xinit/
 
etc/X11/xinit/Xclients
 
etc/X11/xinit/Xclients.d/
 
etc/X11/xinit/Xsession
 
etc/X11/xinit/xinitrc
 
etc/X11/xinit/xinitrc-common
 
etc/X11/xinit/xinitrc.d/
 
etc/X11/xinit/xinitrc.d/localuser.sh
 
etc/X11/xinit/xinitrc.d/sabayon-xinitrc.sh
 
etc/X11/xinit/xinitrc.d/wacomcpl.sh
 
etc/X11/xinit/xinitrc.d/xinput.sh
 
……
 

 
12.3.3 数据恢复
 
数据恢复的原理就是备份的逆向操作。在数据恢复的过程中，使用的是向远端系统“推”送或者在远端“拉”的方式（这主要取决于当备份数据时哪个系统配置了同步配置文件），而且这些被推送到远端系统的数据位置与之前的位置应相同，这样应用程序无法读取恢复的数据。
 
由于数据的恢复与数据备份的操作基本相同，因此只简单介绍数据恢复需要做的工作。在上一节中是把192.168.217.15机器的/data/etc和/data/grub目录备份到192.168.217.14机器的/data目录下，假设现在192.168.217.15机器的/data/grub误操作后被删除。
 
目的：把192.168.217.14机器的/data/grub恢复到192.168.217.15的/data目录下。
 
配置说明：由于192.168.217.14机器配置了rsync同步配置文件/etc/rsyncd.conf，因此为了简化配置过程，依然把它作为客户端。
 
另外，为了模拟数据恢复的过程，把192.168.217.15机器的/data/grub目录删除。
 
数据恢复操作：很明显，由于192.168.217.14机器作为客户端，因此192.168.217.15机器就只能作为服务器端，于是在条件满足后就可以在192.168.217.15机器上执行命令恢复数据。
 
[root@rhl5 ～]# /usr/bin/rsync-vzrtopg 192.168.217.14::15bak/ /data/grub--port=3600
 
receiving file list ... done
 
created directory /data/grub
 
./
 
etc/
 
etc/NetworkManager/
 
etc/NetworkManager/VPN/
 
etc/NetworkManager/dispatcher.d/
 
etc/X11/
 
etc/X11/applnk/
 
etc/X11/fs/
 
etc/X11/serverconfig/
 
etc/X11/sysconfig/
 
etc/X11/twm/
 
etc/X11/xinit/
 
etc/X11/xinit/Xclients.d/
 
etc/X11/xinit/xinitrc.d/
 
etc/X11/xinit/xinput.d/
 
etc/acpi/
 
etc/acpi/actions/
 
etc/acpi/events/
 
etc/alchemist/
 
etc/alchemist/namespace/
 
etc/alchemist/switchboard/
 
etc/alsa/
 
etc/alsa/cards/
 
etc/alsa/cards/SI7018/
 
…‥
 
数据恢复是将一些没有更新的数据还原回去，因此若两个系统都未配置 rsync 配置文件，则可以选择更简单的办法来解决，那就是使用scp命令进行远程复制。如把192.168.217.14机器的/var远程复制到192.168.217.15机器的/data目录下。
 
[root@rhl5 ～]# scp-r 192.168.217.14:/var /data/
 
root@192.168.217.14's password:　# 输入远端系统的密码
 
kdc.conf　　　　　　　　　　100%　427　0.4KB/s　00:00
 
kadm5.acl　　　　　　　　　　100%　22　0.0KB/s　00:00
 
xinput-zh_TW　　　　　　　　　100%　101　0.1KB/s　00:00
 
xinput-gu_IN　　　　　　　　　100%　69　0.1KB/s　00:00
 
xinput-kn_IN　　　　　　　　　100%　69　0.1KB/s　00:00
 
xinput-hi_IN　　　　　　　　　100%　69　0.1KB/s　00:00
 
jre_gcj　　　　　　　　　　　100%　139　0.1KB/s　00:00
 
jre_1.4.2　　　　　　　　　　100%　145　0.1KB/s　00:00
 
xinput-te_IN　　　　　　　　　100%　69　0.1KB/s　00:00
 
xinput-zh_CN　　　　　　　　　100%　108　0.1KB/s　00:00
 
etags　　　　　　　　　　　100%　70　0.1KB/s　00:00
 
java_sdk_gcj　　　　　　　　　100%　148　0.1KB/s　00:00
 
xinput-pa_IN　　　　　　　　　100%　69　0.1KB/s　00:00
 
java_sdk_1.4.2　　　　　　　　　100%　154　0.2KB/s　00:00
 
mta　　　　　　　　　　　100%　1273　1.2KB/s　00:00
 
xinput-ko_KR　　　　　　　　　100%　101　0.1KB/s　00:00
 
javac　　　　　　　　　　　100%　431　0.4KB/s　00:00
 
java　　　　　　　　　　　100%　257　0.3KB/s　00:00
 
xinput-ta_IN　　　　　　　　　100%　69　0.1KB/s　00:00
 
xinput-ml_IN　　　　　　　　　100%　69　0.1KB/s　00:00
 
xinput-ja_JP　　　　　　　　　100%　185　0.2KB/s　00:00
 
xinput-bn_BD　　　　　　　　　100%　69　0.1KB/s　00:00
 
xinput-bn_IN　　　　　　　　　100%　69　0.1KB/s　00:00
 
print　　　　　　　　　　　100%　861　0.8KB/s　00:00
 
Conflictname　　　　　　　　　100%　12KB　12.0KB/s　00:00
 
Providename　　　　　　　　　100%　336KB　336.0KB/s　00:00
 
Packages　　　　　　　　　　100%　52MB　6.6MB/s　00:08
 
Sha1header　　　　　　　　　　100%　168KB　168.0KB/s　00:00
 
Installtid　　　　　　　　　　100%　20KB　20.0KB/s　00:00
 
…‥
 
对于一些已经压缩的备份数据，在恢复时要么先解压缩后恢复，要么传送到目的主机后再解压缩，选择哪类方式主要还取决于当时的环境。
 

 
12.4 系统网络安全
 
在现在网络威胁中，网络攻击是常见的方式之一。其主要包括攻击者向本地主机发送恶意流量来使系统不可用（如对本地系统进行ping操作）和利用系统漏洞获取系统的控制权。
 

 
12.4.1 防火墙
 
为了降低网络攻击成功的概率，应尽可能使本地系统更安全，才能有效地应对网络攻击。系统防火墙是抵御网络攻击的第一道防线，因此，对防火墙的合理配置将能够有效地防止系统被攻击。
 
在系统安装时，我们并未启用防火墙（只是为了使用方便），但在接入Internet后会使得系统被成功攻击的概率大大增加，因此使用防火墙将为系统提供一定的安全保护。
 
启动系统防火墙设置的界面即Security Level Configuration。可以使用如下步骤来打开它：Applications→System Settings→ Security Level，如图12-4所示（在Red Hat Enterprises 5 系列Linux 中，顺序是System→Administration→Security Level and Firewall）。之后将看到如图12-5所示的Security Level Configuration界面。
 

 [image: figure_0190_0272]

 

  图12-4 打开Security Level Configuration界面的步骤 

 
Security Level Configuration界面打开后，接着启动系统防火墙并设定相关的设置来对系统进行保护。由于系统不是 SELinux，因此选择 Firewall Options 选项卡，并在Security Level下拉列表中选择Enable Firewall 来启用防火墙，如图12-6所示（或用service命令来启动，或用chkconfig命令来设置开机启动项，防火墙的进程名为iptables）。
 

 [image: figure_0191_0273]

 

  图12-5 Security Level Configuration界面 

 

 [image: figure_0191_0274]

 

  图12-6 启用防火墙 

 
之后就可以在Trusted Services列表中启动一些可信的服务，如图12-7所示，启动除Telnet以外的其他服务（可依个人需要进行设置），并在Trusted Devices 列表中选择eth0 服务。而对于Other Ports 选项的设置，可以输入信赖的端口号来允许该服务。
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  图12-7 Trusted services 的设置 

 
设置Trusted Services完成之后，然后单击OK按钮，之后弹出系统警告信息，若确认启用防火墙及可信服务，此时单击Yes按钮即可启用系统防火墙。
 
仅依靠系统防火墙的保护，是没法真正保护系统安全的。除了使用防火墙之外，还需要对系统的一些默认设置做相应的更改，默认设置在很大程度上是不安全的，如默认情况下允许匿名用户登录系统等。
 

 
12.4.2 其他设置
 
在远程登录系统时，都使用 ftp 等协议进行通信，而在信息传送的过程中别人有可能监听并查看这些信息。若信息以明码方式进行传送，对于重要的资料，后果非常严重。
 
1．SSH传输协议
 
为尽可能避免信息在传输过程中被截获并破解，在信息传送时应使用SSH等协议进行传送，以降低数据在传送过程中泄露的风险。
 
用于信息传送等的SSH（Secure Shell Protocol）协议是一种通过加密的网络流远程连接协议，它可以防止信息数据包在传送过程中被截获。它提供远程访问、文件传输、基于密钥的用户和主机认证以及X11会话等功能。
 
2．死亡之ping命令
 
在测试IP地址时，使用ping接IP地址来对某个IP的可用性进行测试。在测试时，一般使用带有选项-c的ping命令来测试，若使用不带任何选项的ping命令，将一直向主机发送数据包，若主机对该地址（端口）进行监视，将对ping进行响应，直到手动结束。
 
命令 ping 允许用户发送大于 65 536 字节的数据包，当把这些数据包发送到目标主机时，目标主机对这些非法数据包的分片进行重组，用于当数据包过大而使得在存储这些数据时产生缓冲区溢出。就由于这个简单的攻击使ping赢得了“死亡之ping”的美称。
 
而如今的机器虽可对 ping 发送的数据包进行处理，但当使用多个 ping 一起向目标主机发送ping请求时，目标主机就会对ping进行应答而忽略其他服务的请求，最终导致其他合法的服务没得到响应，即产生了所谓的拒绝服务（DOS）攻击。
 
为了避免不必要的麻烦，可使用如下命令行使系统对ping没有反应。接着对系统进行ping，测试设置是否成功。
 
使用echo命令取消系统对ping的响应。
 
[root@rhl4 ～]# echo 1 > /proc/sys/net/ipv4/icmp_echo_ignore_all
 
命令执行后，没有任何提示，接着使用ping对系统进行ping操作。
 
[root@rhl4 ～]# ping 192.168.60.0-c 3
 
PING 192.168.60.0 (192.168.60.0) 56(84) bytes of data.
 
--- 192.168.60.0 ping statistics---
 
3 packets transmitted, 0 received, 100% packet loss, time 2001ms
 
输出显示，没得到我们想要的结果。在需要对系统使用ping命令时，可以使用如下命令行开启系统响应ping的功能，并进行ping测试。
 
[root@rhl4 ～]# echo 0 > /proc/sys/net/ipv4/icmp_echo_ignore_all
 
对系统进行ping操作。
 
[root@rhl4 ～]# ping-c 3 192.168.60.0
 
PING 192.168.60.0 (192.168.60.0) 56(84) bytes of data.
 
64 bytes from 192.168.60.0: icmp_seq = 0 ttl = 64 time = 1.06 ms
 
64 bytes from 192.168.60.0: icmp_seq = 1 ttl = 64 time = 0.128 ms
 
64 bytes from 192.168.60.0: icmp_seq = 2 ttl = 64 time = 0.072 ms
 
--- 192.168.60.0 ping statistics---
 
3 packets transmitted, 3 received, 0% packet loss, time 2002ms
 
rtt min/avg/max/mdev = 0.072/0.423/1.069/0.457 ms, pipe 2
 
输出结果显示，主机对 ping 命令可正常响应。建议在需要时开启 ping 的功能，在不需要时关闭系统对ping响应的功能。
 
要保护系统的安全，这些工作是远远不够的。要是可以，尽量不要使用系统的默认设置，同时也使用一些软件来辅助管理，以随时发现系统被非法用户访问或遭到攻击。
 

 
第13章 系统性能监控
 
本章主要内容
 
● Linux 系统进程。
 
● 系统磁盘资源。
 
● 系统内存和CPU。
 
对系统进行监控，可以及时发现系统出现的问题并对发现的问题进行修复。而这些工作也是系统管理员的工作之一，系统管理员可通过各类工具来辅助查找系统存在的问题，当然，也可以通过查看系统日志来发现问题并对系统所出现的问题进行修复。
 

 
13.1 Linux 系统进程
 

 
13.1.1 系统进程信息
 
前面提到系统启动的第一个进程是init进程，系统中的其他进程都由此进程产生并受它控制。也就是说，进程有创建、执行以及撤销和消亡的生命周期。所谓的进程（process）即可以被认为是一个具有独立功能的程序在一个数据集合上的一次动态执行过程。但需要注意的是，一个进程只能对应一个程序。
 
进程是系统进行资源分配和调度的一个独立处理单位，其使用CPU和内存等资源来运行。进程通常由三部分组成：程序、数据集合、进程控制块（PCB）。其具有动态性、独立性和并发执行的结构化三个特点。
 
在系统中，每一个进程都有一个唯一的标识符，即进程ID（Process ID，PID），此PID是在进程启动时系统为其分配的。在Linux系统中，除了init进程之外，其他进程都是系统通过调用fork()和clone()函数创建的进程。而创建的子进程的数据来源于其前一个进程的数据，子进程的前一个进程称为父进程。
 
由于进程是逐级创建的，因此其显得像一棵倒立的树，树最顶层的进程是init进程，即根据进程。每个进程都是该进程树中的一个节点。可以使用pstree命令来查看系统中进程的分布结构。
 
[root@rhl5 ～]# pstree
 
init-+-acpid
 
|-anacron
 
|-atd
 
|-auditd-+-audispd---{audispd}
 
|　　`-{auditd}
 
|-automount---4*[{automount}]
 
|-avahi-daemon---avahi-daemon
 
|-bonobo-activati---{bonobo-activati}
 
|-bt-applet
 
|-clock-applet
 
|-crond
 
|-cupsd
 
|-2*[dbus-daemon]
 
|-dbus-launch
 
|-eggcups
 
|-escd---{escd}
 
|-events/0
 
|-gam_server
 
|-gconfd-2
 
|-gnome-keyring-d
 
|-gnome-panel
 
|-gnome-power-man
 
|-gnome-screensav
 
|-gnome-settings----{gnome-settings-}
 
|-gnome-terminal-+-bash---pstree
 
|　　　|-gnome-pty-helpe
 
|　　　`-{gnome-terminal}
 
|-gnome-vfs-daemo
 
|-gpm
 
|-hald---hald-runner-+-hald-addon-acpi
 
|　　　　|-hald-addon-keyb
 
|　　　　`-hald-addon-stor
 
|-hcid
 
|-hidd
 
|-hpiod
 
|-khelper
 
|-klogd
 
|-krfcommd
 
|-ksoftirqd/0
 
|-kthread-+-aio/0
 
……
 
Linux 是一个支持多用户同时登录和可同时执行多任务的操作系统，而每个任务都是一个独立的子进程，这也就意味着，可以同时运行多个进程。当输入一条命令时，就开启了一个新的进程，而当需要在后台运行进程时，只要在命令后面加上“&”即可。
 
在Linux中，如何查看系统进程的基本信息呢？在Linux中，常用于查看系统进程的命令是ps（process status）命令，可通过它来查看系统进程的最基本信息。其命令格式如下。
 
PS [选项]
 
在ps命令中，其常用的选项有如下几个。
 
●-A：显示所有的进程，与选项-e 的显示结果一样。
 
●-f：全格式输出。
 
●-h：以不显示标题的形式输出。
 
●-l：以长格式的形式输出。
 
●-r：只显示正在运行的进程。
 
●-T：只显示当前终端中运行的进程。
 
●-x：显示无控制终端的进程。
 
可以使用ps命令查看当前系统中有哪些进程在运行，以及这些进程的相关信息，如进程状态、进程号、运行时间及使用的虚拟终端等。如下所示，输入不带任何选项的ps命令查看进程信息。
 
[root@rhl5 ～]# ps
 
PID　　TTY　　TIME　　　CMD
 
4805　　pts/0　　00:00:00　　　bash
 
15790　　pts/0　　00:00:00　　　ps
 
从输出中可以看到，其各字段分别为：PID为进程ID，TTY即为该进程所使用的终端号，而TIME是该进程运行时占用CPU的时间，CMD为启动该进程的命令。bash是登录系统后执行的第一条命令，而ps则是在输入ps时所执行的命令。
 
当然，也可以使用带有其他选项的ps命令查看系统进程的更多信息。
 
[root@rhl5 ～]# ps-ef
 
UID　　PID　PPID　C　STIME　TTY　　TIME　　　CMD
 
root　　1　0　0　10:51　?　　00:00:01　init [3]
 
root　　2　1　0　10:51　?　　00:00:00　[migration/0]
 
root　　3　1　0　10:51　?　　00:00:00　[ksoftirqd/0]
 
root　　4　1　0　10:51　?　　00:00:00　[watchdog/0]
 
root　　5　1　0　10:51　?　　00:00:00　[events/0]
 
root　　6　1　0　10:51　?　　00:00:00　[khelper]
 
root　　7　1　0　10:51　?　　00:00:00　[kthread]
 
root　　10　7　0　10:51　?　　00:00:00　[kblockd/0]
 
root　　11　7　0　10:51　?　　00:00:00　[kacpid]
 
root　　177　7　0　10:51　?　　00:00:00　[cqueue/0]
 
root　　180　7　0　10:51　?　　00:00:00　[khubd]
 
root　　182　7　0　10:51　?　　00:00:00　[kseriod]
 
root　　245　7　0　10:51　?　　00:00:00　[pdflush]
 
root　　246　7　0　10:51　?　　00:00:00　[pdflush]
 
root　　247　7　0　10:51　?　　00:00:00　[kswapd0]
 
root　　248　7　0　10:51　?　　00:00:00　[aio/0]
 
root　　466　7　0　10:51　?　　00:00:00　[kpsmoused]
 
root　　496　7　0　10:51　?　　00:00:00　[mpt_poll_0]
 
root　　497　7　0　10:51　?　　00:00:00　[scsi_eh_0]
 
root　　500　7　0　10:51　?　　00:00:00　[ata/0]
 
root　　501　7　0　10:51　?　　00:00:00　[ata_aux]
 
root　　506　7　0　10:51　?　　00:00:00　[kstriped]
 
……
 
以下是使用带有选项-ef的ps命令输出的各字段的简单说明。
 
UID：　运行该进程的用户
 
PID：　进程的ID
 
PPID：　父进程ID
 
C：　执行该进程时CPU调度的情况
 
STIME： 该进程的启动时间
 
TTY：　所使用的虚拟终端号
 
TIME：　进程所使用的CPU时间
 
CMD：　启动该进程的命令
 
执行带有e和f选项的ps命令输出的结果很多，为了更直观，可以利用管道（|）传送到more中显示，使用空格键查看下一页，按Q键退出。
 
[cat@cat ～]$ ps-ef | more
 
UID　　PID　PPID　C　STIME　TTY　　TIME　　　CMD
 
root　　1　0　0　10:51　?　　00:00:01　init [3]
 
root　　2　1　0　10:51　?　　00:00:00　[migration/0]
 
root　　3　1　0　10:51　?　　00:00:00　[ksoftirqd/0]
 
root　　4　1　0　10:51　?　　00:00:00　[watchdog/0]
 
root　　5　1　0　10:51　?　　00:00:00　[events/0]
 
root　　6　1　0　10:51　?　　00:00:00　[khelper]
 
root　　7　1　0　10:51　?　　00:00:00　[kthread]
 
root　　10　7　0　10:51　?　　00:00:00　[kblockd/0]
 
root　　11　7　0　10:51　?　　00:00:00　[kacpid]
 
root　　177　7　0　10:51　?　　00:00:00　[cqueue/0]
 
root　　180　7　0　10:51　?　　00:00:00　[khubd]
 
root　　182　7　0　10:51　?　　00:00:00　[kseriod]
 
root　　245　7　0　10:51　?　　00:00:00　[pdflush]
 
root　　246　7　0　10:51　?　　00:00:00　[pdflush]
 
root　　247　7　0　10:51　?　　00:00:00　[kswapd0]
 
--More--
 
其实，从以上输出中，我们并未得到这些进程的资源使用情况，如CPU的使用率、内存的使用率及进程的启动时间等。要知道这些信息，可以执行带有选项-aux的ps命令来查看系统中所有进程的资源使用情况。
 
[root@rhl5 ～]# ps aux
 
USER　PID　%CPU　%MEM　VSZ　RSS　TTY　STAT START　TIME　COMMAND
 
root　　1　0.0　0.1　2072　652　?　Ss　10:51　0:01　init [3]
 
root　　2　0.0　0.0　0　0　?　S<　10:51　0:00　[migration/0]
 
root　　3　0.0　0.0　0　0　?　SN　10:51　0:00　[ksoftirqd/0]
 
root　　4　0.0　0.0　0　0　?　S<　10:51　0:00　[watchdog/0]
 
root　　5　0.0　0.0　0　0　?　S<　10:51　0:00　[events/0]
 
root　　6　0.0　0.0　0　0　?　S<　10:51　0:00　[khelper]
 
root　　7　0.0　0.0　0　0　?　S<　10:51　0:00　[kthread]
 
root　　10　0.0　0.0　0　0　?　S<　10:51　0:00　[kblockd/0]
 
root　　177　0.0　0.0　0　0　?　S<　10:51　0:00　[cqueue/0]
 
root　　180　0.0　0.0　0　0　?　S<　10:51　0:00　[khubd]
 
root　　182　0.0　0.0　0　0　?　S<　10:51　0:00　[kseriod]
 
root　　245　0.0　0.0　0　0　?　S　10:51　0:00　[pdflush]
 
root　　246　0.0　0.0　0　0　?　S　10:51　0:00　[pdflush]
 
root　　247　0.0　0.0　0　0　?　S<　10:51　0:00　[kswapd0]
 
root　　248　0.0　0.0　0　0　?　S<　10:51　0:00　[aio/0]
 
root　　466　0.0　0.0　0　0　?　S<　10:51　0:00　[kpsmoused]
 
root　　496　0.0　0.0　0　0　?　S<　10:51　0:00　[mpt_poll_0]
 
root　　497　0.0　0.0　0　0　?　S<　10:51　0:00　[scsi_eh_0]
 
root　　500　0.0　0.0　0　0　?　S<　10:51　0:00　[ata/0]
 
root　　501　0.0　0.0　0　0　?　S<　10:51　0:00　[ata_aux]
 
……
 
以下是对使用带有选项-aux的ps命令输出的各字段的简单说明。
 
USER：　运行该进程的用户
 
%CPU：　运行该进程时CPU的使用率
 
%MEM：　运行进程时内存的使用率
 
VSZ：　进程占用虚拟内存的大小
 
STAT：　进程的状态，S表示睡眠，R表示在运行
 
START： 进程的启动时间
 
COMMAND：启动进程的命令
 
以上关于进程的信息都以静态形式显示。而在Linux系统下还提供诸如top等命令以动态形式显示进程的相关信息。
 
top命令是一个优秀的交互式实用工具，它提供了关于整体Linux性能的几个概要行，但主要报告系统进程的相关信息。使用 top 命令可以按照个人偏好定制进程显示方式，添加字段且可按照不同的指标对进程表排序，甚至可以使用top命令注销系统进程。
 
top提供一种监控进程和Linux整体性能的能力，使用top命令对系统进行动态监控是一个不错的选择。如下所示是top命令的输出，需要退出时按Q键或按Ctrl+C组合键来结束top命令的运行。
 
[root@rhl5 ～]# top
 
top- 17:31:04 up　3:20,　3 users,　load average: 0.00, 0.00, 0.00
 
Tasks:　62 total,　1 running,　61 sleeping,　0 stopped,　0 zombie
 
Cpu(s):　0.2% us,　1.2% sy,　0.4% ni, 97.3% id,　0.9% wa,　0.0% hi,　0.0% si
 
Mem:　807032k total,　687500k used,　119532k free,　55620k buffers
 
Swap:　2096440k total,　　0k used,　2096440k free,　550960k cached
 
PID　USER　PR　NT　VIRT　RES　SHR　S　%CPU　%MEM　TIME+　　COMMAND
 
1　root　16　0　2164　524　452　s　0　0.1　0:00.92　init
 
2　root　RT　0　0　　0　　0　s　0　0.0　0:00.88　migration/0
 
3　root　34　19　0　　0　　0　s　0　0.0　0:00.00　Kspftrqd/0
 
4　root　RT　0　0　　0　　0　s　0　0.0　0:00.82　migration/1
 
5　root　34　19　0　　0　　0　s　0　0.0　0:00.00　kspftirqd/1
 
6　root　5　-10　0　　0　　0　s　0　0.0　0:00.04　events/0
 
7　root　5　-10　0　　0　　0　s　0　0.0　0:00.02　events/1
 
8　root　6　-10　0　　0　　0　s　0　0.0　0:00.01　khelper
 
9　root　15　-10　0　　0　　0　s　0　0.0　0:00.00　kacpid
 
88　root　5　-10　0　　0　　0　s　0　0.0　0:00.03　kblockd/0
 
89　root　5　-10　0　　0　　0　s　0　0.0　0:00.02　kblockd/1
 
90　root　25　0　0　　0　　0　s　0　0.0　0:00.00　khubd
 
107　root　15　0　0　　0　　0　s　0　0.0　0:00.71　pdflush
 
108　root　15　0　0　　0　　0　s　0　0.0　0:00.56　pdflush
 
110　root　6　-10　0　　0　　0　s　0　0.0　0:00.00　aio/0
 
……
 
当执行 top 命令时，其是以动态形式显示系统进程的相关信息。接着对 top 命令输出的信息的含义进行简单的介绍。top输出的第一行信息如下。
 
top　- 17:31:04　up　3:20,　3 users,　load average: 0.00,　0.00,　0.00
 
我们看到，其每行的不同信息之间是以逗号分开的。第一个逗号之前的信息说明top命令在17:31:04启动，并持续3分钟20秒；3 users表示系统中共有三个用户在登录；最后的是系统负载的平均值，分别是1分钟、5分钟和15分钟的系统平均负载值。接下来的第二行信息是进程的概要，其内容如下。
 
Tasks:　62　total,　1　running,　61　sleeping,　0　stopped,　0　zombie
 
结果显示系统中共有62个进程，目前只有1个进程正在运行，有61个进程处于睡眠状态，没有进程被终止也没有僵死。接着是显示系统CPU的信息，其内容如下。
 
Cpu(s): 0.2% us，1.2% sy，0.4% ni,，97.3% id，0.9% wa,，0.0% hi, 0.0% si
 
top显示运行在用户模式和内核模式的进程（ni）所占的CPU百分比，以及在系统空闲（id）时所占的CPU空闲时间百分比；wa（iowait）表示没有进程在CPU上运行时处理器等待I/O完成的时间百分比；hi和si表示硬件与软件中断所花费的CPU时间的百分比。接下来显示系统物理内存的使用情况，其信息如下。
 
Mem: 807032k total, 687500k used, 119532k free, 55620k buffers
 
其依次表示系统的总内存、已使用的内存、空闲的内存和缓冲区使用的内存。下一行则是系统交换分区的信息。
 
Swap:　2096440k　total,　0k　used,　2096440k　free,　550960k　cached
 
其含义与物理内存差不多，依次表示交换分区的总量、使用量、空闲和用于内核缓存的内存量。接着是显示系统进程信息。
 
PID USER PR NI VIRT RES SHR S %CPU %MEM TIME+COMMAND
 
其中，NI 表示进程的优先级，SHR 表示进程使用的共享内存的数量，TIME+表示自进程启动以来所使用的CPU时间量。
 
除了以上使用命令来监控系统的进程的相关信息之外，还可以使用Linux自带的一个图形系统提供的系统监控工具，即 System Monitor（系统监控器）。可以通过它来管理系统进程，在终端上输入gnome-system-monitor命令或使用Applications→System Tools→System Monitor的方式来打开System Monitor界面，如图13-1所示，它和“Windows任务管理器”窗口（如图13-2所示）类似。
 

 [image: figure_0198_0276]

 

  图13-1 System Monitor窗口 

 

 [image: figure_0198_0277]

 

  图13-2 “Windows任务管理器”窗口 

 
当然，若需要获取某个进程的详细信息，可以先单击所要查看的进程，然后再单击其左下方的More Info 按钮来获取关于此进程的更多信息。
 
也可以在Search柜中输入需要查看的进程名，然后按Enter键即可。若想获取关于此进程的相信信息，也可单击More Info 按钮来获取。
 
系统的CPU和内存信息，也可在System Monitor界面的Resource Monitor选项卡下获取，图13-3所示的是Linux系统的CPU和内存使用情况，图13-4所示的是Windows系统的CPU和内存使用情况。
 
从图13-3中，除了可以监控系统的CPU和内存使用情况之外，还可以看到系统磁盘空间的使用情况及关于这些磁盘的相关描述。
 
可以对比在使用图像系统和文本系统时系统的CPU和内存的使用情况，这时将发现，使用图像系统时所消耗的CPU和内存的使用率比使用文本系统时的使用率高出很多，有可能使得本来不足的系统资源更短缺，这也许就是Linux系统管理员都喜欢使用指令来管理系统的原因之一。
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  图13-3 Linux系统的CPU和内存使用情况 

 

 [image: figure_0199_0279]

 

  图13-4 Windows 系统的CPU和内存使用情况 

 

 
13.1.2 进程创建和终止
 
对于系统的某个进程，只要输入一条指令并执行该指令，就开启了一个新的进程。之前已经说过，可以在指令后面使用“&”来开启一个后台进程。
 
所谓的后台进程，简单说就是进程在运行后并未显示进程执行的过程，且直接返回终端提示符、不占用终端窗口的进程。当执行一个比较耗时的进程且不需要用户进行交互时，可以考虑选择在后台运行该进程。如，可以将top 命令放到后台去运行，并使用Ctrl+C组合键来结束。
 
[root@rhl5 ～]# top &
 
[1] 10308
 
[root@rhl5 ～]#　　　　　#返回的提示符，可继续执行其他任务
 
[1]+　Stopped　　　　top　#使用Ctrl+C组合键结束
 
在Linux系统中，有时我们需要优先执行某些任务，这时就需要对系统进程的优先级进行更改。Linux系统中每一个执行的进程都被系统赋予一个优先级，优先级的范围是−20～19，其中，−20表示优先级最高，而19表示优先级最低。而优先级−1～−20只有root用户可以设置，系统默认运行进程的级别是0。
 
对系统进程优先级的更改，可以使用nice或者renice命令实现。nice命令启动进程后，其默认的优先级别为10，nice的命令格式如下。
 
nice [选项] [命令[命令选项] ……]
 
若需要对某个进程的优先级进行设置，可以使用nice命令。而若要更改该进程的优先级时，则可使用renice命令实现。下面使用nice命令为test.sh设置更高的优先级，并使用带有−l选项的ps命令查看刚开启的vi的优先级。
 
[root@rhl5 ～]# nice--10 vi test.sh &
 
[1] 6219
 
[root@rhl5 ～]# ps-l
 
F s　UID　PID　PPID C　PRI　NI　ADDR　SZ　WCHAN　TTY　　TIME　CMO
 
4 S　0　4937　4934 0　75　0　-　1197　Wait　pts/0　00:00:00 bas
 
4 T　0　6219　4937 0　70　-10　-　1510　finish　pts/0　00:00:00 vi
 
4 R　0　6265　4937 0　76　0　-　　908　-　　pts/0　00:00:00 ps
 
[1]+Stopped_　nice-10　vi　test.sh
 
有时需要更改某个等待中的进程的优先级，使其可以优先执行，这时可以用renice命令来实现，renice的使用与nice差不多，可先开启几个进程，然后使用renice来更改其优先级。
 
有时，为了执行一个任务，需要等待一段时间。而在等待过程中，此任务占用终端窗口，当需再执行其他任务时，就需要对此任务进行挂起，即挂起该进程。
 
挂起进程可以按Ctrl+C组合键实现，在终端上输入要执行的任务，按Enter 键之后，再按下组合键即可将其进程（任务）挂起。
 
在执行top命令时，可以查看到系统进程的详细信息，而当需要终止top命令时，只要按Ctrl+C组合键即可。而当需要终止某个后台进程时，按Ctrl+C组合键就行不通了。
 
对于后台进程，可以使用kill命令将其终止。而在使用kill命令终止一个进程前需要知道该进程的ID，而要获取进程的ID，可以使用ps命令。以下演示使用kill命令终止正在运行中的man命令（需要开启两个终端窗口）。
 
首先在开启的终端提示符后面输入如下命令来运行man命令。
 
[root@rhl5 ～]# man ls
 
在运行man命令之后，接着使用pgrep命令来获取处于运行状态的man命令的ID。
 
[root@rhl5 ～]# pgrep-l man
 
7999 man
 
在获取处于运行状态的man命令的ID之后，接着使用kill命令将man进程终止。
 
[root@rhl5 ～]# kill 7999
 
当执行kill命令之后，将发现man进程使用“:Terminated”提示退出查询窗口。有时候，使用不带任何选项的kill命令没法终止某个进程，因此可以使用带-9的kill命令来终止该进程。
 
除了获取ID之外，还可以使用带有选项−l的kill命令来获取信号列表。在默认情况下，kill默认发送的信号是SIGTERM(15)。比较常见的信号如表13-1所示。
 

  表13-1 kill命令的常用信号描述 

 

 [image: figure_0200_0280]

 
当然，也可以在图形界面下使用 System Monitor 窗口对系统运行中的进程进行管理，使用System Monitor 窗口更加直观和方便。
 
如在远程终端上开启 man 进程，然后在 System Monitor 窗口中，在 Process Listing 选项卡下，从 Process Name 列的 sshd 下可以找到 man 进程及其相关信息，如图13-5所示，若要终止该进程，选中 man 后单击右下角的 End process 按钮，之后确认弹出的提示信息即可，如图13-6所示。
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  图13-5 man进程及其信息 
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  图13-6 确认提示信息 

 

 
13.2 系统磁盘资源
 
在任何操作系统下，磁盘空间都是最为宝贵的数据储存资源之一。操作系统的运行基于磁盘来储存数据，随着用户对系统的不断使用，特别是用户储存的数据不断增多，磁盘的可用空间不断减小。同时由于Linux是一个支持多用户的、且默认配置下用户共享磁盘空间的系统，因此对磁盘资源的监控是非常必要的。
 

 
13.2.1 磁盘性能监控
 
磁盘是系统不可或缺的存储设备之一，因此系统的磁盘空间是否足够就显得更为重要，而对磁盘空间的管理也同样有非常重要的意义。
 
系统在运行期间都会产生一些无用的文件（垃圾文件），这些无用的文件长时间堆积之后就会占用大量的系统磁盘空间，这也导致系统的运行效率有所下降。
 
1．系统磁盘信息获取
 
要查看系统磁盘的使用情况，可以使用带有选项-h或-a的df命令。
 
[root@rhl5 ～]# df
 
Filesystem　　1K-blocks　Used　　Available　Use%　　Mounted on
 
/dev/sda2　　7052496　　3946136　　2748112　　59%　　/
 
/dev/sda1　　124427　　11410　　106593　　10%　　/boot
 
none　　　　403516　　0　　　403516　　0%　　/dev/shm
 
/dev/sda3　　5036316　　43464　　4737020　　1%　　/home
 
[root@rhl5 ～]# df　-h
 
Filesystem　　Size　Used　　Avail　Use%　Mounted on
 
/dev/sda2　　6.8G　3.8G　　　2.7G　59%　　/
 
/dev/sda1　　122M　12M　　　105M　10%　　/boot
 
none　　　　395M　0　　　395M　0%　　/dev/shm
 
/dev/sda3　　4.9G　43M　　　4.6G　1%　　/home
 
[root@rhl5 ～]# df-a
 
Filesystem　　1K-blocks　Used　Available　Use%　　Mounted on
 
/dev/mapper/VolGroup00-LogVol01
 
29329476　2462936　25352660　9%　　/
 
proc　　　　0　　0　　0　　　-　　/proc
 
sysfs　　　0　　0　　0　　　-　　/sys
 
devpts　　　0　　0　　0　　　-　　/dev/pts
 
/dev/sda1　　101086　12054　83813　　13%　　/boot
 
tmpfs　　　302176　0　　302176　0%　　/dev/shm
 
none　　　　0　　0　　0　　　-　　/proc/sys/fs/binfmt_misc
 
sunrpc　　　0　　0　　0　　　-　　/var/lib/nfs/rpc_pipefs
 
从结果中看到，使用带有选项的df命令可获得更多的磁盘信息。使用df命令列出磁盘空间的使用情况，再对磁盘空间使用过多的磁盘进行针对性的管理，效果要更好。
 
以下是df命令在磁盘管理上常用的选项。
 
●-a：显示所有文件系统的磁盘空间的使用情况。
 
●-k：以KB 为单位显示。
 
●-t：显示指定类型的文件系统的磁盘空间的使用信息。
 
●-x：显示不指定类型的文件系统的磁盘空间的使用信息。
 
当然，可以在System Monitor 窗口查看系统磁盘空间的使用情况，在System Monitor 窗口中显示的显得更为直观。
 
也可以使用fdisk命令来查看磁盘的容量、分区及其他信息，如下所示。
 
[root@rhl5 ～]# fdisk-l /dev/sda
 
Disk /dev/sda: 32.2 GB, 32212254720 bytes
 
255 heads, 63 sectors/track, 3916 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Device　Boot　Start　　End　Blocks　Id　System
 
/dev/sda1　*　　1　　13　104391　83　Linux
 
/dev/sda2　　　14　　3916　31350847+　8e　Linux LVM
 
[root@rhl5 ～]# fdisk-l /dev/sdc　# 未被分区的磁盘信息
 
Disk /dev/sdc: 10.7 GB, 10737418240 bytes
 
255 heads, 63 sectors/track, 1305 cylinders
 
Units = cylinders of 16065 * 512 = 8225280 bytes
 
Disk /dev/sdc doesn't contain a valid partition table
 
2．系统磁盘性能监控
 
Linux系统提供了多个对磁盘进行监控的命令（如sar、iostat等，不过在使用这些工具前要先确保系统已经安装了相关的软件包，因为这些命令也属于一种工具），通过使用这些命令就能够对系统的磁盘空间、性能等实现有效的管理。
 
Linux系统下的sar是一个几乎可以输出Linux所有磁盘工作数据的性能监控工具，通过sar输出的数据就可以对磁盘的I/O进行研究，从而判断系统磁盘的性能。如下所示是执行sar后输出的数据。
 
[root@rhl4 ～]# sar-d 3 2 #3 表示输出3 次，2 表示2 秒输出一次
 
Linux 2.6.9-5.EL (rhl4.super.com)07/14/2013
 
03:55:55 PM　　DEV　　tps　rd_sec/s　wr_sec/s
 
03:55:58 PM　dev1-0　0.00　0.00　0.00
 
03:55:58 PM　dev1-1　0.00　0.00　0.00
 
03:55:58 PM　dev1-2　0.00　0.00　0.00
 
03:55:58 PM　dev1-3　0.00　0.00　0.00
 
03:55:58 PM　dev1-4　0.00　0.00　0.00
 
03:55:58 PM　dev1-5　0.00　0.00　0.00
 
03:55:58 PM　dev1-6　0.00　0.00　0.00
 
03:55:58 PM　dev1-7　0.00　0.00　0.00
 
03:55:58 PM　dev1-8　0.00　0.00　0.00
 
……
 
03:55:58 PM　　DEV　　tps　rd_sec/s　wr_sec/s
 
03:56:01 PM　dev1-0　0.00　0.00　0.00
 
03:56:01 PM　dev1-1　0.00　0.00　0.00
 
03:56:01 PM　dev1-2　0.00　0.00　0.00
 
03:56:01 PM　dev1-3　0.00　0.00　0.00
 
03:56:01 PM　dev1-4　0.00　0.00　0.00
 
03:56:01 PM　dev1-5　0.00　0.00　0.00
 
03:56:01 PM　dev1-6　0.00　0.00　0.00
 
03:56:01 PM　dev1-7　0.00　0.00　0.00
 
03:56:01 PM　dev1-8　0.00　0.00　0.00
 
……
 
Average:　　DEV　　tps　rd_sec/s　wr_sec/s
 
Average:　　dev1-0　0.00　0.00　0.00
 
Average:　　dev1-1　0.00　0.00　0.00
 
Average:　　dev1-2　0.00　0.00　0.00
 
Average:　　dev1-3　0.00　0.00　0.00
 
Average:　　dev1-4　0.00　0.00　0.00
 
Average:　　dev1-5　0.00　0.00　0.00
 
Average:　　dev1-6　0.00　0.00　0.00
 
Average:　　dev1-7　0.00　0.00　0.00
 
……
 
从结果看出，此系统没进行数据的读取操作。输出中的第一行是系统内核版本信息及主机名，接着是sar的运行日期。接下来是一些字段的说明。
 
DEVtps rd_sec/s wr_sec/s
 
其中，DEV表示磁盘设备名，tps则表示每秒IO传输的数据，rd_sec/s表示每秒读出的数据， Wr-secs表示每秒写入的数据。
 
iostat命令也是研究磁盘吞吐量的工具之一，其全称为I/O statistics（输入/输出统计）。其可以对磁盘的活动、等待队列的长度和访问频率高的磁盘区域进行I/O数据的收集，之后将这些数据显示到终端的屏幕上。
 
iostat命令常用的选项如下。
 
●-d：只显示磁盘传输的数据信息。
 
●-p：显示每个分区的统计信息。
 
●-t：每次输出结果时显示时间。
 
●-x：显示扩展磁盘分区信息。
 
使用iostat命令查看磁盘的使用I/O信息，其操作的方法也不困难（要确保系统安装了sysstat）。
 
[root@rhl5 ～]# iostat-d-p-t 2 2 #第一个2 表示每隔2 秒输出一次，后一个2 则表示共输出2 次
 
Linux 2.6.18-164.el5 (rhl5.super.com) 07/14/2013
 
Time: 04:00:43 PM
 
Device:　　tps　Blk_read/s　Blk_wrtn/s　Blk_read　Blk_wrtn
 
sda　　　4.51　　101.04　　35.61　　118913　41908
 
sda1　　　0.55　　1.10　　0.00　　1294　　4
 
sda2　　　0.93　　1.13　　0.00　　1329　　0
 
sda3　　　7.17　　98.68　　35.61　　116138　41904
 
sdb　　　0.11　　3.26　　0.00　　3832　　0
 
sdb1　　　0.19　　1.56　　0.00　　1832　　0
 
sdb2　　　0.00　　0.01　　0.00　　6　　　0
 
sdb5　　　0.70　　1.40　　0.00　　1650　　0
 
sdc　　　0.10　　1.58　　0.00　　1857　　0
 
sdc1　　　1.32　　1.35　　0.00　　1585　　0
 
sdd　　　0.03　　1.54　　0.00　　1816　　0
 
sdd1　　　0.16　　1.31　　0.00　　1544　　0
 
Time: 04:00:45 PM
 
Device:　　tps　Blk_read/s　Blk_wrtn/s　Blk_read　Blk_wrtn
 
sda　　　0.00　　0.00　　0.00　　0　　0
 
sda1　　　0.00　　0.00　　0.00　　0　　0
 
sda2　　　0.00　　0.00　　0.00　　0　　0
 
sda3　　　0.00　　0.00　　0.00　　0　　0
 
sdb　　　0.00　　0.00　　0.00　　0　　0
 
sdb1　　　0.00　　0.00　　0.00　　0　　0
 
sdb2　　　0.00　　0.00　　0.00　　0　　0
 
sdb5　　　0.00　　0.00　　0.00　　0　　0
 
sdc　　　0.00　　0.00　　0.00　　0　　0
 
sdc1　　　0.00　　0.00　　0.00　　0　　0
 
sdd　　　0.00　　0.00　　0.00　　0　　0
 
sdd1　　　0.00　　0.00　　0.00　　0　　0
 
以下为iostat命令输出结果中各字段的说明，内容如下。
 
Device:　　tps　Blk_read/s　Blk_wrtn/s　Blk_read　Blk_wrtn
 
其中，Blk_read/s和Blk_wrtn/s分别表示每秒从磁盘中读出数据的字节数和每秒写入磁盘数据的字节数，而Blk_read和Blk_wrtn则分别表示从磁盘中读出数据的字节数和写入磁盘数据的总字节数。
 
值得注意的是，因为选项-p与-x是相互排斥的，所以不可以同时使用这两个选项，即使使用了也得不到想要的结果，不信你就试试！
 
如果只是想对某个磁盘进行监控，则可以指定磁盘的名称，如对/dev/sda磁盘监控。
 
[root@rhl4 ～]# iostat-k-d /dev/sda 2 3　# 每2秒输出一次，共输出3次
 
Linux 2.6.9-5.EL (rhl4.super.com)　　07/14/2013
 
Device:　　　tps　kB_read/s　kB_wrtn/s　kB_read　kB_wrtn
 
sda　　　3.73　41.25　　15.16　　59520　21882
 
Device:　　　tps　kB_read/s　kB_wrtn/s　kB_read　kB_wrtn
 
sda　　　0.00　　0.00　　0.00　　0　　0
 
Device:　　　tps　kB_read/s　kB_wrtn/s　kB_read　kB_wrtn
 
sda　　　0.00　　0.00　　0.00　　0　　0
 

 
13.2.2 磁盘空间限制
 
我们知道，Linux系统是一个支持多用户同时登录并使用系统资源的操作系统，在这样的情况下，难免有些用户占用了大量的系统磁盘空间而导致其他用户无法正常使用磁盘来存储数据等信息的状况。
 
因此，为每个用户分配一定的磁盘空间，不仅可以保证系统奇缺的磁盘空间不被独占，还为其他用户提供一定的磁盘空间进行日常工作的使用。
 
那么，如何限制用户对磁盘空间的使用呢？其实我们只要对某些文件的默认值进行相关的修改即可。
 
以下演示如何限制cat用户的磁盘空间。
 
首先使用vi编辑器打开/etc/fstab文件，并在标签为/home的这一行的defaults后加上usrquota，然后保存所做修改并退出。
 
[root@rhl5 ～]# vi /etc/fstab
 
# This file is edited by fstab-sync- see 'man fstab-sync' for　details
 
LABEL = /　　/　　　ext3　　defaults　　　　　1　1
 
LABEL = /boot　/boot　　ext3　　defaults　　　　　1　2
 
none　　　　/dev/pts　devpts　gid = 5,mode = 620　　0　0
 
none　　　　/dev/shm　tmpfs　　defaults　　　　　0　0
 
LABEL = /home　/home　ext3　　defaults,usrquota　　1　2
 
LABEL=SWAP-sda2　swap　　swap　　defaults　　　　　0　0
 
/dev/hdc　　　/media/cdrecorder　auto　pamconsole,exec,noauto,managed　0　0
 
/dev/fd0　　　/media/floppy　　auto　pamconsole,exec,noauto,managed　0　0
 
接着使用edquota命令为cat用户设置私用磁盘空间的大小，如下是系统默认设置。
 
[root@rhl5 ～]# edquota cat
 
Disk quotas for user cat (uid 501):
 
Filesystem　blocks　soft　hard　inodes　soft　hard
 
/dev/sda3　　32　　0　　0　　8　　0　　0
 
从输出中看到，共有 32 个块，而对软连接（soft）和硬连接（hard）的数据块没有进行任何的限制。接着按A键或I键进入插入模式，然后做如下的修改，之后保存所做修改并退出。
 
Filesystem　　blocks　soft　hard　inodes　soft　hard
 
/dev/sda3　　32　　8192　16384　　8　　0　　0
 
接着切换到cat用户，若要查看当前用户的磁盘空间限额信息，可以使用quota命令查看。之后使用dd命令创建一个大小为6MB、名为cat1的目录，并使用ls命令查看是否创建成功。
 
[cat@cat ～]$ dd if = /dev/zero of = cat1 bs = 1M count = 6
 
6+0 records in
 
6+0 records out
 
[cat@cat ～]$ ls–lh
 
total 6.1M
 
-rw-rw-r--　1　cat　cat　6.0M　Sep　7　17:05　cat1
 
输出结果表明，已经成功创建一个大小为6MB的目录，可以使用quota命令来查看系统的警告信息，结果没有任何的警告信息。
 
为了便于后面的演示，使用rm命令将cat1目录删除。然后再创建一个大小为20MB的目录，名为cat2。
 
[cat@cat ～]$ rm cat1
 
[cat@cat ～]$ dd if = /dev/zero of = cat2 bs = 1M count = 20
 
sda3: warning, user block quota exceeded.
 
sda3: write failed, user block limit reached.
 
dd: writing `cat2': Disk quota exceeded
 
16+0 records in
 
15+0 records out
 
命令执行之后，好像有问题，接着使用ls命令检查是否成功创建cat2目录。
 
[cat@cat ～]$ ls-lh
 
total 16M
 
-rw-rw-r--　1　cat　cat　16M　Sep　7　17:15　cat2
 
结果显示cat2目录成功创建，可只有16MB！打折扣了，减少了4MB！如果此时使用mkdir创建目录，系统会有什么提示呢？感兴趣的读者可以试试。
 
在Linux系统中，使用此方法对用户的磁盘空间进行限制，不仅可以保证系统磁盘空间不会被独占，还可以更合理地对系统磁盘空间进行使用。如果要取消对某个用户使用磁盘空间的限制，可以使用edquota命令并加上这个用户名，之后将soft和hard的值改为0即可。
 

 
13.3 系统内存和CPU
 
系统内存和CPU（Central Processing Unit，中央处理器）是在系统运行的过程中不断消耗的资源，其随系统进程的不断增加而减少，并在进程关闭后会回收有些资源。通过对系统内存和CUP使用率的监控，就能够了解系统当前的“繁忙”程度。
 

 
13.3.1 系统内存管理
 
在Linux系统中，其内存可分为物理内存和虚拟内存两种。
 
物理内存是真实存在的，即存在内存条上，系统中的数据及文件都可以存放到其上。但在系统断电后，内存上的数据和文件都转存到磁盘空间上。
 
由于价格等原因，系统就使用一定的磁盘空间来代替物理内存，代替物理内存的磁盘空间称为虚拟内存。所谓的虚拟内存，就是将一定尺寸的磁盘空间在某种情况下当内存来使用。
 
当系统中的物理内存不足时，可以将一些数据转存到虚拟内存上，在需要时则将进行调用。虚拟内存虽然可以弥补物理内存的不足，且可以扩大内存的容量，但降低了系统运行的效率。
 
在Linux系统中，其上的虚拟内存称为交换分区（swap）。在磁盘分区时我们曾经在交互模式下使用t命令及其他选项将一个已划分好的分区转为Linux交换分区，也可将一个系统文件划分为一个 Linux 交换分区。也就是说，Linux 系统中的交换分区可分为已划分好的分区作交换分区和使用系统的文件作交换分区这两种交换分区。
 
在Linux 系统下，可以使用vmstat（Virtual Memory Statistics ，虚拟内存统计）命令来查看系统内存的信息。当然，vmstat也可以对io、system等信息进行查看。
 
[root@rhl5 ～]# vmstat
 
procs　----------memory----------　---swap--　-----io----　--system--　----cpu----
 
r　b　swpd　free　buff　cache　si　so　bi　bo　in　cs　us　sy　id　wa
 
1　0　　0 722020　11392　39568　0　0　9　7　511　25　0　1　99　0
 
其实，仅执行vmstat命令基本得不到什么有价值的信息，接着可以使用如下vmstat命令收集系统内存等信息。
 
[root@rhl5 ～]# vmstat 2 4 #每隔2 秒执行一次，共执行4 次
 
procs　----------memory----------　---swap--　-----io----　--system--　----cpu----
 
r　b　swpd　free　buff　cache　si　so　bi　bo　in　cs　us　sy　id　wa
 
0　0　　0 717988　12476　42644　0　0　6　6　510　22　0　0　99　0
 
0　0　　0 717988　12476　42644　0　0　0　0　1015　29　0　0　100　0
 
0　0　　0 717988　12476　42644　0　0　0　0　1015　30　0　0　100　0
 
0　0　　0 717988　12484　42636　0　0　0　16　1016　32　0　0　100　0
 
第一个字段procs（process，进程）只输出两列信息。r表示正在运行的进程数，而b则表示处于等待状态的进程数。
 
第二个字段为memory，其输出4列信息。其中，swap涉及分页读取或写入磁盘的进程所消耗的所有内存，其表示系统已使用交换分区空间的数量。Free为空闲的物理内存空间。buff表示系统用于缓冲区的物理内存空间，而cache则表示用作缓存的物理内存空间。
 
第三个字段为swap，其也只输出两列的信息。si表示系统从磁盘交换到内存的交换页数量，而so则表示从内存交换到磁盘的交换页数量。
 
接着是第四个字段 io，其中，bi 表示从磁盘读入到内存的块数量，而 bo 则为从内存读入到磁盘的块数。
 
接着的字段是system，其中，in表示每秒系统的中断数，而cs表示每秒系统进行上下文切换的次数。
 
最后的字段是cpu，其中，us表示执行用户进程时所使用的cpu时间，sy为执行系统进程时所使用的cpu时间。接着是id，其表示cpu的空闲时间。最后是wa，其表示在等待I/O时所使用的cpu时间。
 
当然，除了使用 vmstat 命令获取内存相关信息外，也可以使用如下带有-m 和-t 选项的 free命令来查看系统内存的相关信息
 
[root@rhl5 ～]# free-mt　#-m表示以兆字节为单位输出，而-t则提供一个合计行
 
total　used　free　shared　buffers　cached
 
Mem:590 579 10 0 59 447
 
-/+buffers/cache:71 518
 
Swap:3231 0 3231
 
Total:3822 579 3242
 

 
13.3.2 系统CPU监控
 
对Linux系统CPU性能的监控，主要是监控运行队列、CPU的使用率和系统上下文切换这三个指标。
 
每个CPU都有一个队列，调度器将这些等待在队列中的进程轮循调度，并在不缺乏资源的情况下执行，向每个进程都赋予一定的时间段，即时间片。当进程的时间片使用完之后，调度器会将下一个进程调度执行，直到这些进程执行完成。
 
CPU的使用率也是对系统的性能产生影响的，若CPU的空闲值长期低于某个值，如10%。这时就需要对CPU进行优化，比如，结束一些不必要的进程，添加CPU数量等。CPU的使用率一般包括用户进程所占CPU的百分比、系统进程所占CPU的百分比、I/O等待时所占的百分比和系统空闲时所占的百分比。
 
为系统中运行的进程都赋予一个优先级，当某个进程使用完时间片后，CPU的使用权就被优先级高的进程抢占。一个进程被迫放弃CPU的使用权而由另外一个进程使用，这个过程就称为上下文切换。可以想象，当系统中进行大量的上下文切换时CPU会出现怎么样的情况。
 
可以使用sar命令来收集系统CPU的数据，sar命令可以对CPU运行产生的数据进行收集并提供报告。如下所示是使用带有-u选项的sar命令获取CPU的信息。
 
[root@rhl5 ～]# sar–u　#-u是sar的默认选项，其表示以百分比的形式输出
 
Linux 2.6.9-5.EL (rhl4.super.com)　　07/14/2013
 
03:55:55 PM　　DEV　　tps　rd_sec/s　wr_sec/s
 
03:55:58 PM　dev1-0　0.00　0.00　　0.00
 
03:55:58 PM　dev1-1　0.00　0.00　　0.00
 
03:55:58 PM　dev1-2　0.00　0.00　　0.00
 
03:55:58 PM　dev1-3　0.00　0.00　　0.00
 
……
 
03:55:58 PM　　DEV　　tps　rd_sec/s　wr_sec/s
 
03:56:01 PM　dev1-0　0.00　0.00　　0.00
 
03:56:01 PM　dev1-1　0.00　0.00　　0.00
 
03:56:01 PM　dev1-2　0.00　0.00　　0.00
 
03:56:01 PM　dev1-3　0.00　0.00　　0.00
 
……
 
Average:　　DEV　　tps　rd_sec/s　wr_sec/s
 
Average:　　dev1-0　0.00　0.00　　0.00
 
Average:　　dev1-1　0.00　0.00　　0.00
 
Average:　　dev1-2　0.00　0.00　　0.00
 
Average:　　dev1-3　0.00　0.00　　0.00
 
……
 
以下对sar输出的字段行进行说明，其字段行的内容如下。
 
CPU　%user　%nice　%system　%iowait　%idle
 
其中，CPU表示系统中运行的CPU的编号（如双核）。而%user表示在用户模式下进程运行所花的CPU时间（%）。接着是%nice，其表示一个运行良好的进程运行所花的CPU时间（%）。而%system 则表示进程在内核模式下运行所花的 CPU 时间（%）。%iowait 表示在无进程运行时CPU等待I/O完成所花的时间（%），最后是%idle，表示CPU空闲时间（%）。
 
当然，也可以使用mpstat命令来获取有关系统CPU性能的情况。
 
[root@rhl5 ～]# mpstat
 
Linux 2.6.9-42.0.0.0.1.ELsmp (cat.super.com)09/08/2011
 
09:47:52 AM　CPU　%user　%nice %system %iowait　%irq　%soft　%idle　intr/s
 
09:47:52 AM　all 0.09　0.02　0.38　0.32　0.02　0.00　99.17　1021.29
 
从输出中看到，不带选项的mpstat命令输出的数据基本没什么多大的利用价值。值得注意的是，mpstat命令只可以针对单个CPU的计算机进行操作。
 
[root@rhl5 ～]# mpstat 2 #表示2 秒收集一次，按Ctrl+C 组合键退出
 
Linux　2.6.9-42.0.0.0.1.Elsmp　(cat.super.com)　09/08/0211
 
09:55:55 AM　CPU %user　%nice　%system　%owait　%irq　%soft　%idle　intr/s
 
09:55:57 AM　all 0.50　0.25　0.75　0.00　0.00　0.00　98.50　1008.96
 
09:55:59 AM　all 1.00　0.00　0.75　0.00　0.00　0.00　98.25　1020.10
 
09:55:01 AM　all 0.75　0.00　1.00　0.00　0.00　0.00　98.25　1013.50
 
09:55:03 AM　all 1.50　0.00　2.26　0.00　0.00　0.00　96.24　1025.13
 
09:55:05 AM　all 1.25　0.25　1.00　0.00　0.00　0.00　97.49　1009.95
 
09:55:07 AM　all 1.00　0.00　1.00　0.00　0.00　0.00　98.00　1013.50
 
09:55:09 AM　all 1.50　0.00　1.00　0.00　0.00　0.00　97.51　1015.00
 
09:55:11 AM　all 1.01　0.00　0.75　0.00　0.00　0.00　98.24　1018.09
 
09:55:13 AM　all 1.00　0.00　0.75　0.00　0.00　0.00　98.25　1019.60
 
09:55:15 AM　all 1.00　0.00　1.25　0.00　0.25　0.00　97.49　1021.11
 
09:55:17 AM　all 1.00　0.00　1.00　0.00　0.00　0.00　97.99　1018.50
 
在输出的字段中，%ird 和%soft 分别表示硬件中断和软件中断所花费的 CPU 时间（%），而intr/s则表示CPU每秒处理中断的次数。
 
如果只是想了解系统的CPU负载等信息，可以执行uptime命令，如下所示。
 
[root@rhl5 ～]# uptime
 
12:42:58 up 1:51, 1 user, load average: 0.00, 0.00, 0.09
 
当然，使用System Monitor 窗口监控CPU 的使用情况也不错，比较直观，只是没有如mpstat等命令输出的更为详细和具体，如图13-7和图13-8所示。
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  图13-7 CPU和内存等信息 
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  图13-8 系统CPU使用信息 

 

 
第14章 Lin ux系统网络
 
本章主要内容
 
● 系统网络概述。
 
● Linux 系统IP 地址。
 
● 连接互联网。
 
● 搭建虚拟网络。
 
Linux操作系统的成长是伴随着网络而发展起来的，由于Linux系统在互联网上发展，使得其拥有非常强大的网络功能和丰富的网络应用软件。随着网络技术的不断发展与成熟，特别是 TCP/IP网络协议技术的实现，使得许多企业采用Linux架设的各种网络应用。
 

 
14.1 系统网络概述
 
从网络中发展起来的Linux操作系统拥有非常强大和稳健的网络功能以及应用软件。特别是在TCP/IP网络协议的实现尤为成熟的今天，Linux在网络方面的应用，特别是服务器方面的应用已极为广泛。
 

 
14.1.1 TCP/IP协议簇
 
在TCP/IP 协议簇之前，开放系统互连（Open System Interconnect，OSI）模型一直在数据通信和联网的文献中占有主导的地位。那时把OSI模型定义成数据通信的最终标准，但是由于其过于庞大和复杂而使得TCP/IP获得广泛的应用。
 
1．OSI网络模型
 
1947 年成立的一个多个团体的国际化标准化组织（ISO）专门负责使一些标准在世界范围内达成一致。而覆盖网络的所有方面的ISO标准则为OSI模型，OSI模型是多个协议的集合，通过它可使得两个不同的系统间能够方便地通信而不需要改变底层的硬件或软件的逻辑。
 
值得注意的是，OSI模型并不是协议，而是对了解和设计灵活、稳健和可互操作的网络体系结构的有用的模型，图14-1是OSI模型的层次及作用概要。
 
从图14-1中所示看到，OSI是采用分层的框架设计的，其使得所有类型的计算机系统都可以通信。OSI由7个独立又有相关联系的层组成，在每个层次中都定义了通过网络传送信息的一些过程。
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  图14-1 OSI模型层次及作用概要 

 
OSI中7层的顺序为：物理层（第1层）、数据链路层（第2层）、网络层（第3层）、传输层（第4层）、会话层（第5层）、表示层（第6层）和应用层（第7层）。其中，第7～4层间负责处理数据源和数据目的地之间的通信问题，而第3～1层是负责处理网络设备间的通信。
 
物理层：物理层涉及接口和传输媒体机械的电气的规约，其负责协调在物理媒体中传送比特流所需的各种功能，并定义这些物理设备和接口为所发生的传输所需完成的过程和功能。总的来说，物理层所定义的是有关传输介质的特性标准规范。
 
数据链路层：数据链路层将物理层的数据分成帧的形式进行传输，使得物理层对数据链路层看起来不觉得有差错。数据链路层监督在同一个网络上的两个系统之间分组的交付，该层的主要责任包括组帧、物理编址、流量控制、差错控制和接入控制。
 
网络层：网络层负责对数据按一定长度进行分组，并确保每一个分组能够从它的源点交付到终点，当需要跨过多个网络（链路）时，则采用路由选择。当然，若两个系统在同一条链路上，则就不再需要网络层。网络层的主要责任包括逻辑编址和路由选择。
 
传输层：传输层的责任是保证报文完整地进行点到点的传输，而在同一主机上对不同的数据流的输入进行复用。传输层不仅要保证网络层处理的报文原封不动地按顺序达到，还要监督从源点到终点这一级的差错控制和流量控制。
 
会话层：会话层是网络对话控制器，它负责在网络实体间建立、维护管理和终止通信系统间信息的交换与同步。会话层主要负责系统间对话的控制和信息同步。
 
表示层：表示层负责对系统间所交换的信息进行字符串、数字等进行转换，以保证源主机的信息能够被目标主机识别。它主要负责信息的转换、信息的加密以及对信息进行压缩。
 
应用层：应用层是OSI模型的最高层，它为用户提供进入端口和多种服务的支持，如邮件、远程文件的存取等，实现用户与计算机的直接交流。这些服务有网络虚拟终端，文件传送、存取及管理，电子邮件和名录服务。
 
2．TCP/IP协议簇
 
理论上有7层的OSI模型不仅过于庞大，还过于复杂。而只有4层模型的TCP/IP协议簇则得到了更为广泛的应用。其实上，TCP/IP协议簇是先于OSI模型开发的，因此TCP/IP协议簇的层次无法准确与OSI模型的层次对应起来。
 
TCP/IP的全称为Transmission Control Protocol/Internet Protocol（传输控制协议/互联网协议），其是由一些交互性的、提供特定功能的模块组成的分层协议，是目前在计算机网络上的主要标准， TCP/IP模型图如图14-2所示。其共由网络接口层、网络层、传输层和应用层4层组成，而每个层都分别实现不同的功能并定义各种网络协议。
 
TCP/IP协议簇由简单的4层构成，而这些层之间并没有严格的界限，但非常注重设备间的数据传输。TCP/IP协议簇中的层包含一些相对独立的协议，可根据系统的需要将这些协议混合和配套使用。
 
图14-3展示了OSI模型和TCP/IP模型的对照图，从图14-3中可以看到，在TCP/IP网络模型中的应用层将OSI 模型中的应用层、表示层和会话层合并成一个应用层来实现，而TCP/IP的网络接口层则是由OSI模型的物理层和数据链路层组成。
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  图14-2 TCP/IP模型图 
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  图14-3 OSI模型与TCP/IP模型的对照图 

 
TCP/IP模型中各层的功能如下所示。
 
网络接口层：在该层中的TCP/IP协议并未定义任何特定的协议，而是支持所有标准和专门的协议。在此层中包含以太网、令牌环网络和异步传输模式等。
 
网络层：在网络层中，TCP/IP 协议支持网际互联协议（IP）。而该层的功能是将数据封装成IP数据包发往目标网络或主机。而IP又分为ARP、RAR、ICMP和IGMP四个协议。
 
传输层：在TCP/IP协议簇中定义了TCP和UDP两个传输协议，这两个协议负责将报文从一个进程交付到另一个进程。传输层主要负责传输时所使用的服务质量和连接状态，实现源主机和目标主机上对等实体间的会话。
 
应用层：TCP/IP模型中的应用层相当于OSI模型中的应用层、表示层和会话层的组合。它定义了TCP/IP应用程序通信协议，如HTTP、FTP和DNS等协议，而每种协议用于不同的网络服务，并且有专门的端口号。
 

 
14.1.2 网络配置文件
 
在Linux系统中，其下的一切设备都是以文件的形式存在，因此可以通过查看文件的内容来了解设备的相关信息。
 
1．网卡参数配置文件
 
Linux 系统中的网卡配置信息都存放在系统的网络配置文件中，用户可以通过查看这些内容并对这些内容进行修改来配置网络信息。
 
网卡的配置文件位于/etc/sysconfig/network-scripts/目录下，在该目录有包括网卡参数配置文件、网卡启动/关闭配置文件等，内容如下所示。
 
[root@rhl4 ～]# cd /etc/sysconfig/network-scripts/
 
[root@rhl4 network-scripts]# ls-l
 
total 376
 
-rw-r--r--　3　root root　242　Jul　7　04:53　ifcfg-eth0
 
-rw-r--r--　1　root root　254　Jul　4　2009　ifcfg-lo
 
lrwxrwxrwx　1　root root　20　Jul　7　04:33　ifdown-> ../../../sbin/ifdown
 
-rwxr-xr-x　1　root root　625　Jul　4　2009　ifdown-bnep
 
-rwxr-xr-x　1　root root　4573　Jul　4　2009　ifdown-eth
 
-rwxr-xr-x　1　root root　827　Jul　4　2009　ifdown-ippp
 
-rwxr-xr-x　1　root root　2159　Jul　4　2009　ifdown-ipsec
 
-rwxr-xr-x　1　root root　4473　Jul　4　2009　ifdown-ipv6
 
lrwxrwxrwx　1　root root　11　Jul　7　04:33　ifdown-isdn-> ifdown-ippp
 
-rwxr-xr-x　1　root root　1481　Jul　4　2009　ifdown-post
 
-rwxr-xr-x　1　root root　1084　Jul　4　2009　ifdown-ppp
 
-rwxr-xr-x　1　root root　637　Jul　4　2009　ifdown-routes
 
-rwxr-xr-x　1　root root　1593　Jul　4　2009　ifdown-sit
 
-rwxr-xr-x　1　root root　913　Jul　4　2009　ifdown-sl
 
-rwxr-xr-x　1　root root　1074　Jul　4　2009　ifdown-tunnel
 
lrwxrwxrwx　1　root root　18　Jul　7　04:33　ifup-> ../../../sbin/ifup
 
-rwxr-xr-x　1　root root 13427 Jul　4　2009　ifup-aliases
 
-rwxr-xr-x　1　root root　859　Jul　4　2009　ifup-bnep
 
-rwxr-xr-x　1　root root 10798 Jul　4　2009　ifup-eth
 
-rwxr-xr-x　1　root root 12033 Jul　4　2009　ifup-ippp
 
-rwxr-xr-x　1　root root　8088　Jul　4　2009　ifup-ipsec
 
-rwxr-xr-x　1　root root 10853 Jul　4　2009　ifup-ipv6
 
-rwxr-xr-x　1　root root　823　Jul　4　2009　ifup-ipx
 
……
 
Linux 系统中的每张网卡都有其对应的网卡配置文件，网卡所对应的配置文件名都以“ifcfg-”开始，而“-”之后就是该网卡的逻辑名（设备名称）。如eth0所对应的网络配置文件名就是ifcfg-eth0， eth0对应第一张网卡，而eth1对应第二张网卡设备，依次类推。
 
接着查看网卡的网络配置文件，可以使用如下命令列出该目录下以ifcfg-开头的所有文件。
 
[root@rhl4 network-scripts]# ls-l ifcfg-*
 
-rw-r--r-- 3 root root 171 Jul 6 23:35 ifcfg-eth0
 
-rw-r--r-- 1 root root 254 Jun 21 2001 ifcfg-lo
 
从输出中看到，在这个系统中只有两个以ifcfg-开始的网络配置，其中，ifcfig-eth0对应系统的一张网卡eth0，而ifcfg-lo对应本机的loopback网络配置。
 
接着可以使用 cat等命令来查看 ifcfig-eth0网卡中的配置内容。
 
[root@rhl4 network-scripts]# cat ifcfg-eth0
 
# Advanced Micro Devices [AMD] 79c970 [PCnet32 LANCE]
 
DEVICE = eth0　　　　　# 设备名（网卡的别名），其与所对应的文件最后部分相同
 
ONBOOT = yes　　　　　# 设置网卡是否开机启动。如果设置为yes，则表示开机启动
 
BOOTPROTO = static　　　# 使用静态IP（即手动设置），若设置为动态，则值为dhcp
 
BROADCAST=192.168.217.255　　# 广播地址
 
IPADDR = 192.168.60.0　　　# IP地址，若使用静态IP地址则必须要设定
 
NETMASK = 255.255.255.0　　# 子网掩码
 
HWADDR = 00:0C:29:2F:B9:60　# 网卡的硬件地址，出厂时已设定
 
TYPE=Ethernet　　　　　# 网卡的类型
 
本机的loopback网络配置文件ifcfg-lo的内容如下。
 
[root@rhl4 network-scripts]# cat ifcfg-lo
 
DEVICE=lo　　　　# 设备名称
 
IPADDR=127.0.0.1　　　# 本机回环IP地址
 
NETMASK=255.0.0.0　　# 子网掩码
 
NETWORK=127.0.0.0
 
# If you're having problems with gated making 127.0.0.0/8 a martian,
 
# you can change this to something else (255.255.255.255, for example)
 
BROADCAST=127.255.255.255
 
ONBOOT=yes
 
NAME=loopback
 
2．主机名配置文件
 
计算机主机名的配置文件保存在/etc/sysconfig/network和/etc/hosts文件中，用户可以通过对其中的内容进行更改来修改主机名。当修改主机名时，这两个配置文件主机名的值要相同，否则主机名不会修改，而修改后在下次重启时生效。
 
其中，/etc/sysconfig/network配置文件的内容如下。
 
[root@rhl4 ～]# cat /etc/sysconfig/network
 
NETWORKING=yes
 
HOSTNAME=rhl4.super.com
 
GATEWAY=192.168.217.1
 
而/etc/hosts 配置文件记录的是主机名与IP地址之间的映射关系，/etc/hosts 配置文件的内容如下所示。
 
[root@rhl4 ～]# cat /etc/hosts
 
# Do not remove the following line, or various programs
 
# that require network functionality will fail.
 
127.0.0.1rhl4.super.com cat localhost.localdomain localhost
 
若要对主机名进行更改，则需要同时修改network和hosts中的内容，而且主机名必须相同。当然，也可以在图形系统下执行neat 命令来打开Network Configuration 窗口来修改。
 

 
14.2 Linux 系统IP 地址
 
我们知道，Linux 系统有着非常强壮和稳定的网络功能及许多的应用软件。由于其依托于网络，因此对网络的维护也显得相当重要。
 

 
14.2.1 IP地址概述
 
IP（Internet Protocol，互联网协议）属于网络之间互连的协议，其是为计算机网络相互连接进行通信而设计的协议，也是在互联网中能使连接到网上的所有计算机在网络上实现相互通信的一套规则，这套规则规定计算机在互联网上进行通信时应当遵守的规则。在很大程度上，正是由于IP协议的出现，使得互联网迅速发展成为世界上最大的、开放的计算机通信网络。
 
在涉及IP 协议时就常提及IP 地址（Internet Protocol Address），IP 地址实际上就是一个分割为4个“8位二进制数”的32位二进制数，但我们所看到的IP地址是用十进制的形式来表示的，如用192.168.217.15 的形式来表示IP 地址，而转化为在IP 协议中使用的地址就是11000000 10101000 11011001 00001111，显然使用十进制来表示远比用二进制来表示更直观且更容易记。
 
由上述内容可知，十进制形式的IP地址是4部分组成，但需要注意的是，每一部分的取值都是0～255之间的整数。在IP地址的编址方案中，把IP地址空间划分为A、B、C、D和E这五类，并根据类型的不同而使用在不同工作环境下。
 
32 位的IP 地址属于IPv4（Internet Protocol Version 4，互联网协议版本4）的IP 地址，由于互联网的快速发展使得IP地址已经短缺（资料显示在2011年2月IPv4地址分配完毕），虽然已经推广IPv6（128位地址长度），但IPv4仍然是主导的协议。
 

 
14.2.2 配置IP地址
 
在Red Hat Enterprises 系列版本的Linux 系统中，IP 地址的配置方式是或者直接修改网卡参数配置文件，或者执行命令来修改，或者使用图形系统下的Network Configuration窗口来修改，由此可知在Linux下配置IP的方式是多样的。
 
1．查看IP地址
 
在Linux系统下，可以使用ifconfig命令来网卡的配置参数，该命令可以查看或更改IP地址和相关参数，包括IP地址、网络掩码、广播地址等，但因为使用该命令来设置网卡的参数比较复杂，所以一般通过其他脚本来调用ifconfig命令。
 
ifconfig命令常用的选项有如下几个。
 
●-a：显示包括激活和未激活的全部网络接口。
 
●-s：只显示网络接口的摘要信息。
 
● address：设置指定设备的IP 地址。
 
● netmask 掩码：设置接口的子网掩码。
 
那么我们如何使用ifconfig命令来查看网卡中的信息呢？可以使用不带任何参数的ifconfig命令来获取系统中正在启用的网卡信息。
 
[root@rhl4 ～]# ifconfig
 
eth0　Link encap:Ethernet　HWaddr 00:0C:29:8C:98:E6　# 网卡的物理地址
 
inet addr:192.168.217.14　Bcast:192.168.217.255　Mask:255.255.255.0
 
# IP地址、广播地址和子网掩码
 
inet6 addr: fe80::20c:29ff:fe8c:98e6/64 Scope:Link
 
UP BROADCAST RUNNING MULTICAST　MTU:1500　Metric:1　# UP表示该网络接口是启动的
 
RX packets:474 errors:0 dropped:0 overruns:0 frame:0
 
# 该网络接口上的数据包统计信息
 
TX packets:426 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:50632 (49.4 KiB)　TX bytes:50475 (49.2 KiB)
 
Interrupt:5 Base address:0x2024
 
lo　　Link encap:Local Loopback　　　# 内部网络回环地址
 
inet addr:127.0.0.1　Mask:255.0.0.0　# 回环IP地址和子网掩码
 
inet6 addr: ::1/128 Scope:Host
 
UP LOOPBACK RUNNING MTU:16436 Metric:1
 
RX packets:70 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:70 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:0
 
RX bytes:4846 (4.7 KiB) TX bytes:4846 (4.7 KiB)
 
如果只是想查看某张网卡的配置参数，就直接指定要查看的网卡设备名。例如，要查看第一张网卡eth0的配置参数，命令如下所示。
 
[root@rhl4 ～]# ifconfig eth0
 
eth0　Link encap:Ethernet　HWaddr 00:0C:29:8C:98:E6
 
inet addr:192.168.217.14　Bcast:192.168.217.255　Mask:255.255.255.0
 
inet6 addr: fe80::20c:29ff:fe8c:98e6/64 Scope:Link
 
UP BROADCAST RUNNING MULTICAST　MTU:1500　Metric:1
 
RX packets:94 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:68 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:13882 (13.5 KiB)　TX bytes:7643 (7.4 KiB)
 
Interrupt:5 Base address:0x2024
 
当我们需要知道系统中所有网络接口的信息时（包括激活的和未激活的），就可以使用带有-a选项的ifconfig命令。
 
[root@rhl4 ～]# ifconfig-a
 
eth0　Link encap:Ethernet　HWaddr 00:0C:29:8C:98:E6
 
inet addr:192.168.217.14　Bcast:192.168.217.255　Mask:255.255.255.0
 
inet6 addr: fe80::20c:29ff:fe8c:98e6/64 Scope:Link
 
UP BROADCAST RUNNING MULTICAST　MTU:1500　Metric:1
 
RX packets:553 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:460 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:57596 (56.2 KiB)　TX bytes:54751 (53.4 KiB)
 
Interrupt:5 Base address:0x2024
 
lo　　Link encap:Local Loopback
 
inet addr:127.0.0.1　Mask:255.0.0.0
 
inet6 addr: ::1/128 Scope:Host
 
UP LOOPBACK RUNNING　MTU:16436　Metric:1
 
RX packets:70 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:70 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:0
 
RX bytes:4846 (4.7 KiB)　TX bytes:4846 (4.7 KiB)
 
sit0　Link encap:IPv6-in-IPv4
 
NOARP　MTU:1480　Metric:1
 
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:0
 
RX bytes:0 (0.0 b)　TX bytes:0 (0.0 b)
 
2．在网卡上绑定一个IP地址
 
在Linux系统中，通过网卡配置文件就可以实现在同一张网卡上绑定多个IP地址。在实际的环境下，有时需要在同一张网卡上配置多个 IP 地址，因此，如何实现在一张网卡上配置多个 IP地址就成了一个问题。
 
由于Linux系统的一切设备都是以文件的形式存在，因此在配置网卡参数时就可以通过网卡参数配置文件来实现。网卡配置文件位于/etc/sysconfig/network-scripts目录下，当需要修改网卡参数时就可以在该目录下配置所要修改的网卡设备。
 
接下来演示在第一张网卡（eth0）上添加一个IP地址192.168.217.36，操作如下所示。
 
为了简化操作，因此直接使用已有的网卡参数配置来绑定IP地址。复制ifcfg-eth0文件，并重命名为ifcfg-eth0:0（意思就是在ifcfg-eth0网卡上添加一块网卡设备），然后修改配置。
 
[root@rhl4 ～]# cd /etc/sysconfig/network-scripts/
 
[root@rhl4 network-scripts]# cp ifcfg-eth0 ifcfg-eth0:0
 
[root@rhl4 network-scripts]# vi ifcfg-eth0:0
 
DEVICE=eth0:0　# 修改网卡设备名称
 
BOOTPROTO=static
 
BROADCAST=192.168.217.255
 
HWADDR=00:0C:29:8C:98:E6
 
IPADDR=192.168.217.36　# 绑定的IP地址
 
NETMASK=255.255.255.0
 
NETWORK=192.168.217.0
 
ONBOOT=yes
 
TYPE=Ethernet
 
vi编辑器完成后保存所做修改并退出，接着是重启网卡。在重启网卡时不要使用远程重启，否则会导致在关闭网卡后网络中断而导致无法再次连接。重启网卡后可以使用ifdown和ifup命令指定网卡设备名称，命令如下所示。
 
[root@rhl4 network-scripts]# ifdown eth0
 
[root@rhl4 network-scripts]# ifup eth0
 
或者直接执行/etc/sysconfig/network-scripts/目录下的ifdown和ifup文件，这两个文件都是可执行的正文软链接文件，执行它们可直接使用如下方式。
 
[root@rhl4 network-scripts]# ./ifdown eth0　　# 关闭网卡
 
[root@rhl4 network-scripts]# ./ifup eth0　　# 启动网卡
 
当然，在其他目录下可以使用如下方式来执行。
 
[root@rhl4 ～]# /etc/sysconfig/network-scripts/ifdown eth0　# 关闭网卡
 
[root@rhl4 ～]# /etc/sysconfig/network-scripts/ifup eth0　　# 启动网卡
 
网卡重启后，如何确认刚才添加的IP是可用的？其实可以使用ping命令来测试，为了更明确地确认刚才添加的IP地址是否可用，选择在Windows系统下使用DOS窗口执行ping命令来测试。
 
C:\Users\陈祥琳>ping 192.168.217.36
 
正在 Ping 192.168.217.36 具有 32 字节的数据:
 
来自 192.168.217.36 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.36 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.36 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.36 的回复: 字节=32 时间<1ms TTL=64
 
192.168.217.36 的 Ping 统计信息:
 
数据包: 已发送 = 4，已接收 = 4，丢失 = 0 (0% 丢失)，
 
往返行程的估计时间(以毫秒为单位):
 
最短 = 0ms，最长 = 0ms，平均 = 0ms2
 
测试结果显示，所发出的数据包全部得到回复，没有出现丢包的现象，说明在eth0网卡上绑定的IP地址是可用的。那么，此时执行ifconfig命令就可以看到所配置的eth0:0网卡设备。
 
[root@rhl4 ～]# ifconfig
 
eth0　Link encap:Ethernet　HWaddr 00:0C:29:8C:98:E6
 
inet addr:192.168.217.14　Bcast:192.168.217.255　Mask:255.255.255.0
 
inet6 addr: fe80::20c:29ff:fe8c:98e6/64 Scope:Link
 
UP BROADCAST RUNNING MULTICAST　MTU:1500　Metric:1
 
RX packets:396 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:363 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:52534 (51.3 KiB)　TX bytes:41159 (40.1 KiB)
 
Interrupt:5 Base address:0x2024
 
eth0:0　Link encap:Ethernet　HWaddr 00:0C:29:8C:98:E6
 
inet addr:192.168.217.36　Bcast:192.168.217.255　Mask:255.255.255.0
 
UP BROADCAST RUNNING MULTICAST　MTU:1500　Metric:1
 
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:0 (0.0 b)　TX bytes:0 (0.0 b)
 
Interrupt:5 Base address:0x2024
 
lo　　Link encap:Local Loopback
 
inet addr:127.0.0.1　Mask:255.0.0.0
 
inet6 addr: ::1/128 Scope:Host
 
UP LOOPBACK RUNNING　MTU:16436　Metric:1
 
RX packets:20 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:20 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:0
 
RX bytes:1592 (1.5 KiB)　TX bytes:1592 (1.5 KiB)
 
3．同一张网卡上绑定多个IP
 
在实际工作中，特别是在服务器上，需要在一张网卡上配置大量的IP地址。我们可以通过利用虚拟网卡技术来实现这个需求。利用虚拟网卡技术，为此张网卡设置一些别名的配置文件，并利用这些别名的配置文件在这张网卡上绑定多个IP地址。
 
如果需要在一块网卡上绑定多个IP地址，就需要手动设置多个以ifcfg-开头并且后接该网卡名字（逻辑名）的配置文件，其格式如下。
 
ifcfg-ethX:YYY
 
其中，ethX中的X表示第几张网卡设备，而YYY则表示该网卡设备上的第几块网卡。例如，在网卡文件ifcfg-eth0:1中，eth0表示第一张网卡，而其冒号后的数字1则表示eth0上的第二块网卡，ifcfg-eth0:1则表示第一张网卡上的第二块网卡。
 
那么，如何在一张网卡上一次绑定多个IP地址呢？要么就按照刚才的方式来添加，要么就使用下面介绍的方式。下面演示在一张网卡上同时绑定多个IP地址的操作。
 
以eth0网卡配置文件的参数作为参考，并将新建的网卡配置文件命名为ifcfg-eth0-range0，然后使用编辑器打开该文件并编辑。所绑定的多个IP地址范围192.168.217.20～192.168.217.22，即同时有3个IP地址。
 
[root@rhl4 network-scripts]# cp ifcfg-eth0 ifcfg-eth0-range0
 
[root@rhl4 network-scripts]# vi ifcfg-eth0-range0
 
EVICE=eth0-range0　# 网卡设备名称
 
BOOTPROTO=static
 
BROADCAST=192.168.217.255
 
HWADDR=00:0C:29:8C:98:E6
 
IPADDR_START=192.168.217.20　# 所绑定IP地址的起始值
 
IPADDR_END=192.168.217.22　　# 所绑定IP地址的终止值
 
NETMASK=255.255.255.0
 
NETWORK=192.168.217.0
 
ONBOOT=yes
 
TYPE=Ethernet
 
修改完成保存所做修改并退出后，接着重启网卡。
 
[root@rhl4 network-scripts]# ./ifdown eth0　　# 关闭网卡
 
[root@rhl4 network-scripts]# ./ifup eth0　　# 启动网卡
 
完成对网卡的重启后，接着检查系统的网卡配置信息。
 
[root@rhl4 ～]# ifconfig
 
eth0　Link encap:Ethernet　HWaddr 00:0C:29:8C:98:E6
 
inet addr:192.168.217.14 Bcast:192.168.217.255 Mask:255.255.255.0
 
inet6 addr: fe80::20c:29ff:fe8c:98e6/64 Scope:Link
 
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
 
RX packets:1253 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:1058 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:151478 (147.9 KiB) TX bytes:122087 (119.2 KiB)
 
Interrupt:5 Base address:0x2024
 
eth0:　Link encap:Ethernet　HWaddr 00:0C:29:8C:98:E6
 
inet addr:192.168.217.20　Bcast:192.168.217.255　Mask:255.255.255.0
 
UP BROADCAST RUNNING MULTICAST　MTU:1500　Metric:1
 
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:0 (0.0 b)　TX bytes:0 (0.0 b)
 
Interrupt:5 Base address:0x2024
 
eth0:0　Link encap:Ethernet　HWaddr 00:0C:29:8C:98:E6
 
inet addr:192.168.217.36　Bcast:192.168.217.255　Mask:255.255.255.0
 
UP BROADCAST RUNNING MULTICAST　MTU:1500　Metric:1
 
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:0 (0.0 b)　TX bytes:0 (0.0 b)
 
Interrupt:5 Base address:0x2024
 
eth0:1　Link encap:Ethernet　HWaddr 00:0C:29:8C:98:E6
 
inet addr:192.168.217.21　Bcast:192.168.217.255　Mask:255.255.255.0
 
UP BROADCAST RUNNING MULTICAST　MTU:1500　Metric:1
 
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:0 (0.0 b)　TX bytes:0 (0.0 b)
 
Interrupt:5 Base address:0x2024
 
eth0:2　Link encap:Ethernet　HWaddr 00:0C:29:8C:98:E6
 
inet addr:192.168.217.22　Bcast:192.168.217.255　Mask:255.255.255.0
 
UP BROADCAST RUNNING MULTICAST　MTU:1500　Metric:1
 
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:0 (0.0 b)　TX bytes:0 (0.0 b)
 
Interrupt:5 Base address:0x2024
 
lo　　Link encap:Local Loopback
 
inet addr:127.0.0.1　Mask:255.0.0.0
 
inet6 addr: ::1/128 Scope:Host
 
UP LOOPBACK RUNNING　MTU:16436　Metric:1
 
RX packets:88 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:88 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:0
 
RX bytes:8964 (8.7 KiB)　TX bytes:8964 (8.7 KiB)
 
结果显示网卡eth0上多了20～22段的IP地址，因此说明在一张网卡上同时绑定多个IP地址是成功的，但是否可用还需要测试。还是按照前面的方法，打开Windows系统的DOS窗口，然后ping所配置的IP地址。
 
C:\Users\陈祥琳>ping 192.168.217.20
 
正在 Ping 192.168.217.20 具有 32 字节的数据:
 
来自 192.168.217.20 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.20 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.20 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.20 的回复: 字节=32 时间<1ms TTL=64
 
192.168.217.20 的 Ping 统计信息:
 
数据包: 已发送 = 4，已接收 = 4，丢失 = 0 (0% 丢失)，
 
往返行程的估计时间(以毫秒为单位):
 
最短 = 0ms，最长 = 0ms，平均 = 0ms
 
C:\Users\陈祥琳>ping 192.168.217.21
 
正在 Ping 192.168.217.21 具有 32 字节的数据:
 
来自 192.168.217.21 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.21 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.21 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.21 的回复: 字节=32 时间<1ms TTL=64
 
192.168.217.21 的 Ping 统计信息:
 
数据包: 已发送 = 4，已接收 = 4，丢失 = 0 (0% 丢失)，
 
往返行程的估计时间(以毫秒为单位):
 
最短 = 0ms，最长 = 0ms，平均 = 0ms
 
C:\Users\陈祥琳>ping 192.168.217.22
 
正在 Ping 192.168.217.22 具有 32 字节的数据:
 
来自 192.168.217.22 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.22 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.22 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.22 的回复: 字节=32 时间<1ms TTL=64
 
192.168.217.22 的 Ping 统计信息:
 
数据包: 已发送 = 4，已接收 = 4，丢失 = 0 (0% 丢失)，
 
往返行程的估计时间(以毫秒为单位):
 
最短 = 0ms，最长 = 0ms，平均 = 0ms
 
测试结果显示，所配置的IP地址都是可以用的。
 
4．绑定一块网卡设备
 
那么如何使用系统图形界面来添加 IP 地址呢？其实也不难，可以终端下执行 neat 命令，或是使用 Applications→System Settings→Network 步骤（如图14-4所示），打开如图14-5所示的Network Configuration 窗口（在Red Hat Enterprises 5 系列系统中，打开Network Configuration窗口的步骤略有不同，但支持neat命令）。
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  图14-4 打开Network Configuration窗口的步骤 

 

 [image: figure_0219_0289]

 

  图14-5 Network Configuration窗口 

 
接着配置IP地址，在Network Configuration 窗口下，单击如图14-6所示界面中的New图标，弹出如图14-7所示的Add new Device Type 窗口。在Select Device Type界面中的Device Type列表选择第一个选项，即Ethernet connection，然后单击Forward 按钮继续。
 
接着弹出如图14-8所示的Select Ethernet Device对话框。保持默认选择后单击Forward按钮，之后弹出图14-9所示的Configure Network Settings界面。
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  图14-6 新建设备 

 

 [image: figure_0220_0291]

 

  图14-7 选择设备类型 
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  图14-8 Select Ethernet Device界面 
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  图14-9 Configure Network Settings界面 

 
该界面下有Automatically obtain IP address setting with dhcp（动态获取IP 地址）和Statilly set IP addresses（静态设置IP地址）两个选项。选择后一个单选按钮，然后输入Address（IP地址）和Subnet mask（子网掩码），最后一项则是Default gateway address（默认网关地址），它可省略不填（在实际的工作环境下要设置网关，否则无法实现远程连接），如图14-10所示。
 
当填写完成并确认无误后，单击Forward按钮完成IP地址添加的设置，接着弹出如图14-11所示的界面，表示添加成功。
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  图14-10 设置IP地址和子网掩码 
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  图14-11 完成IP地址的添加 

 
刚配置的网卡属于不活跃状态，如图14-12所示。接着激活网卡，选中要激活的网卡，然后单击工具栏中的Activate图标，并单击Question窗口中的Yes按钮，如图14-13所示。
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  图14-12 成功添加新网卡 
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  图14-13 确认信息 

 
当单击Yes按钮确认后，再次弹出网卡成功激活的提示信息，单击OK按钮即可，如图14-14所示。之后将返回如图14-15所示的Network Configuration 界面，此时将看到新添加的网络已经变成活跃状态了。此时可以使用ping指令来测试该IP地址是否可用。
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  图14-14 成功激活网卡 

 

 [image: figure_0221_0299]

 

  图14-15 新网卡变成活跃状态 

 
5．修改或删除IP地址
 
对于所绑定的网卡设备，每次绑定一块网卡时都会在/etc/sysconfig/network-scripts/目录下产生一个对应的配置文件，如果需要修改IP地址，就在该目录下找到所要修改IP地址的网卡配置文件，然后对该文件进行编辑。
 
或者使用ifconfig命令直接修改IP地址，但不管是使用哪种方式，修改后是不会立即生效，因此需要重启网卡，当然，也可以重启系统，但没必要。
 
使用ifconfig命令来修改IP地址，需要指定新的IP地址和子网掩码，其格式如下所示。
 
ifconfig 网卡设备名 IP 地址 子网掩码
 
若把网卡eth0的IP地址改为192.168.217.33，则可执行以下命令行。
 
[root@rhl4 ～]# ifconfig eth0 192.168.217.33 netmask 255.255.255.0
 
由于执行ifconfig命令来修改IP地址后，网卡已经处于关闭状态，因此需要启动网卡，并在完成网卡的启动后，执行命令检查IP地址。
 
[root@rhl4 ～]# ifconfig eth0
 
eth0Link encap:Ethernet HWaddr 00:0C:29:8C:98:E6
 
inet addr:192.168.217.33 Bcast:192.168.217.255 Mask:255.255.255.0
 
inet6 addr: fe80::20c:29ff:fe8c:98e6/64 Scope:Link
 
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
 
RX packets:1518 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:1314 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:174012 (169.9 KiB) TX bytes:152275 (148.7 KiB)
 
Interrupt:5 Base address:0x2024
 
结果显示，原先的IP地址已经被修改，参数显示网卡设备处于启动状态。那么，若执行命令修改网卡IP地址和启动网卡一步完成，则可执行以下命令行。
 
[root@rhl4 ～]# ifconfig eth0 192.168.217.34 netmask 255.255.255.0 up
 
[root@rhl4 ～]# ifconfig eth0
 
eth0　Link encap:Ethernet　HWaddr 00:0C:29:8C:98:E6
 
inet addr:192.168.217.34 Bcast:192.168.217.255 Mask:255.255.255.0
 
inet6 addr: fe80::20c:29ff:fe8c:98e6/64 Scope:Link
 
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
 
RX packets:1518 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:1314 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:174012 (169.9 KiB) TX bytes:152275 (148.7 KiB)
 
Interrupt:5 Base address:0x2024
 
网卡的配置参数都记录在配置文件里，若不再需要使用该IP地址，则可直接把网卡关闭，或者直接把网卡配置文件删除，但考虑到以后的需要，不建议删除网卡设备参数配置文件。
 

 
14.3 连接因特网
 
在现代生活中，互联网已成为人们日常生活中不可或缺的伙伴。目前接入互联网的方式很多，有利有弊。Linux系统为我们提供了多种接入互联网的方式，如以太网、无线网、ADSL、调制解调器及ISDN等。
 
以下是对Linux系统中使用网络配置向导来完成将系统接入互联网的操作，这里只是一些简单的介绍，感兴趣的读者可以进行操作练习。
 
所谓的ISDN，其全名为Integrated Services Digital Network（综合业务数字网），其采用模拟调整解调器连接相反的高速数码电子通信线路接入互联网的技术。其使用一种特殊的电话线并使用终端适配器来终结客户端的连接，传输速度在64Kbit/s～128Kbit/s之间。
 
以下是配置ISDN的过程，其配置过程比较简单。
 
首先在终端上输入neat命令或者使用Applications→System Settings→Network来打开如图14-16所示的Network Configuration窗口，然后单击该窗口上的New图标，之后弹出如图14-17所示的Select Device Type界面。
 
选择ISDN connection（第二项），然后单击右下角的Forward 继续，如图14-18所示。接着弹出图14-19所示的Select ISDN Adapter 界面，在此可以保存默认设置，然后单击Forward 按钮继续。
 

 [image: figure_0223_0300]

 

  图14-16 Network Configuration窗口 

 

 [image: figure_0223_0301]

 

  图14-17 Select Device Type界面 
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  图14-18 选择设备类型 

 

 [image: figure_0223_0303]

 

  图14-19 适配器的选择 

 
之后弹出如图14-20所示的Select Provider 界面。在Interest Provider 列表框中保持默认设置，在Phone Number 选项区的Phone number 框中输入7890（这个数字是不能用的，这里只是做个示范），然后单击 Forward 继续。接着弹出的是如图14-21 的 IP Settings 界面。此次选择的是Automatically obtain IP address settings单选按钮，然后单击Forward 按钮继续。
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  图14-20 选择供应商 
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  图14-21 设置获取IP的类型 

 
接着弹出如图14-22所示的系统提示成功创建连接的信息，这些信息是在图14-20中所设置的。然后单击Apply 确认，之后回到Netwrok Configuration 窗口，如图14-23所示，我们看到多了一个设备名为ippp0、类型为ISDN的拨号连接设备。
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  图14-22 提示信息 
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  图14-23 添加的新设备 

 
添加完设备后，该设备处于Inactive状态，使用前还需要将其更改为Activate状态。使用完成之后，可以删除设备。如果设备处于Inactive状态，可直接删除；如果是Activate状态，则需要将其修改为Inactive状态后才可以删除。
 
对于其他的设备类型（如无线拨号上网、ADSL和调制解调器上网）等，其设置过程与ISDN差不多，这里就不再重复讲解，感兴趣的读者可以自己去操作练习。
 
下面介绍如何在VMware上搭建虚拟网络，并共享其他系统的资源。严格来说，这个内容不属于本章的内容，既然已经学习了网络的相关知识，那么学习搭建虚拟网络可以对网络进行更为具体的管理。
 

 
14.4 虚拟网络
 

 
14.4.1 搭建虚拟网络
 
本章最后一节将介绍在 VMware Workstation 中搭建一个小型的虚拟网络，在 VMware Workstation中搭建虚拟网络，实际上就是同时启动两个系统，并使它们之间的网络接通。而通过VMware的使用，在模拟网络的搭建过程，还能节省至少一台PC。
 
由于要搭建网络，因此就至少有两个或两个以上的系统，建议在搭建虚拟网络时使用配置相同的系统（如版本相同，操作系统位数相同等），最简单的方法就是直接把安装好的系统克隆，这样就可以省去很多的麻烦。如果采取克隆系统的方式，那么在第一次启动两个系统时，其中有一个Linux系统至少需要配置网络和主机名。
 
搭建虚拟网络后第一次启动并登录Linux系统后，虚拟网络并不能使用，因此需要做一些配置。接着可以先更改主机名，现在将其中一台的主机名保持不变，不过重新配置其 IP 地址为192.168.217.40；另一台Linux机器的主机名则改为rhl41.super.com，IP地址改为192.168.217.41。
 
对主机名的更改，要将/etc/hosts 和/etc/sysconfig/network 这两个配置文件中的主机名改为一样，否则更改是无效的。我们首先对用户端的主机名进行更改，使用编辑器依次对/etc/hosts 和/etc/sysconfig/network文件的主机名进行更改。
 
[root@rhl4 ～]# vi /etc/hosts
 
# Do not remove the following line, or various programs
 
# that require network functionality will fail.
 
127.0.0.1　　rhl4.super.com　rhl41　localhost.localdomain　localhost
 
#将rhl4改成rhl41
 
[root@rhl4 ～]# vi /etc/sysconfig/network
 
NETWORKING = yes
 
HOSTNAME = rhl41.super.com　# 将rhl4改成rhl41
 
完成对主机名配置文件的修改后，当前的修改不能立即生效，因此需要（使用init6 或reboot命令）重启系统使主机名修改生效。至此，虚拟网络搭建完成。
 
有可能寄存机器（即客户端机器）的普通用户没法正常登录系统，可先以root用户登录，然后再更改普通用户的密码或者再创建一个新的普通用户。为了学习方便，创建普通用户rhl41，并赋予密码。
 
如果你的VMware Workstation版本比7系列的版本高，那么可以在虚拟机上启动两个操作系统，然后按上述步骤依次配置主机名和IP地址即可。
 

 
14.4.2 虚拟网络应用
 
在本节的最后，将学习如何共享其他 Linux 系统上的资源。共享资源以 NFS（Network File System，网络文件系统）的方式来实现。NFS适用在不同的UNIX/Linux操作系统之间资源的共享，提供共享资源的计算机称为NFS服务器（NFS Server），另外的机器则称为NFS客户机（NFS Client）。
 
接下来配置NFS服务，以主机名为rhl4.super.com的机器作为NFS服务器，并重新配置其IP地址为192.168.217.40；而另一台机器的主机作为客户机（主机为rhl41.super.com），其IP地址为192.168.217.41。
 
配置目的：实现客户机（IP地址为192.168.217.41）对服务器（IP地址为192.168.217.40）分享出来的资源进行访问。
 
配置清单：
 
客户端主机名：rhl41.super.com；用户端IP地址：192.168.217.41
 
服务器端主机名：rhl4.super.com；服务器端IP地址：192.168.217.40
 
1．配置虚拟网络服务器
 
首先修改服务器端的配置，以普通用户cat登录并在其主目录下创建一个名为share的共享文件，然后在其中写入以下内容（内容可以用其他的，这里只是作一个演示），然后保存退出。
 
[cat@rhl4 ～]$ vi share
 
Knowledge is a valuable resource, it's the information within the minds of individuals, which includes their understanding and experiences, ready to be used for decision-making!
 
接着切换到服务器的root用户并用vi编辑器打开/etc/exports文件，写入以下内容。
 
[root@rhl4 ～]# vi /etc/exports
 
/home/cat　　*(rw,sync)　# *表示允许所有的IP都可以访问这个目录，rw为可读可写
 
保存所做修改并退出后，然后执行exportfs命令更新共享菜单。
 
[root@rhl4 ～]# exportfs-r　#-r表示re-export
 
由于资源的共享是通过NFS的方式挂载，因此接着检查系统是否已经安装了NFS服务组件。可使用rpm命令来确认系统是否已安装nfs-utils的NFS服务组件。
 
[root@rhl4 ～]# rpm-q nfs-utils
 
nfs-utils-1.0.6-70.EL4
 
当确认系统已安装该软件包时（若未安装，则应先安装），则应查看该服务是否已启动，并在未启动的情况下启动该服务。
 
[root@rhl4 ～]# service nfs status# 检查NFS 进程状态
 
Shutting down NFS mountd: rpc.mountd is stopped
 
nfsd is stopped
 
rpc.rquotad is stopped
 
[root@rhl4 ～]# service nfs start
 
Starting NFS services:　　　　　　　　[　OK　]
 
Starting NFS quotas:　　　　　　　　[　OK　]
 
Starting NFS daemon:　　　　　　　　[　OK　]
 
Starting NFS mountd:　　　　　　　　[　OK　]
 
2．配置虚拟网络用户端挂载共享
 
当一切准备就绪时（当然，也可使用带有-p选项的rpcinfo命令来查看rpc相关程序与端口所对应的信息 ），接着切换到客户端（即 rhl41.super.com 主机）的Linux 系统下，然后在终端下执行showmount命令显示服务器rhl4.super.com共享的目录。
 
[root@rhl41 ～]# showmount-e 192.168.60.20
 
Export list for 192.168.60.20:
 
/home/cat *
 
从输出结果中看到，服务器 rhl4.super.com 共享的信息为/home/cat 目录下的全部内容。接着在本机查找一个挂载点，如在客户端执行ls命令显示根目录的息。
 
[root@rhl41 ～]# ls /
 
bin　　dev　　home　lib　　media　　mnt　proc　sbin　srv　tmp　var
 
boot　etc　　initrd　lost+found　misc　opt　root　selinux　sys　usr
 
接着在/mnt目录下创建一个用于挂载nfs共享信息的目录。
 
[root@rhl41 ～]# mkdir /mnt/nfsshare #选择在mnt 目录下创建共享目录
 
当确认/mnt/nfsshare成功创建之后，就可以使用如下mount命令将服务器rhl4.super.com共享的/home/cat目录挂载到客户端的/mnt/nfsshare挂载点上。
 
[root@rhl41 ～]# mount 192.168.217.40:/home/cat /mnt/nfsshare
 
系统执行以上的mount命令之后，不产生任何提示。为了确保挂载是否成功，接着使用不带选项的mount命令来查看目前在客户端上所有已经挂载的文件系统，以确以NFS文件系统是否挂载成功。
 
[root@rhl41 ～]# mount
 
/dev/sda2 on / type ext3 (rw)
 
none on /proc type proc (rw)
 
none on /sys type sysfs (rw)
 
none on /dev/pts type devpts (rw,gid = 5,mode = 620)
 
/dev/sda1 on /boot type ext3 (rw)
 
none on /dev/shm type tmpfs (rw)
 
/dev/sda3 on /home type ext3 (rw)
 
none on /proc/sys/fs/binfmt_misc type binfmt_misc (rw)
 
none on /proc/fs/vmblock/mountPoint type vmblock (rw)
 
sunrpc on /var/lib/nfs/rpc_pipefs type rpc_pipefs (rw)
 
nfsd on /proc/fs/nfsd type nfsd (rw)
 
192.168.217.40:/home/cat on /mnt/nfsshare type nfs (rw,addr = 192.168.217.40)
 
从输出中看到，的确在/mnt/nfsshare目录下成功挂载了rhl4.super.com服务器主机共享的目录。其共享目录为/home/cat，且可读写，其addr = 192.168.217.40。
 
既然已成功地挂载了共享信息，接着就查看所共享的内容。使用带有-l 选项的 ls 命令列出/mnt/nfsshare目录下的所有内容。
 
[root@rhl41 ～]# ls-l /mnt/nfsshare
 
ls: /mnt/nfsshare: Permission denied
 
很遗憾，系统提示rhl41.super.com主机上的root用户没权利访问刚刚挂载的这个目录，由于是两个不同的Linux系统主机，而rhl41.super.com主机上的root用户并非rhl4.super.com主机上的root用户。
 
切换回服务器super.com主机上，然后使用如下命令查看共享目录/home/cat的详细信息。
 
[root@rhl4 ～]# ls-ld /home/cat
 
drwx------ 2 cat cat 4096 Sep 5 08:55 /home/cat
 
从输出结果中看到，由于未开放/home/cat目录的访问权，因此导致了拒绝访问该目录。接着使用如下chmod命令来开放该目录的权限并查看权限情况。然后使用exportfs命令再次更新共享菜单。
 
[root@rhl4 ～]# chmod 1777 /home/cat ; ls-ld /home/cat
 
drwxrwxrwt　2　cat　cat　4096　Sep　5　08:55　/home/cat
 
[root@rhl4 ～]# exportfs-r
 
接着再次切换到客户端 rhl41.super.com主机下，再次使用如下带有-l选项的 ls 命令列出/mnt/nfsshare目录下的全部信息。
 
[root@rhl41 ～]# ls-l /mnt/nfsshare
 
total 4
 
-rw-rw-r--　1　cat　cat　178　Sep　5　08:19　share
 
从输出结果中看到，该目录下有一个名为 share 的共享文件，且对文件拥有可读或可读写的权限。之后可以使用cat命令来查看该文件中的内容。
 
[root@rhl41 ～]# cat /mnt/nfsshare/share
 
Knowledge is a valuable resource, it's the information within the minds of individuals, which includes their understanding and experiences, ready to be used for decision-making!
 
到目前为止，相信您对挂载和查看NFS共享的资源不再陌生了吧？其实也很简单，主要是细节方面的问题。只要注意到细节方面的问题，就没有什么可以阻挡前进的步伐了。
 

 
第15章 Linux Shell脚本编程
 
本章主要内容
 
● shell工作原理。
 
● shell命令和符号。
 
● shell脚本应用编程。
 
所谓的shell，就是一种命令解释器，用于对命令进行解释并将解释后得到的数据传递到内核中执行，同时将执行结果传回用户端。在Linux系统中存在多种shell，由于shell采取自由开发的方式，使得它的版本有多种，不同种类的shell在操作支持和工作环境也有所不同。
 
Linux的命令分为内部命令和外部命令，内部命令就是存在系统中的命令，而外部命令多数是指用户所执行的文件，不管是哪类命令，它们都用于更好完成地操作。而 shell 脚本则是由一个或多个命令及符号组成并能够完成特定任务的命令、符号集合。
 

 
15.1 shell工作原理
 
在Windows系统上，我们可以使用DOS（Disk Operating System，磁盘操作系统）与系统进行通信，在Linux中，由shell就负责完成这个任务。shell作为连接系统内核与用户之间的程序接口，它为用户提供了一种启动程序、管理文件系统中的文件以及管理运行在系统上的进程的方式。
 
在Linux操作系统下，用户没法直接与内核进行交流，但可以通过shell这个平台来与完成与内核的通信。shell负责接收来自用户的输入，之后将用户输入的命令翻译成计算机能够识别的、由0和1组成的机器码，然后将这些机器码传送到内核中执行。
 
其实，当我们以命令行的方式登录到Linux操作系统时，这时就进入了shell的应用程序，如图15-1所示。其命令提示符格式为“[cat@cat～]$”，即为 shell 的命令提示符，此时 shell 就在等待用户的输入，并将这些输入翻译成机器码然后传输到内核中执行。
 

 [image: figure_0229_0308]

 

  图15-1 shell工作环境 

 
Linux系统提供给用户的最重要的系统程序是shell命令语言解释程序。shell不属于系统的内核部分，而是在系统内核之外，并以用户态方式运行。shell基本功能是解释并执行用户输入的各种命令，实现用户与Linux系统内核的接口。对于shell的来源，其是系统在启动后，内核就为每个最终用户建立一个进程去执行shell解释程序。
 
shell是Linux系统提供给用户最为重要的命令解释程序，它以用户形态方式运行在内核之外，其基本功能就是解释并执行用户输入的各种命令，实现用户与Linux系统内核之间信息的交流， shell的工作原理如图15-2所示。
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  图15-2 shell工作原理 

 
用户在 shell 提示符下输入命令后，shell 会将所读取到的命令翻译成内核能够识别的代码语言。之后将这些代码传送到内核中去执行，以此来实现控制计算机硬件进行工作，并在执行完成后将结果（包括能够执行与不能执行的）返回给用户。
 
shell 是一种能够解释命令的解释器，它的功能是将用户的输入翻译成内核（kernel）能够识别的代码语言，然后将这些语言传输到内核中去操作控制计算机的硬件进行工作，之后将结果输送到显示器上显示出来，图15-3显示的是shell工作的大致过程。
 

 [image: figure_0230_0310]

 

  图15-3 shell的工作过程 

 
首先由用户通过终端的命令提示符将自己的想法（即需要计算机做的事）以指令的方式输入到shell中，shell接着将用户输入进来的指令翻译成计算机能够识别的、由0和1组成的机器码，然后将这些机器码传送到内核中，内核则根据这些机器码来操作计算机硬件，之后将操作的结果输出到显示器上。
 

 
15.2 shell符号和命令
 

 
15.2.1 命令的类型
 
Linux操作系统的命令可分为内部命令和外部命令。所谓的内部命令就是内置在bash中的命令，而外部命令是以可执行文件的形式存储在Linux系统的文件系统中。也可以理解成当我们为一个文件添加可执行权限时，该文件的名字就相当于一条外部命令。
 
为了弄清楚Linux系统中哪些命令是内部命令，可使用type命令来查看，下面使用type来查看系统中存在的内部命令。
 
[root@rhl5 ～]# man type
 
BASH_BUILTINS(1)　　　　　　　　　　BASH_BUILTINS(1)
 
NAME
 
bash,　:,　., [, alias, bg, bind, break, builtin, cd, command, compgen,
 
complete, continue, declare, dirs, disown, echo,　enable,　eval,　exec,
 
exit,　export,　fc,　fg, getopts, hash, help, history, jobs, kill, let,
 
local, logout, popd, printf, pushd, pwd, read, readonly,　return,　set,
 
shift,　shopt,　source,　suspend,　test,　times,　trap,　type, typeset,
 
ulimit, umask, unalias, unset,　wait　-　bash　built-in　commands,　see
 
bash(1)
 
BASH BUILTIN COMMANDS
 
Unless otherwise noted, each builtin command documented in this section
 
as accepting options preceded by- accepts-- to signify the end of the
 
options.　For　example,　the　:, true, false, and test builtins do not
 
accept options.　Also, please note that while executing in non-interac-
 
tive mode and while in posix mode, any special builtin (like ., :,
 
break, continue, eval, exec, exit, export, readonly, return, set,
 
shift, source, times, trap, unset) exiting with a non-zero status
 
causes the shell to stop execution.
 
: [arguments]
 
No effect; the command does nothing beyond expanding arguments
 
and performing any specified redirections. A zero exit code is
 
returned.
 
：
 
从上面输出的内容，我们看到bash之后的alias、bg等这些命令都是系统的内置命令，Linux系统的每条内部命令都对应一个二进制文件，这些二进制文件存储在/usr/bin目录下。
 
[root@rhl5 ～]# ll /usr/bin/
 
total 147016
 
-rwxr-xr-x　1　root root　31048　Jul　13　2009　[
 
-rwxr-xr-x　1　root root　111180　Jul　2　2009　a2p
 
-rwxr-xr-x　1　root root　352412　Jan　15　2008　a2ps
 
-rwxr-xr-x　1　root root　20552　Jul　16　2008　ac
 
-rwxr-xr-x　2　root root　19848　Jul　12　2006　aclocal
 
-rwxr-xr-x　1　root root　11405　Jun　12　2006　aclocal-1.4
 
-rwxr-xr-x　1　root root　13161　Jun　9　2006　aclocal-1.5
 
-rwxr-xr-x　1　root root　12596　Jun　9　2006　aclocal-1.6
 
-rwxr-xr-x　1　root root　12387　Jun　12　2006　aclocal-1.7
 
-rwxr-xr-x　2　root root　19848　Jul　12　2006　aclocal-1.9
 
-rwxr-xr-x　1　root root　16720　Aug　28　2008　aconnect
 
-rwxr-xr-x　1　root root　9912　Jun　8　2009　acpi_listen
 
-rwxr-xr-x　1　root root　12692　Sep　4　2006　activation-client
 
-rwxr-xr-x　1　root root　27344　Jul　12　2006　addftinfo
 
-rwxr-xr-x　1　root root　80228　Apr　17　2009　addr2line
 
-rwxr-xr-x　1　root root　63380　Nov　4　2008　afs5log
 
-rwxr-xr-x　1　root root　1214　Sep　4　2006　alacarte
 
-rwxr-xr-x　1　root root　44328　Aug　28　2008　alsamixer
 
-rwxr-xr-x　1　root root　18140　Aug　28　2008　amidi
 
-rwxr-xr-x　1　root root　50652　Aug　28　2008　amixer
 
-rwxr-x---　1　root root　33412　Dec　19　2007　amtu
 
-rwxr-xr-x　1　root root　3100　Aug　9　2006　amuFormat.sh
 
lrwxrwxrwx　1　root root　　23　Jul　14　07:38　antlr-> /etc/alternatives/antlr
 
……
 
当然也可以使用带有参数的type命令来验证某条命令是否为内部命令或者查看关于某条内部命令更为详细的信息。type命令的语法格式如下：
 
type [-aftpP] name [name ...]
 
这些常用的选项主要有如下几个。
 
●-a：列出包含别名（alias）在内的指定命令名的命令。
 
●-p：显示完整的文件名称。
 
●-t：显示文件类型，其文件类型主要有两种，一种是 builtin，为 bash 的内置命令；另一种是file，为外部命令。
 
对于一个命令，可以使用type命令来辨别它是否为内部命令。下面使用type命令来验证alias是否为系统的内部命令。
 
[cat@cat ～]$ type alias
 
alias is a shell builtin
 
我们看到，输出显示alias是一个shell的builtin。也可以使用file命令来查看cp是否为外部命令，如，查看/bin/cp。
 
[cat@cat ～]$ file /bin/cp
 
/bin/cp: ELF 32-bit LSB executable, Intel 80386, version 1 (SYSV), for GNU/Linux 2.2.5, dynamically linked (uses shared libs), stripped
 
从以上结果中看到，/bin/cp确实是一个executable（可执行）文件，即我们所说的外部命令。对于其他的选项，感兴趣的读者可以再试试，这里不再做详细的讲解。
 

 
15.2.2 通配符
 
之前提及，Linux 下的一切设备都是文件，对于那么多的文件，正常人是无法记得住的。但有时需要了解某个文件的相关信息，而只记得这个文件的前几个或后几个字母，或者有时需要对一些名字相类似的文件进行同步操作，这需要怎么做呢？
 
其实Linux操作系统已经为我们解决了这些问题，在Linux 操作系统中，可以使用wildcard （通配符）来完成这些工作。Linux操作系统提供如下通配符。
 
● *：操作0 个或多个字符。
 
● ？：仅操作任何一个字符。
 
● [a～z]：匹配字符a～z 范围内的所有字符。
 
● [^a～z]：匹配除a～z 以外的所有字符。
 
● [xyz]：匹配x、y、z 中的任何一个字符。
 
● [^xyz]：匹配不包括x、y、z 的其他字符。
 
由于片幅有限，而且笔者在学习过程中，发现“*”使用为多，所以在这只是对“*”做一些相关的演示操作，对于其余的通配符，感兴趣的读者可以自己操作练习。
 
假设现在还在系统中，为了演示怎么使用*通配符，我们先以touch命令创建test、test1、test2和test.sh这4个文件。
 
[cat@cat ～]$ touch test
 
[cat@cat ～]$ touch test1
 
[cat@cat ～]$ touch test2
 
[cat@cat ～]$ touch test.sh
 
为了使演示的效果更加明显，接下来使用mkdir命令创建一个名为backup的空目录。
 
[cat@cat ～]$ mkdir backup
 
目录和文件的创建操作完成之后，接着使用带有-l选项的ls命令来查看创建操作是否成功。
 
[cat@cat ～]$ ls–l
 
total 4
 
drwxrwxr-x　2　cat　cat　4096　Aug　24　01:47　backup
 
-rw-rw-r--　1　cat　cat　0　Aug　24　01:42　test
 
-rw-rw-r--　1　cat　cat　0　Aug　24　01:42　test1
 
-rw-rw-r--　1　cat　cat　0　Aug　24　01:42　test2
 
-rw-rw-r--　1　cat　cat　0　Aug　24　01:43　test.sh
 
输出结果表示我们的操作是成功的。接下来演示如何使用通配符“*”来操作，首先使用mv命令将名为test.sh的文件移到backup目录中，然后使用带有-l选项的ls命令来查看操作是否成功，其操作如下。
 
[cat@cat ～]$ mv *.sh backup
 
[cat@cat ～]$ ls-l
 
total 4
 
drwxrwxr-x　2　cat　　cat　　4096　Aug　　24　01:47　backup
 
-rw-rw-r--　1　cat　　cat　　0　　Aug　　24　01:42　test
 
-rw-rw-r--　1　cat　　cat　　0　　Aug　　24　01:42　test1
 
-rw-rw-r--　1　cat　　cat　　0　　Aug　　24　01:42　test2
 
以上操作是在假设只知道一个文件名的后缀名为.sh的条件下进行的。操作完成后，为了检查是否成功，可以使用cd命令切换到backup目录下，然后使用带有-l选项的ls命令来查看backup目录下是否存在后缀名为.sh的文件。
 
[cat@cat ～]$ cd backup
 
[cat@cat backup]$ ls-l
 
total 0
 
-rw-rw-r-- 1 cat cat 0 Aug 24 01:43 test.sh
 
输出结果显示，我们的操作是成功的。接着再对剩余的三个文件操作，首先使用 cd 切换到主目录，然后使用 rm 命令将这三个名字类似的文件一同删除，接着使用带有-l 选项的 ls 命令来查看操作是否成功，操作如下。
 
[cat@cat backup]$ cd
 
[cat@cat ～]$ rm　-rf　t*　# 使用-rf选项强行删除
 
[cat@cat ～]$ ls–l
 
total 4
 
drwxrwxr-x　2　cat　cat　4096　Aug　24　01:47　backup
 
使用带有-l选项的ls命令查看结果显示，现在只剩下名为backup的目录，说明一次同时删除这三个文件是成功的。当然，通配符“*”的作用不仅仅是这些，还有更多的用途。对于剩余的几个通配符，感兴趣的读者可以操作，以使得自己更加熟练地使用。
 

 
15.3 shell脚本应用编程
 
Linux系统的shell实际上是一个命令行解释器，它遵循一定的语法将输入的命令加以解释并传给系统。shell为用户提供一个向Linux系统内核发送请求接口的系统级程序，通过shell用户就可以启动、挂起、停止服务甚至编写程序。
 

 
15.3.1 shell脚本概述
 
1．脚本的组成和执行
 
Linux shell脚本的结构并不复杂，其主要由变量、内部命令以及shell的语法结构和一些函数、其他命令行的程序等组成，以下是一个简单的shell脚本。
 
[scat@Scat ～]$ vi helloscript.sh
 
#!/bin/bash　　　　　# 使用/bin/bash进行解译
 
#This is a first script
 
echo　　　　　　　# 使用echo实现一个空行的输出
 
echo Hello Bash Script!
 
echo
 
一般使用后缀名“.sh”来表示shell脚本，此脚本中的第一行使用“#！”开头，表明要用/bin/bash来解释和执行这个脚本文件，也可以使用/bin/sh来代替。实际上，/bin/sh是一个指向/bin/bash的软链接（soft link），也就是说，在执行/bin/sh 时，它调用的命令与/bin/bash 是相同的。可以使用如下的命令来查看/bin/bash文件。
 
[scat@Scat ～]$ ll-la /bin/bash
 
-rwxr-xr-x 1 root root 616312 Dec 7 2004 /bin/bash
 
接着是关于这个脚本的一些描述信息，这些描述信息包括编写脚本的时间、人物以及脚本的功能等信息，这也许是为了方便后来对脚本的维护。
 
之后是脚本所要实现的功能，这是脚本最为主要的部分，也是编写脚本的目的。当脚本编写完成之后保存脚本并退出，执行脚本可以事先使用chmod命令为该脚本文件添加可执行权，然后再执行，或者接着使用bash后接脚本文件名执行。
 
[scat@Scat ～]$ chmod u+x helloscript.sh　　　　# 添加可执行权
 
[scat@Scat ～]$ ./helloscript.sh# 执行脚本文件
 
Hello Bash Script!
 
[scat@Scat ～]$ bash helloscript.sh# 使用bash 来执行
 
Hello Bash Shell Script!
 
在一个刚创建的脚本文件中，是没有可执行权限的。因此在执行它时会出现不允许执行的提示。而在添加可执行权限之后就可以执行。
 
2．脚本执行过程的追踪
 
对于一个刚完成编写的代码程序，无论技术有多么熟练都难免出现错误，所出现的这些错误包括语法错误和逻辑错误。若是遇到语法错误还好，要是逻辑错误那就麻烦了。这是因为有逻辑错误的程序可以正常运行，但所运行的结果并非想要的。
 
对于所编写的脚本，可以使用set命令进行运行时的跟踪。利用set命令有助于完成代码、发现代码中的错误以及修改和整理代码，使得所编写的代码更为完整。看如下一个名为test.sh的脚本。
 
[scat@Scat ～]$ vi test.sh
 
#!/bin/bash
 
#
 
#set–x　　　　　　　　# 先将set命令的功能注销
 
echo-n "are you a student?"
 
read answer　　　　　　　# 读取输入
 
if [ $answer = Y ]　　　　　　# 使用if判断[]与其他字符之间是否存在空格
 
then
 
echo "Yse,I am a student"
 
else
 
echo "No,I am a teacher"
 
fi　　　　　　　　　　# 使用fi作为结束的标记
 
完成脚本的编写之后，将其保存并退出。接着进行授权，然后运行脚本文件。或者使用bash直接运行，操作如下。
 
[scat@Scat ～]$ bash test.sh　　　# 执行脚本文件
 
are you a student?Y　　　　　# 输入Y确认，需要大写
 
Yse,I am a student
 
[scat@Scat ～]$ bash test.sh
 
are you a student?N　　　　　# 此次输入N
 
No,I am a teacher
 
以上只是一些简单的输出，没有任何其他参数的输出。接着使用set命令来实现对脚本的跟踪。
 
首先开启set的功能，即将set命令前面的#号去掉，之后保存所做修改并退出，然后执行bash命令。
 
[scat@Scat ～]$ bash test.sh　　　# 执行test.sh文件
 
+echo-n 'are you a student?'
 
are you a student?+read answer
 
Y　　　　　　　　　　# 输入Y，要大写
 
+'[' Y = Y ']'
 
+echo 'Yse,I am a student'
 
Yse,I am a student
 
[scat@Scat ～]$ bash test.sh　　　# 再次执行脚本文件
 
+echo-n 'are you a student?'
 
are you a student?+read answer
 
N　　　　　　　　　　# 此次输入N
 
+'[' N = Y ']'
 
+echo 'No,I am a teacher'
 
No,I am a teacher
 
在启动set命令功能之后，当执行脚本文件时出现了一些以“+”开头的行。也就是说，使用set命令可对脚本进行完全的跟踪。可以通过跟踪来发现理想的输出与实际输出的区别，然后进行修改，最终达到所需的要求。
 
3．脚本中的条件测试
 
下面介绍脚本中的条件测试。这方面的内容涉及数值的测试、字符串以及数字等内容。
 
（1）数值测试
 
对数值进行测试，其主要是对两个数值进行比较，比较的结果包括两个数值相等、不相等以及大于和小于等，表15-1列出了常用的数值关系运算符。
 

  表15-1 数值测试关系符 

 

 [image: figure_0235_0311]

 
下面演示如何使用这些关系运算符进行数值的测试。其实，进行数值比较的测试非常简单。首先使用编辑器vi创建名为test1.sh的文件，然后写入需要测试的数值，保存之后退出。
 
[scat@Scat ～]$ vi test1.sh
 
[ 36-eq 36 ]　　　# 判断36是否等于36
 
echo $?
 
echo　　　　　　# 使用echo命令输出一个空格
 
[ 36-eq 35 ]　　　# 判断36是否等于35
 
echo $?
 
echo
 
[ 36-gt 30 ]　　　# 判断36是否大于30
 
echo $?
 
以上的每条判断语句都可以单独来写，这里为了方便而将它们写在一起进行测试。完成以上的操作之后，接着开始执行脚本文件。注意，输出0表示正确，也就是说，条件成立，而1则相反，执行文件及测试结果如下所示。
 
[scat@Scat ～]$ bash test1.sh
 
0　　　　　　# 第一个输出为0，说明条件成立
 
1　　　　　　# 第二个输出为1，说明条件不成立
 
0　　　　　　# 输出0，说明条件成立
 
这里只是举个例子，其余关系符的测试操作也差不多，感兴趣的读者可以自己操作，这里就不再详细介绍。
 
（2）字符串测试
 
对于字符串的测试，可以对单个字符串进行，也可以对多个字符串进行。可通过对两个字符串的值进行比较来测试字符串是否相等。表15-2列出了进行字符串测试时常用的关系运算符。
 

  表15-2 字符串测试常用关系符 
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接着演示如何使用这些关系运算符进行字符串的测试。其实，进行字符串比较的测试非常简单。首先创建名为test2.sh的脚本文件，其内容如下。
 
01 #!/bin/bash
 
02 [ "ccc" = "ccb" ]# 使用"="来判断这两个字符串是否相等，不用双引号也行
 
03 echo $?
 
04 echo
 
05 [ "ccc" != "ccb" ]　　　# 判断字符串是否不相等
 
06 echo $?
 
07 echo
 
08 test2="abc"# 定义test2 的值为abc
 
09 [-z $test2 ]# 判断test2 是否为空
 
10 echo $?
 
11 exit 0
 
完成以上的写入并进行保存之后，接着开始执行脚本文件。执行文件及测试结果如下所示。
 
[scat@Scat ～]$ bash test2.sh
 
1　　　# 输出1，表示第一个测试结果的成立
 
0　　　# 输出0，表示测试结果成立
 
1
 
（3）逻辑操作符
 
在完成以上脚本文件的创建之后，到目前为止已经存在4个脚本文件。在这4个脚本文件中，只有一个文件拥有可执行权，下面使用ll命令列出这些脚本文件。
 
[scat@Scat ～]$ ll
 
total 16
 
-rwxrw-r-- 1 scat scat 76 Nov 6 14:05 helloscript.sh
 
-rw-rw-r-- 1 scat scat 77 Nov 6 19:13 test1.sh
 
-rw-rw-r-- 1 scat scat 91 Nov 6 19:23 test2.sh
 
-rw-rw-r-- 1 scat scat 159 Nov 6 15:17 test.sh
 
对于这些文件，若需要对其类型、权限以及长度等进行检测时，可使用文件状态检测运算符（如表15-3所示）来测试，如下是一个简单的例子。
 
01 [-x helloscript.sh ]　　# 判断helloscript.sh是否有可执行权
 
02 echo $?
 
03 echo
 
04 [-x test1.sh　　　　# 判断test1.sh是否有可执行权
 
05 echo $?
 
完成之后，将内容进行保存并退出，之后执行test3.sh文件。
 
[scat@Scat ～]$ bash test3.sh
 
0　　　# 输出0，表示helloscript.sh文件拥有可执行权
 
1　　　# 输出1，表示test1.sh没有可执行权
 

  表15-3 文件属性条件判断关系符 
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本节的重点是针对多个条件进行测试。要对多个条件进行测试，需要使用一些逻辑操作符，通过逻辑操作符将这些需要进行测试的条件进行连接起来。
 
shell所提供的逻辑操作符有逻辑与、逻辑或和逻辑否这三种，以下是对各个逻辑运算符的简单介绍。
 
●-a：逻辑与，仅当两边的条件都为真时，结果才为真，否则为假。
 
●-o：逻辑或，只要其中一边的条件为真，结果就为真。
 
● ！：逻辑否，当条件为假时，结果为真。
 
接着演示如何使用这些逻辑关系运算符进行文件属性的测试。其实，进行文件属性的比较测试的操作与之前的操作差不多。首先使用编辑器创建名为 test4.sh 的文件，然后写入需要测试的字符串，之后保存所做修改并退出。
 
01 #!/bin/bash
 
02 #
 
03 [-x helloscript.sh-a-x test2.sh ]
 
04 echo $?
 
05 echo
 
06 [-x helloscript.sh-o-x test2.sh ]
 
07 echo $?
 
说明：
 
第03行，当两个文件都有可执行权时为真
 
第06行：当其中有一个文件有可执行权时为真
 
完成之后，将内容进行保存并退出，之后执行test4.sh文件。
 
[scat@Scat ～]$ bash test4.sh
 
1　　# 第一个测试结果为假
 
0　　# 第二个测试结果为真
 

 
15.3.2 shell脚本实例
 
在本节的shell脚本范例实例中涉及的内容有流程控制、算术运算、shell函数、shell数组、正则表达式和Dialog文本框。在编写以下范例脚本时名字可自取。当然，有时候为了快速地识别脚本的功能，因此在取名时应根据脚本的功能来取。
 
1．程序流程控制实例
 
程序流程控制，实际上就是改变程序的执行顺序。程序在执行过程中若流程被改变，就可能导致输出不同，因此利用这一特性就能够实现程序执行结果的控制。程序流程控制可分为“选择”和“循环”这两类，在需要根据实际需求的不同实现不同的输出时，就可以改变程序的执行流程。（1）for循环语句
 
基于for语句的循环，基于继续执行循环或者结束循环的方式。在for执行命令前，其会先检查所要执行的列表中所指定的值是否还有未使用的，若有未使用的就赋值并执行列表，直到列表中的值全部都使用过后才退出循环。
 
如下是一个简单的 for 控制语句的脚本程序，其使用“星期”作为变量名，并从列表中读取值，直到读取完成后退出。
 
01 #!/bin/bash
 
02 #
 
03 for week in Monday Tuesday Wednesday Thursday Friday Saturday Sunday
 
04 do
 
05 echo $week
 
06 done
 
07 exit 0
 
说明：
 
第03 行，所定义的变量名为week，其值为Monday～ Sunday。
 
第05行，使用echo回显变量week的值。
 
（2）while循环语句
 
while循环语句结构是一种执行一系列命令的语句结构，它所执行的命令由测试条件所决定，这些条件定义语句是否继续执行。
 
在 while 循环语句中执行命令，若条件为真，则将过程执行一遍并回到开始处，接着再次进行条件的判断，若条件仍然是真，则接着再执行一遍，直到条件为假时才退出循环。如下是一个数值运算的while循环脚本，其实现的是数值相加运算。
 
01 #!/bin/bash
 
02 #
 
03 declare-i x=0
 
04 declare-i sum=0
 
05 while (( x <= 5 ))
 
06 do
 
07 let sum+=1
 
08 let++x
 
09 done
 
10 echo $sum
 
11 exit 0
 
说明：
 
第03和04行，声明x和sum都为整型变量并赋予初始值。
 
第05行，条件测试。
 
第06～09行，这是一个循环体，当执行遇到done后，跳到第06行处继续执行，直到条件不满足时退出循环。
 
第10行，输出总数值。
 
（3）until循环语句
 
与for和while循环体一样，until循环也执行一系列的命令，直到条件满足后退出循环。until循环在循环体的顶部继续判断条件，直到条件为真时结束循环，否则一直执行。
 
以下脚本使用until语句来实现一个简单的、不断循环的输出预设值，直到人为干预时结束循环（按Ctrl+C组合键退出）。
 
01 #!/bin/bash
 
02 #
 
03 until (( 0 ))
 
04 do
 
05 echo " welcome back!"
 
06 done
 
07 exit 0
 
（4）if选择分支语句
 
与循环结构类似，选择类程序也依靠代码块中的条件来判断程序的执行流程，即分支。这些判断条件位于代码块的顶部或底部，当执行到判断条件内的代码块时，程序就根据条件判断的结果执行，直到结束循环。
 
包含if语句结构的脚本最为常用，其最为简单形式的是if-then结构，如下是一个if-then结构的脚本程序，它实现从指定的文件中读取某个值，并根据判断结果显示提示信息。
 
01 #!/bin/bash
 
02 #
 
03 if cat /etc/passwd | grep-q ^cat ; then
 
04echo "user is exist"
 
05 fi
 
06 exit 0
 
说明：
 
第03行，使用cat命令从/etc/passwd文件中读取信息，然后通过管道传送到grep命令进行过滤。其中，^ 表示检查的关键字是该行的开始。
 
第04行，若所需查看的信息存在，则输出提示。
 
第05行，if语句结束的标记。
 
if语句的另外一种结构是if-then-else，这种if语句可以实现先判断，然后根据判断的结果选择执行脚本代码块，也就是说，不管条件判断的结果怎么样都有输出。如下实例的主要作用是将读取到的数值与预设值对比，然后根据对比结果执行代码。
 
01 #!/bin/bash
 
02 #
 
03 echo-n "input your job: "
 
04 read JOB
 
05 if [ $JOB = S ]
 
06 then
 
07 echo 'you are student.'
 
08 else
 
09 echo 'you are teacher.'
 
10 fi
 
11 exit 0
 
说明：
 
第03行：提示用户输入。
 
第04行，读取用户的输入并放到JOB变量中。
 
第05～10行，判断输入的值并执行对应的代码块。
 
以下是测试过程及测试的结果。
 
[scat@Scat ～]$ bash test5.sh
 
input your job: S　　　　# 输入S，需要大写
 
you are student.
 
[scat@Scat ～]$ bash test5.sh
 
input your job: H　　　　# 输入任何一个字符
 
you are teacher.
 
（5）case选择语句
 
若需要判断的条件达到一定数量，仍选择使用if语句来实现，语句就会变得不易编写且代码变得沉长，同时也给日后的维护工作带来不便。
 
case语句的出现，在很大程度上弥补了if语句的不足，case语句允许通过条件的判断选择执行不同的代码块。但需要注意的是，case对变量的使用不是强制性的，且每条语句都以右小括号结尾，每个代码块都以两个分号结尾。
 
通过case结构来实现为多分支功能，可以使程序代码不但易读而且其结构更加简洁。下面使用case结构来实现一个名字检索脚本，脚本中的变量值在条件成立时就执行相应代码。脚本的命令读取输入信息，并判断是否存在所输入的信息，之后就执行相应的代码块。
 
对于以上的问题，可以，看如下的例子。
 
01 #!/bin/bash
 
02 #
 
03 read name
 
04 case $name in
 
05 #
 
06 (May | Jack | Joe)
 
07　echo 'Welcome...'
 
08　echo "What are you want to do?"
 
09 echo
 
10 ;;
 
11 (John | Mary)
 
12　echo 'Welcome...'
 
13　echo "Welcome come back!"
 
14 echo
 
15 esac
 
16 exit 0
 
说明：
 
第04行，$name中的值为待测变量。
 
第06行，需要与待测变量值对比的预设值。
 
第09行，输出一个空行。
 
第11行，如果第05行的值与预设值都不同，则对比此处的值。
 
第15行，case语句结束的标记。
 
完成之后，将所写的代码进行保存然后退出。接着开始执行代码文件，下面是执行的过程以及执行之后的结果。
 
[scat@Scat ～]$ bash test6.sh
 
Joe　　　　　　　# 输入name的值为Joe
 
Welcome...
 
What are you want to do?
 
[scat@Scat ～]$ bash test6.sh
 
Mary　　　　　　　# 输入name的值为Mary
 
Welcome...
 
Welcome come back!
 
[scat@Scat ～]$ bash test6.sh
 
aaa　　　　　　　# 任意输入一个name的值
 
2．算术运算实例
 
算术是数学中最古老、最基础和最初等的部分，它研究的是数的性质和运算。从数学的本质上来说，算术属于一种映射，是一种获得新变量的可能组合。而常说的从算术中所得到的新变量，其实是由算术式的运算得到的。
 
算术式是由运算符和操作数组成，如：3+6。其中的运算符为加号（+），而操作数为3和6，所映射得到的新量为 9。在算术式中，其可以包含变量、变量扩展。在进行算术计算前，变量会被替换，而在括号内的变量也会被展开。
 
3+6=9的加法运算，是一个最为常见的一元运算，在本质上是A+B→C的映射方式。其他常见的运算还有减法、乘法以及开方等，它们都属于一元运算，本质上是A→B形式的映射。
 
在运算中，如果数字是以0开头，则被视为八进制数字，如016。而使用0x或者0X开头的，被视为十六进制数字，如0x16。还有一种特殊的表示法，即为“基数#数字”。其中，基数的范围为2～64；而对于数字的值，若值超过9就使用字母表示，如a表示10，b表示11，c表示12，以此类推。关于这种算数的表示方式见以下实例。
 
例1：十五进制数15#1a，其运算式为1x15+10。
 
例2：二进制数2#1010，其运算式为1×8+0×4+1×2+0×1。
 
算术运算由运算符和操作数组成，由它们映射成一个新的量，下面是一个没有包括任何变量扩展的算术例子。
 
[cat@cat ～]$ echo $((3+6))
 
在算术中，运算符为加号，其操作数为3 和6，在做这个运算时并不需要进行变量展开就可以直接得到结果为9。而在一些需要包含变量以及变量扩展时，在运算之前则需要扩展变量，如下例所示。
 
[cat@cat ～]$ echo $((${i:-3}+6))
 
由于存在变量扩展，因此在运算前需要扩展变量。其操作流程是：若变量 i 的值不存在，则${i:-3}展开后其值为3，之后再与6做加法运算，其最后的结果为9。而若变量i存在值，则在扩展后取i的值，然后再与6相加。
 
在求值运算过程中，由于变量值不存在或者当其值为空时，该变量的值默认为0，如下所示。
 
[cat@cat ～]$ echo $((j+4))
 
若变量j的值在使用前没有声明，也就是说，j的值不存在或者为空（不存在表示没有值，空意味着值为0），则运算结果为4。
 
在一个存在变量的算术运算式中，在引用变量的值之前需要先定义，然后才可以引用。若变量没有赋予值，则在引用时视它为0。
 
01 #!/bin/bash
 
02 #
 
03 declare-i x
 
04 declare-i y=4
 
05 echo $((x+y))
 
06 echo
 
07 #
 
08 declare-i a
 
09 declare-i b=4
 
10 echo $((${a:-3}+6))
 
11 echo $((${b:-3}+6))
 
12 echo
 
13 exit 0
 
事实上，乘除法运算与加减法也非常类似，只要将运算符修改并注意在进行除法运算时除数与被除数的一些问题就可以了。
 
[cat@cat ～]$ echo $((3*i))
 
[cat@cat ～]$ i=3
 
[cat@cat ～]$ echo $((3*i))
 
执行命令进行乘法运算后，将发现第一个乘法式子等到的积是 0，而第二个式子在赋值后进行运算，其结果则为9。其实，除法运算也是一样的，如下所示。
 
[cat@cat ～]$ echo $((6/j))
 
[cat@cat ～]$ j=5
 
[cat@cat ～]$ echo $((10/j))
 
3．shell函数实例
 
与其他编程语言一样，shell 也有属于自己的函数，只不过 shell 的函数在使用上有所限制。事实上，一个shell函数就相当于一个子程序，它是指由一组命令集或语句形成的、一个可用的代码块（code block），用于完成特定任务的“黑盒子”。
 
函数（function）表示一种对应关系，即每个输入值都对应于一个唯一的输出值。在一个函数定义中，若其包含某个函数所有输入值的集合，这个集合则称作这个函数的定义域，而包含所有输出值的集合称作值域。
 
在函数（代码块）中，标题即为函数名，而函数体则为函数内的命令集合。在函数中，标题名应是唯一存在的，否则会造成运行结果混淆，这是因为系统在查看并在调用脚本前，将先搜索函数调用相应的shell然后才完成相关的任务。
 
shell支持将多个不同功能的函数放在同一个文件中作为一段代码，也可以放在只包含函数的单独文件中，但当执行或调用一个脚本文件中的其中一段代码时，将在自动去除原脚本中所定义的所有变量后创建一个单独的shell。
 
函数在代码块中定义的格式有如下所示的三种类别。
 
1：function ()
 
{
 
……
 
} < file
 
2： function ()
 
{
 
{
 
……
 
} < file
 
}
 
3: function ()
 
{
 
{
 
echo $*
 
}
 
}
 
其中，第1种和第2种格式的定义模式可以理解为文件的重定向，以下实例使用第1种函数定义模式，其首先进行条件的判断，并在条件不成立时调用函数。
 
01 #!/bin/bash
 
02 #
 
03 ARGCOUNT=1
 
04 #
 
05 file_path=/etc/passwd
 
06　pattern=$1
 
07　#
 
08　if [ $#-ne $ARGCOUNT ]
 
09　then
 
10　echo "`basename$0` USERNAME"
 
11　fi
 
12　#
 
13　file_index ()
 
14　{
 
15　while read line
 
16　do
 
17　echo $line | grep $1 | awk-F":" '{ print $6 }'
 
18　done
 
19　} < $file_path
 
20　#
 
21 file_index $pattern
 
22 exit 0
 
说明：
 
第03行，赋予初始值
 
第13～19行，函数的功能是根据要求来扫描文件，然后输出相关部分的内容。其中，第17行的awk指定使用“：”作为分隔符；在19行处实现重定向函数的标准输入。
 
第21行，调用函数。
 
4．shell数组实例
 
在程序设计中，为了处理操作的方便，通常把具有相同类型的若干变量以有序的形式组织起来，这些按顺序排列且具有同类数据元素特征的集合则称为数组（array）。也就是说，在一个数组集合中，包括多个相同数据类型的数据元素，而数组中的数组元则可以是最基本的数据类型或构造类型。
 
简单地说，数组就是有序数据的集合。而数组中的每个元素都属于同一个数据类型。按照数组元素的类型不同，数组可分为数值数组、字符数组、指针数组、结构数组等各种类别的数组。
 
对于数组的初始化定义，可以使用格式为“variable[element(s)]”的形式来初始化。初始化，是指在内存中开辟一块存储空间，并指定数组的数据类型以及组成数组的变量的元素个数。但需要注意的是，变量的数目要用中括号括起来。
 
数组有一维数组和二维数组及空数组，当在内存中刚刚创建出一块存储空间时，这就形成了空数组。在脚本程序设计中，可以使用declare来指定一个数组，而在一个数组中存在的变量也属于一个数组，其所构成的数组即为一个二维数组。
 
在对数组进行定义时，数组中的成员不需要一定是连续或是连贯的，而且在数组中的某些元素允许不初始化。数组的初始化定义，类似于变量的初始化定义，如下所示。
 
[cat@cat dir]$ array[a]=36
 
[cat@cat dir]$ city[d]=haikou
 
对于已初始化后的数组，在需要使用时可以使用echo命令来对该数组元素进行引用，下面对刚才所定义的数组元素进行引用。
 
[cat@cat dir]$ echo ${array[a]}
 
36
 
[cat@cat dir]$ echo ${city[d]}
 
haikou
 
其实，在shell脚本编程中，虽然bash对数组的元素个数没有限制，但其只支持一维数组，不过可以使用一些技巧来模拟出二维数组（two-dimensional array）。二维数组在本质上等同于一维数组，只不过是二维数组增加了使用行和列的位置来引用与操作元素的寻址模式。
 
一维数组由单行的数组元素组成，而二维数组则由多个连续的行组成，我们可以通过以规则的命名方式来模拟出二维数组。
 
01 #!/bin/bash
 
02 #
 
03 array1=(A B C)
 
04 array2=(D E F)
 
05 array3=(G H I)
 
06　#
 
07　for ((i=0;i<4;i++))
 
08　do
 
09　eval value=\${array${i}[*]}
 
10　for element in ${value}
 
11　do
 
12　echo-e ${value}
 
13　continue 2
 
14　done
 
15　done
 
16 echo
 
17 exit 0
 
说明：
 
初始化定义三个数组，然后使用 for 语句结构来读取数组中的元素，每次读取完一个数组，就将其输出到屏幕上并接着继续读取，直到数组元素读取完成。
 
空数组就是不经过初始化定义的数组，它不占用任何内存空间。也就意味着，空数组的使用可以减少内存空间的开销，因此更节省内存空间。
 
既然是空数组，那么其数组元素是不存在的。不过，在空数组的使用上，还需要注意一个问题，那就是空数组与含有空元素的数组的区别，如以下实例所示。
 
01 #!/bin/bash
 
02 #
 
03 array2=(That\'s a non-empty array)
 
04 array3=()
 
05 array4=(' ')
 
06 #
 
07 ARRAY()
 
08 {
 
09　echo "Elements of array2 is :${array2[@]}."
 
10　echo "Elements of array3 is :${array3[@]}."
 
11　echo "Elements of array4 is :${array4[@]}."
 
12 }
 
13 ARRAY
 
14 echo
 
15 exit 0
 
说明：
 
第03行，定义一个空数组，也可使用“array3[a]=”的格式。
 
第04行，定义一个有空字符的数组。
 
第07～12行，这是一个函数体，其将第09～11行中每个数组的元素输到屏幕上。
 
5．正则表达式
 
正则表达式的使用，已超出了某种语言或某个系统的局限，在几乎所有的 UNIX/Linux 系统工具中都能找到它的身影。其实，正则表达式可看作是一种可用于模式匹配和替换的工具，通过它就可以构造一些特殊字符来对目标对象进行匹配操作。
 
其实，一个正式表达式属于一个字符串，而字符串里的字符称为元字符。这些元字符所表示的含义，可能比它们字面上的意思更加丰富。例如，一个引用符号可能表示引用一个人演讲中的话，或者表示即将要讲到的这句引用所引申出的意思，而在正则表达式中是一个由字符或/和元字符组合成的字符集，它们匹配（或指定）的是一个模式。
 
对文本和数据进行操作，如果数据量不大用手动方式来处理并不会感到很乏味，但对数量非常大的文本和数据进行处理时，若以手动方式操作不仅感到乏味，还消耗大量的时间。正则表达式的引入，使得对文本和数据的操作更为简单且提高了处理的效率，正则表达式可完成的工作包括如下几项。
 
（1）匹配字符串的某个模式
 
在一个文件中查找以某个字符或者字符串为开头的行时，可以利用正则表达式的匹配模式进行匹配测试，如在/etc/passwd文件查找以root开头的行或者它含root字符串的行，或者使用$来匹配行尾字符串，都可以使用正则表达式。
 
[cat@cat ～]$ cat /etc/passwd | grep ^root
 
root:x:0:0:root:/root:/bin/bash
 
[cat@cat ～]$ cat /etc/passwd | grep root*
 
root:x:0:0:root:/root:/bin/bash
 
operator:x:11:0:operator:/root:/sbin/nologin
 
[cat@cat ～]$ cat /etc/passwd | grep bash$
 
root:x:0:0:root:/root:/bin/bash
 
netdump:x:34:34:Network Crash Dump user:/var/crash:/bin/bash
 
cat:x:500:500:A Super Cat:/home/cat:/bin/bash
 
（2）字符串匹配
 
当对于文件中的某个字符或字符串进行替换、删除等操作时，可以在文件中使用正则表达式来标识特定字符（串），然后全部将其删除或替换为其他字符或字符串，以及在原字符串上添加其他字符串。
 
01 #!/bin/bash
 
02 #
 
03 strings=ABCDEF12345
 
04 echo "-- delete characters--"
 
05 echo ${strings#A*D}
 
06 echo
 
07 echo "-- replace characters--"
 
08 echo ${strings/A*D/abcd}
 
09 echo "-- add characters--"
 
10 echo ${strings/%/add}
 
11 echo
 
12 exit 0
 
说明：
 
第05行，删除匹配的字符。
 
第08行，替换匹配的字符，将符合条件的字符替换成小写形式。
 
第10行，在字符串后添加新的字符。
 
脚本运行后的结果如下所示。
 
[cat@cat ～]$ bash test.sh
 
-- delete characters--
 
EF12345
 
-- replace characters--
 
abcdEF12345
 
-- add characters--
 
ABCDEF12345add
 
6．Dialog文本框构造
 
在 Linux 系统中，其自带一款可以在 shell 脚本中建立对话框（dialog box）的工具，对于使用dialog来建立的各种信息和窗口，它的使用不仅增加了脚本的方便性，还提高了脚本程序的亲和力。
 
Dialog 是一款建立在终端下的文本框接口界面，最初是由Savimo Lam所编写，后来由Pako接手维护。dialog 所撰写的文本框至少包括三个部分的内容，即标题或信息的内容、文本框的高度及宽度。其语法结构如下所示。
 
dialog--msgbox 信息内容 文本框高度 文本框宽度
 
对于一些简单的信息提示窗口，可直接使用 dialog 来完成。如图15-4所示，这是一个使用dialog来编写简单对话框接口的界面。
 

 [image: figure_0245_0314]

 

  图15-4 msgbox的运行结果 

 
[scat@Scat ～]$ dialog--msgbox " Hello dialog! " 10 36
 
以上命令行只创建一个OK按钮的文本框，接着再看一个有两个选择按钮的文本框接口界面。先看其语法结构。
 
dialog--yesno “信息内容” 文本框高度 文本框宽度
 
除了使用dialog可完成一些信息的提示窗口之外，还可以利用私有dialog来完成一些信息的询问窗口，如图15-5所示，这是使用dialog来撰写的一个询问界面。
 
[scat@Scat ～]$ dialog--yesno " Do you want to continue? " 10 36
 

 [image: figure_0245_0315]

 

  图15-5 询问界面 

 
以上都是一些非常简单的实例，接下来看一个比较复杂的实际。以下使用的是 dialog 所编写的代码程序，程序通过询问的方式来供用户进行选择，之后进行下一步的动作，其代码如下所示。
 
01 #!/bin/bash
 
02 #
 
03 DIA='/home/scat/dislog'
 
04 CHOICE=''
 
05 dialog--yesno "do you want to continue?" 10 36
 
06 x=$?
 
07 if [ "$x"-ne 0 ] ; then
 
08　CHOICE='NO'
 
09 fi
 
10 #
 
11 if [-n "$CHOICE" ] ; then
 
12 sleep 1
 
13 #
 
14 dialog--msgbox 'stop continue...' 10 30
 
14 else
 
16 sleep 1
 
17 #
 
18 dialog--msgbox 'continue...' 10 30
 
19 fi
 
20 exit 0
 
说明：
 
第03行：定义DIA为dialog的程序路径和文件名。
 
第05行：显示dialog窗口。
 
第06行：使用变量x接收上一行的dialog执行后“离去状态变量$?”的内容。
 
第12行：延迟1秒输出。
 
执行以下命令后先将看到如图15-6所示的界面，若选择No按钮，则将在1秒之后看到如图15-7所示的界面。
 
[scat@Scat ～]$ bash dialog.sh
 

 [image: figure_0246_0316]

 

  图15-6 询问是否继续的界面 

 

 [image: figure_0246_0317]

 

  图15-7 停止继续 
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第16章 远程登录服务
 
本章主要内容
 
● Telnet应用配置。
 
● 安全的OpenSSH 应用配置。
 
● VNC 远程桌面。
 
对于系统的维护，除了必要情况下不得不在机房工作之外，在其他的维护时间基本是通过远程的方式。远程可分为远程桌面和文本界面，考虑到资源和其他条件，在多数的情况下直接远程到Linux的文本工作界面。
 
在Linux系统下，其支持Telnet、ssh和vnc远程桌面。其中，Telnet是TCP/IP簇中的一部分，它是Internet远程登录服务的标准协议和主要方式，但考虑到安全的问题而基本不用；OpenSSH是ssh开源免费的协议，它提供了服务端后台程序和客户端工具，用来加密远程控件和文件传输过程的中的数据；VNC 是一款优秀的远程桌面控制软件，该软件在控制、时效等都表现出优越的性能。
 
那么，作为一位系统管理员，现实条件的限制迫使更多地实现远程维护，因此选择的远程工具及解决远程登录中出现的各类问题是必不可少的，而且对于在服务器比较分散的情况下，远程维护将节省大量的时间和费用。
 

 
16.1 Telnet 配置应用
 
在Internet 上的各种网络操作系统中，基本上都存在Telnet 协议的应用客户端。Telnet 是一个远程登录协议，该协议实现了在 Internet 上的异质网之间传送数据和控制信息，使得像是对本地计算机进行访问一样。
 
Linux 系统凭借其稳定性、灵活性以及其性价比高的特点，使得越来越多的企业使用 Linux系统作为服务器操作系统，但这些服务器系统有时并不集中在一起，因此通过远程操作就成了不可或缺的选择。
 

 
16.1.1 telnet-server组件
 
在Linux系统中，默认情况下，没有安装telnet-server组件。因此，当需要使用时，则选择安装该组件（在进入本章前，笔者已重新安装系统，安装的系统是 RHEL AS4。此系统与 RHEL4在学习上没什么区别，只不过 RHEL AS4 的界面显得更为好看），要安装该组件，可以使用 rpm命令或者通过Package Management界面安装。
 
若要喜欢使用图形系统下的Package Management界面进行软件的安装，如图16-1所示，可以依次选择 Applications→System Settings→Add/Remove Applications 命令，打开如图16-2所示的Package Management界面。
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  图16-1 打开Package Management界面的步骤 
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  图16-2 Package Management界面 

 
将滚动条往下拉到Servers选项区下，并找到名为Legacy Network Server的选项，如图16-3所示。将Legacy Network Server选项选中之后，接着单击其后的Details 链接并找到telnet-server协议之后进行安装，如图16-4所示。
 
若使用 rpm 命令安装 telnet-server 协议组件，则先插入第三张 CD，接着使用 cd 命令进入/media/cdrom/RedHat/RPMS目录中，在获取Telnet服务的详细信息后就可进行安装。
 
[root@Scat～]#cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]#rpm–ivh telnet-0.17-30.i386.rpm
 
warning: telnet-0.17-39.el5.i386.rpm: Header V3 DSA signature: NOKEY, key ID 37017186
 
Preparing...　　　########################################### [100%]
 
1:telnet　　　　　########################################### [100%]
 
[root@Scat RPMS]# rpm-ivh telnet-server-0.17-39.el5.i386.rpm
 
warning: telnet-server-0.17-39.el5.i386.rpm: Header V3 DSA signature: NOKEY, key ID 37017186
 
Preparing...　　　########################################### [100%]
 
1:telnet-server　　########################################### [100%]
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  图16-3 选择Legacy Network Server选项 
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  图16-4 选择telnet-server协议 

 
其中，组件telnet-server是在服务器端上安装，其作为服务器端的Telnet组件，安装了该组件后用户就可以在远端的客户端通过Telnet相关协议访问Telnet服务器。
 

 
16.1.2 Telnet远程登录
 
当使用Telnet远程登录Linux系统时，通过Telnet客户端实现。Telnet提供各类工具对服务器有效地管理，在一定程度上避免进入机房维护带来的不必要麻烦，节省一定的时间。
 
在安装完成后，由于Telnet属于早期开发的产品，在信息传输（如其采用明码传输方式）上存在安全隐患，因此即使安装了服务器组件，依然还是不能访问，这是因为在默认配置下 Telnet服务是禁用的。
 
要想使用Telnet协议远程登录，在安装后首先要修改配置。Telnet配置文件位于/etc/xinetd.d/目录下，其是名为telnet的文件，该配置文件的内容如下。
 
[root@Scat ～]# cat /etc/xinetd.d/telnet
 
# default: on
 
# description: The telnet server serves telnet sessions; it uses \
 
#　　unencrypted username/password pairs for authentication.
 
service telnet
 
{
 
flags　　　= REUSE
 
socket_type　= stream
 
wait　　　= no
 
user　　　= root
 
server　　　= /usr/sbin/in.telnetd
 
log_on_failure　+= USERID
 
disable　　= yes
 
}
 
配置文件显示，disable的值为yes，这很明显就告诉我们Telnet服务在默认配置下是禁用的，因此在使用Telnet之前需要做的就是修改其配置文件选项开启Telnet服务。使用vi编辑器打开配置文件，并将disable的值改为no，如下所示。
 
# default: on
 
# description: The telnet server serves telnet sessions; it uses \
 
#　　unencrypted username/password pairs for authentication.
 
service telnet
 
{
 
flags　　　= REUSE
 
socket_type　　= stream
 
wait　　　= no
 
user　　　= root
 
server　　　= /usr/sbin/in.telnetd
 
log_on_failure　+= USERID
 
disable　　　= no
 
}
 
修改完成后保存并退出，接着就启动Telnet服务进程。由于Telnet位于系统守护进程下，因此也可以通过重启xinetd进程的方式来启动，如下所示。
 
[root@Scat ～]# service xinetd restart
 
Stopping xinetd:　　　　　　　　　[　OK　]
 
Starting xinetd:　　　　　　　　　[　OK　]
 
当然，或者在图形界面下按步骤Applications→System Settings→Server Settings→Server（如图16-5所示）来打开Service Configuration 窗口，并在找到xinetd进程后重启，如图16-6所示。
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  图16-5 打开Service Configuration窗口的步骤 
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  图16-6 选择xinet服务进程 

 
启动成功后，接着使用Telnet远程服务进行登录。现在就可以通过客户端访问远程的Telnet服务器，如访问远程IP为192.158.217.15的Telnet服务器。
 
[root@rhl4 ～]# telnet 192.168.217.15
 
Trying 192.168.217.15...
 
Connected to 192.168.217.15 (192.168.217.15).
 
Escape character is '^]'.
 
Red Hat Enterprise Linux Server release 5.4 (Tikanga)
 
Kernel 2.6.18-164.el5 on an i686
 
login: cat# 输入远程主机用户名，出于安全的考虑默认配置不允许root 用户登录
 
Password:　# 输入登录密码
 
[cat@rhl5 ～]$ whoami　　# 检测当前用户
 
cat
 
输出的信息显示，当前用户为 cat 用户，这就意味着已经成功登录远程服务器。当然，也可以通过Windows系统的DOS窗口登录，打开Windows系统的DOS窗口，然后输入要远程的IP地址即可，不过，可能会看到如下提示信息。
 
C:\Users\陈祥琳>telnet 192.168.217.15
 
'telnet' 不是内部或外部命令，也不是可运行的程序
 
或批处理文件。
 
对于包括Windows 7 在内的版本更新的系统，出于系统的安全考虑，Telnet 功能在默认下是关闭的，因此如果要使用就需要开启。要开启Windows 7或更新版本系统的Telnet服务，可在控制面板下打开“程序”选项，并在打开的窗口下选择“程序和功能”下的“打开或关闭Windows功能”，之后在弹出的“Windows功能”窗口中打开Telnet客户端功能，如图16-7所示。
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  图16-7 打开Telnet客户端功能 

 
在Windows系统下打开Telnet客户端功能后，接着就可以在DOS窗口下再次执行Telnet命令来远程访问Linux系统，如下所示。
 
Microsoft Windows [版本 6.1.7601]
 
版权所有 (c) 2009 Microsoft Corporation。保留所有权利。
 
C:\Users\陈祥琳>telnet 192.168.217.15
 
Red Hat Enterprise Linux Server release 5.4 (Tikanga)
 
Kernel 2.6.18-164.el5 on an i686
 
login: cat
 
Password:
 
Last login: Sun Jul 21 05:01:33 from 192.168.217.1
 
[cat@rhl5 ～]$
 

 
16.1.3 Telnet配置管理
 
1．允许root用户使用Telnet的配置
 
Telnet 协议存在许多安全性的隐患问题，特别是在数据的传输过程中使用明文的方式传输。这使得容易被非法用户监听到并很容易获得密码及相关信息。在默认情况下，除了root用户之外的任何用户都不限制远程登录。因此，为了使数据等信息更安全地传输，需要对Telnet默认的配置文件进行修改。若允许root用户使用Telnet远程登录Linux系统，则需要修改系统的默认配置，要修改的配置文件为/etc/pam.d/login，打开该配置文件并将“auth required pam_securetty.so”这行注销，并在完成修改后重启Telnet服务进行。
 
[root@Scat ～]# vi /etc/pam.d/login
 
#%PAM-1.0
 
#auth　　required　pam_securetty.so
 
auth　　required　pam_stack.so service=system-auth
 
auth　　required　　pam_nologin.so
 
account　required　pam_stack.so service=system-auth
 
password　required　pam_stack.so service=system-auth
 
# pam_selinux.so close　should be the first session rule
 
session　required　pam_selinux.so close
 
session　required　pam_stack.so service=system-auth
 
session　optional　pam_console.so
 
# pam_selinux.so open　should be the last session rule
 
session　required　pam_selinux.so multiple open
 
[root@Scat ～]# service xinetd restart
 
Stopping xinetd:　　　　　　　　　[　OK　]
 
Starting xinetd:　　　　　　　　　[　OK　]
 
之后就可以使用root用户通过Telnet远程登录Linux系统，如下所示。
 
[root@Scat ～]# telnet 192.168.217.14
 
Trying 192.168.217.14...
 
Connected to 192.168.217.14 (192.168.217.14).
 
Escape character is '^]'.
 
Red Hat Enterprise Linux AS release 4 (Nahant)
 
Kernel 2.6.9-5.EL on an i686
 
login: cat
 
Password:
 
[cat@rhl4 ～]$
 
如果你的Linux 系统是如Red Hat Enterprises 5 系列更高版本的系统，那么要配置允许root用户登录时，其/etc/pam.d/login配置文件与4版本的有所不同，其配置信息如下所示。
 
[root@rhl5 ～]# cat /etc/pam.d/login
 
#%PAM-1.0
 
auth [user_unknown=ignore success=ok ignore=ignore default=bad] pam_securetty.so
 
auth　　include　system-auth
 
account　required　pam_nologin.so
 
account　include　system-auth
 
password　include　system-auth
 
# pam_selinux.so close should be the first session rule
 
session　required　pam_selinux.so close
 
session　include　system-auth
 
session　required　pam_loginuid.so
 
session　optional　pam_console.so
 
# pam_selinux.so open should only be followed by sessions to be executed in the user context
 
session　required　pam_selinux.so open
 
session　optional　pam_keyinit.so force revoke
 
看到Red Hat Enterprises Linux 5系统的/etc/pam.d/login 这个配置文件的内容都不知道从哪里开始，那就从其他的配置文件开始。还有一个配置文件/etc/securetty 设置允许root 用户登录，修改该文件允许root用户登录，或者直接重命名该文件，或者在该文件下增加root用户可以登录系统的虚拟终端（建议使用增加虚拟终端方式）。
 
增加虚拟终端的方式，要不就打开/etc/securetty文件并在新行中加入“pts/1”（当然，也可以增加pts/0），或者执行echo命令直接把配置写入该文件，然后重启xinetd守护进程。
 
[root@rhl5 ～]# echo "pts/1" >>/etc/securetty # 不要使用“>”，否则该文件的内容会被清空
 
[root@rhl5 ～]# service xinetd restart
 
Stopping xinetd:　　　　　　　　　[　OK　]
 
Starting xinetd:　　　　　　　　　[　OK　]
 
重启xinetd守护进程后，接着就可以使用Telnet远程连接并使用root用户登录，如下所示。
 
[root@rhl4 ～]# telnet 192.168.217.15
 
Trying 192.168.217.15...
 
Connected to 192.168.217.15 (192.168.217.15).
 
Escape character is '^]'.
 
Red Hat Enterprise Linux Server release 5.4 (Tikanga)
 
Kernel 2.6.18-164.el5 on an i686
 
login: root
 
Password:
 
Last login: Sun Jul 21 03:38:42 from 192.168.217.1
 
[root@rhl5 ～]# who　# 检查允许root登录的虚拟终端
 
root　pts/0　　2013-07-21 03:38 (192.168.217.1)
 
root　pts/1　　2013-07-21 05:53 (192.168.217.14)
 
2．IP地址使用Telnet访问的配置
 
在某些情况下，我们只希望指定的IP地址可以使用Telnet远程服务登录系统，这时就需要在配置文件/etc/xinetd.d/telnet下做相关的设置，如配置只允许IP 地址为 192.168.217.14 的主机通过 Telnet远程访问，但限制如IP地址为192.168.217.20的主机访问。
 
要实现上述的要求，就需要在Telnet Server 主机的telnet配置文件/etc/xinetd.d/telnet下绑定指定的IP地址，或者只能在指定的时间内访问，配置内容如下。
 
[root@Scat ～]# vi /etc/xinetd.d/telnet
 
# default: on
 
# description: The telnet server serves telnet sessions; it uses \
 
#　　unencrypted username/password pairs for authentication.
 
service telnet
 
{
 
flags　　= REUSE
 
socket_type　= stream
 
wait　　　= no
 
user　　　= root
 
server　　= /usr/sbin/in.telnetd
 
log_on_failure　+= USERID
 
disable　　= no
 
onry_from　　=192.168.217.15　# 允许此IP地址主机访问
 
no_access　　=192.158.217.20　# 拒绝此IP地址主机访问
 
access_time　=8:30～12:00 14:00～17:30　# 任何IP地址都只能在此时间段访问
 
}
 
完成对/etc/xinetd.d/telnet配置文件的设置后，接着重启xinetd守护进程即可。目前，出于数据传输的安全，在实际的生产环境下不建议使用Telnet远程连接，以免数据被截取。
 
若是允许（或者拒绝）两个 IP 地址登录，两个 IP 地址之间就使用空格隔开。若允许同种段的IP地址（如允许192.168.217.xx段）IP访问，则配置192.168.217.0/24即可。
 

 
16.2 OpenSSH 配置应用
 
当使用Telnet等服务进行传输数据等信息时，其本身就存在漏洞，且其使用明文形式进行信息的传输，因此存在很大的安全隐患。这些传输中的数据只要使用某些工具就可以截获并很容易知道其中的内容。
 
在考虑数据传输安全的情况下，芬兰的一家公司开发出一种加密的通信协议，即Secure Shell （SSH），SSH的出现，很大程度上避免了被所谓的中间人攻击的威胁。SSH协议由传输协议、用户认证协议和连接协议三个部分组成。但由于版权和加密算法的限制，因此更多的人选择使用OpenSSH协议来代替。
 
所谓的OpenSSH，即开源的SSH，它是SSH的替代品。当OpenSSH第一次启动时，其先建立一条经加密的连接通道，之后要求用户输入认证信息，当认证通过后就可以使用此通道进行信息的传输。
 

 
16.2.1 OpenSSH服务器组件
 
在使用OpenSSH 之前，需要安装相关的软件包才可以使用。在RHEL AS4 系统安装光盘中自带有OpenSSH软件包，这些软件包共包括5个组件，其清单名称如下所示：
 
openssh-3.9p1-8.RHEL4.1.i386.rpm
 
openssh-askpass-3.9p1-8.RHEL4.1.i386.rpm
 
openssh-askpass-gnome-3.9p1-8.RHEL4.1.i386.rpm
 
openssh-clients-3.9p1-8.RHEL4.1.i386.rpm
 
openssh-server-3.9p1-8.RHEL4.1.i386.rpm
 
在安装以上的组件之前，建议先使用带有-q选项的rpm命令来查看系统是否已安装了这些组件，并在还没安装的情况下进行安装。下面对是否在系统中安装OpenSSH的软件包进行检查。
 
[root@Scat ～]# rpm-q openssh-3.9p1-8.RHEL4.1.i386.rpm
 
package openssh-3.9p1-8.RHEL4.1.i386.rpm is not installed
 
[root@Scat ～]# rpm-q openssh
 
openssh-3.9p1-8.RHEL4.1
 
[root@Scat ～]# rpm-q openssh-askpass
 
openssh-askpass-3.9p1-8.RHEL4.1
 
[root@Scat ～]# rpm-q openssh-askpass-gnome
 
openssh-askpass-gnome-3.9p1-8.RHEL4.1
 
[root@Scat ～]# rpm-q openssh-clients
 
openssh-clients-3.9p1-8.RHEL4.1
 
[root@Scat ～]# rpm-q openssh-server
 
openssh-server-3.9p1-8.RHEL4.1
 
若系统还没有安装这些软件包，或者有其中的某些还没有安装，则需要先进行安装。要进行软件包的安装，需将系统安装光盘插入，然后将其挂载到系统下，之后进入软件包所在的目录，在获得所需安装的软件包的详细信息之后进行安装。
 
将第二张系统安装光盘插入，然后将其挂载到系统下，接着使用cd命令进入/media/cdrom/RedHat/RPMS目录下，之后使用带有-l选项的ls命令将所需安装的组件的详细信息列出，并在获得这些未安装组件的详细信息之后进行安装。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ls-l openssh*
 
-rw-r-—r-— 29root root 295783 Jan 6 2005 openssh–3.9pl-8.RHEL4.1.i386.rpm
 
-rw-r—-r-— 29root root 48727 Jan 2005 openssh-askpass-3.9p1-8.RHEL4.1.i386.rpm
 
-rw-r—-r-- 29root root 30051Jan 6 2005 openssh-askpass-gnome-3.9p1-8.RHEL4.1.i386.rpm
 
-rw-r—-r-- 29root root 345870Jan 6 2005 openssh-Clients-3.9pl-8.RHEL4.1.i386.rpm
 
-rw-r-—r-- 29roor root 209670Jan 6 2005 openssh-server-3.9p1-8.RHEL4.1.i386.rpm
 
当得到所需安装的组件的详细信息之后，接着进行服务器组件的安装。要安装所需的服务组件，可使用带有-ivh选项的rpm命令进行安装。
 
[root@Scat RPMS]# rpm-ivh openssh-3.9p1-8.RHEL4.1.i386.rpm
 
[root@Scat RPMS]# rpm-ivh openssh-askpass-3.9p1-8.RHEL4.1.i386.rpm
 
[root@Scat RPMS]# rpm-ivh openssh-askpass-gnome-3.9p1-8.RHEL4.1.i386.rpm
 
[root@Scat RPMS]# rpm-ivh openssh-clients-3.9p1-8.RHEL4.1.i386.rpm
 
[root@Scat RPMS]# rpm-ivh openssh-server-3.9p1-8.RHEL4.1.i386.rpm
 
当完成所需组件的安装之后，接着就可以启动OpenSSH服务。要启动OpenSSH服务，可以使用service命令，操作如下所示。
 
[root@Scat ～]# service sshd start
 
Starting sshd:　　　　　　　　　　[　OK　]
 
为了避免在下次使用 OpenSSH 时需要再次启动，可将其设为开机启动项。在终端提示符下，输入ntsysv命令来打开Services界面，如图16-8所示。之后找到sshd选项，然后使用空格键将其选中，之后按Tab键跳到OK按钮上确认即可，如图16-9所示。
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  图16-8 Services 界面 
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  图16-9 选择sshd选项 

 
除了使用命令进行启动服务之外，也可以使用 Service Configuration 窗口启动。可使用步骤Applications→System Settings→Server Settings→Services 来打开Service Configuration 窗口，如图16-10所示。在打开Service Configuration 窗口之后，找到sshd选项之后选择它，如图16-11所示。在选择sshd之后，接着在上方工具栏中单击Start按钮启动该服务。
 

 [image: figure_0257_0327]

 

  图16-10 打开Service Configuration窗口的步骤 
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  图16-11 启动sshd服务 

 

 
16.2.2 OpenSSH远程登录
 
当使用SSH远程进行登录时，在未使用选项的情况下，其默认连接到当前登录本机的用户。如当前是scat用户登录，当使用未带选项的ssh登录时，将连接到scat用户的远程主机上。为了更清晰地说明，以下进行连接操作。
 
假设当前是root用户登录系统，而其为第一次使用该服务。在使用不带选项的ssh连接时，会产生一些警告性的提示信息，提示该主机的RSA密钥还没有创建，并询问用户是否要继续连接（若需要断开连接，可使用exit命令）。
 
[root@Scat ～]# ssh 192.168.217.15
 
The authenticity of host '192.168.217.15 (192.168.217.15)' can't be established.
 
RSA key fingerprint is d1:92:5d:99:4e:07:1b:eb:d7:5f:66:b2:e6:b1:7f:7a.
 
Are you sure you want to continue connecting (yes/no)? yes　# 输入yes 确认连接
 
Warning: Permanently added '192.168.217.15' (RSA) to the list of known hosts.
 
root@192.168.217.15's password:　　　# 输入root的登录密码
 
Last login: Sun Jul 21 05:53:37 2013 from 192.168.217.14
 
[root@rhl5 ～]#
 
当然，也可以使用带有-l选项的ssh命令来指定要连接的远程主机。如，scat用户使用ssh命令连接到root的远程主机，其操作如下所示。
 
[scat@Scat ～]$ ssh-l root 192.168.217.15
 
The authenticity of host '192.168.217.15 (192.168.217.15)' can't be established.
 
RSA key fingerprint is 70:83:09:36:fa:23:0f:62:d0:b8:53:76:cd:69:51:16.
 
Are you sure you want to continue connecting (yes/no)? yes # 输入yes 确认连接
 
Warning: Permanently added '192.168.217.15' (RSA) to the list of known hosts.
 
root@192.168.217.15's password:　# 输入root登录密码
 
Last login: Mon Sep 19 14:36:33 2011 from 192.168.217.15
 
[root@rhl5 ～]#　　　　# 成功登录到远程的root主机
 
在这两个演示中，使用的都是root用户，也可以使用普通用户（如scat）进行登录。在以上的连接中使用了-l选项，除了此选项之外，还有如下常用的ssh选项。
 
●-A：启动认证代理连接转发，与-a 选项的作用相反。
 
● C：压缩所有的数据。
 
● p：指定需要连接的端口。
 
● v：显示调试信息。
 

 
16.2.3 OpenSSH配置管理
 
在远程主机认证密钥之后，把此密钥添加到本机的已知主机列表文件中，此文件位于主目录下一个隐藏的目录下，此隐藏目录名为.ssh。
 
要查看隐藏的目录，可以使用带有-d选项的ls命令来查找该隐藏目录的详细信息。下面查看隐藏的目录，之后进入该隐藏的目录并查看其中的内容，操作如下所示。
 
[root@Scat ～]# ls-d .ssh
 
drwx------　2　root　root　4096　Sep　19　15:22　.ssh
 
在得知需要查看的目录存在之后，接着使用cd命令进入该目录并使用带有-l选项的ls命令列出该目录下的非隐藏文件或者目录。
 
[root@Scat ～]# cd .ssh ; ls-l
 
total 4
 
-rw-r--r-- 1 root root 222 Sep 19 14:36 known_hosts
 
在得知在该目录下存在有某个文件之后就可以查看其内容。接着就可以使用cat命令来查看known_hosts文件中的内容。
 
[root@Scat .ssh]# cat known_hosts
 
192.168.60.0 ssh-rsa AAAAB3NzaC1yc2EAAAABIwAAAIEA28QFzTveb3h05EEYAxiued
 
qataIapSOsHb2zJEhUHVNmkEiOKmbF/h9J6fMuInAflpTxSniPiEQxyC92eYio4t0yuPWS
 
n0O9iDn3B8B1zLmakvCwozV6xCZ+E4pGvbVyjDbsFmuUJkqa4Bz3CVD99LPyKjKl/qkl
 
Df8L4hFRS7E=
 
在SSH安装服务之后，系统将为其在/etc目录下创建一个名为ssh的目录。在ssh目录下创建多个配置文件，每个文件都有不同的功能，可先使用cd命令切换到ssh目录下，然后再使用ll （L的小写）命令列出该目录下的内容。
 
[root@Scat ～]# cd /etc/ssh
 
[root@Scat ssh]# ll
 
total 160
 
-rw-------　1　root　root　111892　Nov　30　2004　moduli
 
-rw-r--r--　1　root　root　1192　Nov　30　2004　ssh_config
 
-rw-------　1　root　root　3025　Nov　30　2004　sshd_config
 
-rw-------　1　root　root　668　Sep　14　14:56　ssh_host_dsa_key
 
-rw-r--r--　1　root　root　590　Sep　14　14:56　ssh_host_dsa_key.pub
 
-rw-------　1　root　root　515　Sep　14　14:56　ssh_host_key
 
-rw-r--r--　1　root　root　319　Sep　14　14:56　ssh_host_key.pub
 
-rw-------　1　root　root　887　Sep　14　14:56　ssh_host_rsa_key
 
-rw-r--r--　1　root　root　210　Sep　14　14:56　ssh_host_rsa_key.pub
 
在/etc/ssh目录下存在多个功能不同的配置文件，下面对各个文件的作用进行简单的概述。
 
● moduli：该文件服务器端和客户端都有，moduli 包含连接时需要的密钥交换的信息， OpenSSH就是利用这些信息进行连接的。
 
● ssh_config：该文件属于全局的客户端配置文件。
 
● sshd_config：该文件服务器端配置文件。
 
● ssh_host_dsa_key和ssh_host_dsa_key.pub：ssh_host_dsa_key是私有文件，只有拥有者才拥有读写权，而ssh_host_dsa_key.pub为公开文件，其他人可对此文件的内容进行读取。
 
● ssh_host_key 和ssh_host_key.pub：这两个文件存放远程连接时所需要的验证信息，若输入的验证信息与这两个文件的内容不同，则拒绝连接。
 
● ssh_host_rsa_key和ssh_host_rsa_key.pub：ssh_host_rsa_key是私有文件，只有拥有者才拥有读写权，而对于公开的ssh_host_rsa_key.pub文件，其他人都可对此文件的内容进行读取。
 
在默认情况下，ssh是运行root进行远程登录的，为了避免root密码被监听并泄露的可能，尽量不要使用root进行远程登录。要是可以，可通过配置sshd_config文件来拒绝root登录，操作如下所示。
 
使用vi编辑器打开sshd_config配置文件。
 
[root@Scat ssh]# vi sshd_config
 
#　　$OpenBSD: sshd_config,v 1.69 2004/05/23 23:59:53 dtucker Exp $
 
# This is the sshd server system-wide configuration file. See
 
# sshd_config(5) for more information.
 
# This sshd was compiled with PATH=/usr/local/bin:/bin:/usr/bin
 
# The strategy used for options in the default sshd_config shipped with
 
# OpenSSH is to specify options with their default value where
 
# possible, but leave them commented. Uncommented options change a
 
# default value.
 
#Port 22
 
#Protocol 2,1
 
#ListenAddress 0.0.0.0
 
#ListenAddress ::
 
# HostKey for protocol version 1
 
#HostKey /etc/ssh/ssh_host_key
 
# HostKeys for protocol version 2
 
#HostKey /etc/ssh/ssh_host_rsa_key
 
#HostKey /etc/ssh/ssh_host_dsa_key
 
# Lifetime and size of ephemeral version 1 server key
 
#KeyRegenerationInterval 1h
 
#ServerKeyBits 768
 
# Logging
 
#obsoletes QuietMode and FascistLogging
 
#SyslogFacility AUTH
 
SyslogFacility AUTHPRIV
 
#LogLevel INFO
 
# Authentication:
 
#LoginGraceTime 2m
 
PermitRootLogin no　　　# 将其前的“#”注销，并把yes改为no
 
#StrictModes yes
 
#MaxAuthTries 6
 
#RSAAuthentication yes
 
#PubkeyAuthentication yes
 
……
 
之后找到“PermitRootLogin yes”这项，进入插入模式之后将yes 改成no，保存所做修改并退出之后重启sshd服务。为了验证修改是否，接着使用root用户远程登录。
 
[root@rhl4 ～]# ssh 192.168.217.15
 
root@192.168.217.15's password:
 
Permission denied, please try again.
 
root@192.168.217.15's password:
 
若需要允许root远程登录，打开该文件之后，只须将“PermitRootLogin no”中的no 改为yes或者在此行前面加上“#”后保存所做修改并退出，重启sshd服务之后以root即可远程登录。
 
下面对/etc/ssh/ssh_config 和/etc/ssh/sshd_config 这两个配置文件中的个别选项进行简单的说明。/etc/ssh/ssh_config文件是OpenSSH的系统范围配置文件，可通过对该文件中的内容来控制客户端的连接。/etc/ssh/sshd_config中内容的选项则可控制daemon的运行。
 
/etc/ssh/ssh_config中的内容如下所示（其中省略了某些行的输出）。
 
[root@Scat ssh]# cat ssh_config
 
# Configuration data is parsed as follows:　# 配置选项生效的优先级
 
#　1. command line options　　　　　# 表示命令行选项
 
#　2. user-specific file　　　　　# 表示用户指定的文件
 
#　3. system-wide file　　　　　　# 表示系统范围文件
 
……省略部分输出……
 
# Host *　　　　　　　　　# 设置所适合的计算机范围，"*"表示全部
 
#　ForwardAgent no　　　　　　# 设置远程连接时是否允许代理转发，no表示不允许
 
#　ForwardX11 no　　　　　　　# 设置是否可自动重定向X11转发，no表示不允许
 
#　RhostsRSAAuthentication no　　　　# 设置是否使用RSA对Rhosts进行安全认证
 
#　RSAAuthentication yes　　　　　# 设置是否使用RSA进行安全认证
 
#　PasswordAuthentication yes　　　# 设置是否使用密码认证，yes表示使用
 
#　HostbasedAuthentication no　　　# 设置是否使用基于主机的基本认证
 
#　BatchMode no　　　　　　# 设置是否在交互输入密码时使用提示信息，no表示使用
 
#　CheckHostIP yes　　　　　# 设置在远程连接时是否检查计算机IP地址，yes表示检查
 
#　AddressFamily any　　　　　# 设定指定的IP地址认证，any表示任何
 
#　ConnectTimeout 0　　　　　# 设置连接超时退出，0表示没有设定时限
 
#　StrictHostKeyChecking ask　　　# 设置是否严格询问主机密钥
 
#　IdentityFile ～/.ssh/identity　　# 身份认证文件的位置
 
#　IdentityFile ～/.ssh/id_rsa　　　#　rsa认证文件的位置
 
#　IdentityFile ～/.ssh/id_dsa　　　#　dsa认证文件的位置
 
#　Port 22　　　# 设置服务器端口号
 
#　Protocol 2,1　　# 协议版本号
 
#　Cipher 3des　　# 加密密码
 
#Ciphersaes128-cbc,3des-cbc,blowfish-cbc,cast128-cbc,arcfour,aes192-cbc,aes256-cbc
 
#　EscapeChar ～　　　　　　# 设置Escape字符
 
Host *　　　　　　　　　# 单个*表示指定所有主机
 
GSSAPIAuthentication yes　　　# 是否使用GSSAPI认证，yes表示使用
 
以下是/etc/ssh/sshd_config文件中的内容（其中省略了某些行的输出）。
 
[root@Scat ssh]# cat sshd_config
 
#ListenAddress 0.0.0.0　　　　# 指定监听远程登录时所使用的IP地址
 
#ListenAddress ::
 
……省略部分以HostKey开头的行……
 
#HostKey /etc/ssh/ssh_host_dsa_key　　# HostKey指定包括私钥的文件及位置
 
# Lifetime and size of ephemeral version 1 server key
 
#KeyRegenerationInterval 1h　　　# 生成两个密码的时间间隔，默认为1小时
 
#ServerKeyBits 768　　　　　# 指定服务器密钥的位数
 
……省略部分输出……
 
#SyslogFacility AUTH　　　　　# 设置在记录ssh消息时是否给出设备号码
 
SyslogFacility AUTHPRIV
 
#LogLevel INFO　　　　　　# 设置记录ssh日志的级别
 
……省略部分输出……
 
#PermitRootLogin yes　　　　　# 设置是否允许root远程登录，yes表示允许
 
#StrictModes yes　　　　　　# 设置登录后是否显示Modes中的信息
 
#MaxAuthTries 6　　　　　　# 设置最大的尝试连接次数
 
……省略部分输出……
 
ChallengeResponseAuthentication no　# 设置是否使用质疑—应答的认证
 
# Kerberos options　　　　　# 以下以Kerberos开头的设置是否使用Kerberos认证
 
# GSSAPI options　　　　　　# 以下以GSSAPI开头的设置是否使用GSSAPI认证
 
……省略GSSAPI开头的和部分其他选项的输出……
 
UsePAM yes　　　　　　　# 设置是否使用PAM认证
 
#AllowTcpForwarding yes　　　　# 设置是否允许TCP转发
 
#GatewayPorts no　　　　　　# 设置是否启用网管端口
 
#X11Forwarding no
 
X11Forwarding yes　　　　　　# 设置是否允许X11转发，默认情况下允许
 
#X11DisplayOffset 10
 
#X11UseLocalhost yes
 
#PrintMotd yes　　　　　　# 设置登录时是否显示Motd中的信息
 
#PrintLastLog yes
 
#TCPKeepAlive yes　　　　　　# 设置是否允许TCP保持活动
 
#UseLogin no
 
#UsePrivilegeSeparation yes
 
#PermitUserEnvironment no
 
#Compression yes
 
#ClientAliveInterval 0　　　　# 设置客户端活动的时间间隔
 
#ClientAliveCountMax 3
 
#UseDNS yes　　　　　　　# 设置是否使用DNS
 
#PidFile /var/run/sshd.pid　　　# 设置保存进程ID号的位置
 
#MaxStartups 10
 
#ShowPatchLevel no
 
# no default banner path
 
#Banner /some/path
 
# override default of no subsystems
 
Subsystem　　sftp　/usr/libexec/openssh/sftp-server
 

 
16.3 远程桌面
 
本章最后一节介绍一款远程连接的视图软件，即VNC。可以通过VNC来运行一个远程桌面并对系统和服务器等进行管理。
 
所谓的VNC，其全称为Virtual Network Computer（虚拟网络计算机）。VNC 是一款控制能力强、高效实用且跨平台的远程控制工具，其由客户端应用程序（vncviewer）、服务器应用程序（vncserver）和通信协议远程帧缓存（远程帧缓存，Remote Frame Buffer）这三部分组成。
 
VNC 是由 AT&T 的欧洲实验室研发的一款基于 UNIX/Linux 操作系统的开源软件。在 Linux系统安装了服务器应用程序（vncserver）之后，就可以使用浏览器进行远程桌面连接而不需要其他软件的辅助。
 

 
16.3.1 VNC服务器组件
 
在使用VNC服务之前，应先确认Linux系统是否已安装了vncserver，要是没有安装，则应先进行安装。先使用带有-q选项的rpm命令查看系统是否已安装该服务器组件，并在系统还没安装该组件的情况下进行安装。
 
[root@Scat ～]# rpm-q vnc-server
 
vnc-server-4.0-8.1
 
[root@Scat ～]# rpm-q vnc
 
vnc-4.0-8.1
 
若系统还没安装这些服务器组件，则可使用rpm命令进行安装。将系统的第二张安装光盘插入光驱，然后将光盘挂载到系统下，之后使用cd命令切换到/media/cdrom/RedHat/RPMS目录下，接着使用ll（L的小写）命令查找需要安装的服务。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll vnc-server*
 
-rw-r--r-- 29 root root 1188548 Jan 6 2005 vnc-server-4.0-8.1.i386.rpm
 
在获得所需安装的服务器组件vnc-server之后，接着进行安装。可使用rpm命令将其进行安装。
 
[root@Scat RPMS]# rpm-ivh vnc-server-4.0-8.1.i386.rpm
 
在完成服务器组件vnc-server的安装之后，接着安装vnc组件，vnc组件保存在第四张系统安装盘中。先将第二张系统安装盘卸载，然后将第四张安装盘插入光驱并将其挂载到系统下。之后切换到/media/cdrom/RedHat/RPMS目录下，列出vnc的详细信息。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll vnc*
 
-rw-r--r-- 29 root root 153887 Jan 6 2005 vnc-4.0-8.1.i386.rpm
 
在获得所需安装的服务器组件之后，接着进行安装。可使用rpm命令将名为vnc的组件进行安装。
 
[root@Scat RPMS]# rpm-ivh vnc-4.0-8.1.i386.rpm
 
若不喜欢使用命令来安装这些组件，也可使用图形系统所提供的Package Management界面进行安装。若未进入图形系统，则需要先进入，然后使用步骤Applications→System Settings→Add/Remove Applications（如图16-12所示）来打开Package Management界面。之后将看到如图16-13所示的Package Management界面。
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  图16-12 打开Package Management界面的步骤 

 

 [image: figure_0263_0330]

 

  图16-13 Package Management界面 

 
在打开Package Management界面之后，接着将滚动条往下拉到Servers 选项区下，并找到名为 Network Servers 的选项，如图16-14所示。之后单击该选项后的 Details 链接，然后在弹出的Network Servers Package Details 界面中找到需要的安装的组件，并将其选上，如图16-15所示。
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  图16-14 勾选Network Servers选项 
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  图16-15 勾选vnc-server组件 

 
在找到vnc-server组件之后，接着查找vnc组件。将滚动条往下拉到System选项区下，并找到名为System Tools 的选项，如图16-16所示。之后单击其后的Details 链接，并在弹出的System Tools Package Details 界面中找到vnc，如图16-17所示。
 
在将所需的组件都找到并选择之后，再返回到Package Management主界面上，然后单击其右下角的Update按钮进行组件的安装，之后按照系统提示进行操作。
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  图16-16 勾选System Tools选项 
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  图16-17 勾选vnc组件 

 

 
16.3.2 VNC远程登录
 
通过以上操作，相信vnc服务器已安装成功，但为了确认它是否真的已成功安装，还是先检查一下为好。这里使用带有-q选项的rpm命令检查系统是否已安装vnc服务器和客户端。
 
[root@Scat ～]# rpm-q vnc-server
 
vnc-server-4.0-8.1
 
[root@Scat ～]# rpm-q vnc
 
vnc-4.0-8.1
 
输出显示，系统已安装该服务器，也看到所安装软件的版本号。接着使用该服务器远程登录Linux系统，在第一次启动vnc服务器时，系统要求为该服务器的连接设置密码，输入密码之后，系统将为该服务器在主目录下创建一个名为.vnc的隐藏目录，该目录下存放着使用该服务器进行远程连接时的各类配置及密码。
 
在终端上输入vncserver命令，之后要求设置密码，并再次确认，当密码确认成功之后，将看到系统的一些提示信息，如下所示（可用vncpasswd命令来修改密码）。
 
[root@Scat ～]# vncserver
 
You will require a password to access your desktops.
 
Password:　　# 输入密码
 
Verify:　　　# 再次输入密码
 
New 'Scat.super.com:1 (root)' desktop is Scat.super.com:1
 
Creating default startup script /root/.vnc/xstartup
 
Starting applications specified in /root/.vnc/xstartup
 
Log file is /root/.vnc/Scat.super.com:1.log
 
在输出的提示信息中，首先指定桌面号，即以New开头的行的最后一个数字。也可以使用命令vncserver :1（1 是桌面号，其表示文本界面）的形式配置桌面号。接着是提示在主目录下生成.nvc目录，并在这个目录下生成一些启动脚本和应用说明等的信息。在为该服务器设置密码之后，以后就可以直接使用service命令启动该服务器。
 
[root@Scat ～]# service vncserver start
 
Starting VNC server:　　　　　　　　　[　OK　]
 
为了避免在下次开机使用 VNC 服务时，需要再次启动该服务，可以将该服务器设为开机启动项。在终端提示符下输入ntsysv命令来打开Services界面。并在Services界面中找到vncserver选项，然后用空格键将其选择，之后使用Tab键跳到OK按钮并进行确认即可，如图16-18所示。
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  图16-18 vncserver选项 

 
[root@Scat～]#ntsysv
 
除了命令启动和设置启动项之外，还可以使用图形系统提供的Service Configuration 窗口来启动该服务器和将该服务器设为开机启动项。
 
首先进入图形系统界面，然后使用步骤 Applications→System Settings→Server Settings→Services 来打开Service Configuration 窗口，如图16-19所示。
 
在打开的Service Configuration 窗口中，找到vncserver 启动选项，如图16-20所示，之后就可以并对该服务进行启动、重新启动以及停止等操作。
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  图16-19 打开Service Configuration窗口的步骤 
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  图16-20 选vncserver选项 

 
当一切准备就绪之后，就可以使用vnc服务器进行远程连接。假设现在是在Linux的图形界面下，使用步骤Applications→Accessories→VNC Viewer 来打开VNC Viewer的Connection Details窗口，步骤如图16-21所示。单击VNC Viewer 选项之后将弹出VNC Viewer的Connection Details窗口，在VNC server文本框中输入IP地址和桌面号，如192.168.60:1，如图16-22所示。之后按Enter键即可。
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  图16-21 打开VNC Viewer的Connection Details窗口的步骤 
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  图16-22 输入IP地址和桌面号 

 
当按Enter键之后，将弹出VNC Authentication 窗口，之后输入之前设置的口令，如图16-23所示。在按Enter键后，若输入的口令正确，则将看到如图16-24所示的VNC远程窗口。
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  图16-23 VNC Authentication 窗口 
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  图16-24 VNC远程窗口 

 
在打开的VNC远程窗口中，选项以文本的形式出现。可以执行带有-l选项的ls命令等操作，如图16-25所示。也可以在非工作区处通过单击选择一些其他的选项，如图16-26所示。
 
在远程登录到VNC的用户界面之上时，其默认使用文本界面，也许在某些情况下并不适合，这也就意味着还需要图形界面的辅助来更直观地完成更多的操作。
 
在第一次登录到 VNC 的客户端之后，系统将为 VNC 连接时创建配置文件，所创建的配置文件存放在/root/.vnc 目录下，可以通过修改该目录下相关的配置文件来更改连接后所显示的界面。
 
若想连接VNC后使用的是图形界面，可以对存放在/root/.vnc目录下名为xstartup的文件中的相关内容进行修改。可先进入该目录，然后查看该目录下的信息，之后找到所需要修改的配置文件，并进行修改。
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  图16-25 在VNC远程窗口中执行命令 
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  图16-26 在VNC远程窗口中的其他选项 

 
[root@Scat ～]# cd .vnc
 
[root@Scat .vnc]# ll
 
total 16
 
-rw-------　1　root　root　8　Nov　9　10:51　passwd
 
-rw-r--r--　1　root　root　1530　Nov　9　11:06　Scat.com:1.log
 
-rw-r--r--　1　root　root　5　Nov　9　10:51　Scat.com:1.pid
 
-rwxr-xr-x　1　root　root　334　Nov　9　10:51　xstartup
 
[root@Scat～]#vi xstartup
 
#!/bin/sh
 
# Uncomment the following two lines for normal desktop:
 
unset SESSION_MANAGER　　　　　# 将该行前的“#”号去掉
 
exec /etc/X11/xinit/xinitrc　　　# 将该行前的“#”号去掉
 
[-x /etc/vnc/xstartup ] && exec /etc/vnc/xstartup
 
[-r $HOME/.Xresources ] && xrdb $HOME/.Xresources
 
xsetroot-solid grey
 
vncconfig-iconic &
 
xterm-geometry 80x24+10+10-ls-title "$VNCDESKTOP Desktop" &
 
twm &
 
修改完成后，保存并退出后，接着对该服务器进行重启。如使用vncserver命令来启动该服务（第2次启动时桌面号为2，依次类推）。
 
[root@rhl5 ～]# vncserver
 
New 'rhl5.super.com:2 (root)' desktop is rhl5.super.com:2
 
Starting applications specified in /root/.vnc/xstartup
 
Log file is /root/.vnc/rhl5.super.com:2.log
 
在完成重启后，接着在Linux的图形界面下打开VNC的客户端，并依次输入IP地址和端口号，输入密码之后就可以看到VNC远程桌面，如图16-27所示。
 
如果是在Windows使用浏览器打开远程桌面，则需要在浏览器的地址栏输入IP地址后接端口（一般是 5801），格式如下：http://192.168.217.15:5801，确认之后即可看到远程桌面，但可能不能显示桌面，还需要先安装JRE（Java Runtime Environment）才可以。
 
目前可用在Windows下的VNC客户端软件很多，并且是免费使用的，如TightVNC、RealVNC等。将下载后的VNC客户端软件安装，输入IP地址之后就可以登录远程桌面，在这里就不逐一介绍了。
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  图16-27 VNC远程桌面 

 

 
16.3.3 VNC配置管理
 
安装VNC服务器之后，其生成的启动等配置文件存放在/etc 或者/usr 目录下。要想知道安装vnc-server时所生成的文件及这些文件的路径，可以使用带有-ql选项的rpm命令查看。下面是安装vnc-server后所生成文件的路径。
 
[root@rhl5 ～]# rpm-ql vnc-server
 
/etc/rc.d/init.d/vncserver
 
/etc/sysconfig/vncservers
 
/usr/bin/Xvnc
 
/usr/bin/vncconfig
 
/usr/bin/vncpasswd
 
/usr/bin/vncserver
 
/usr/bin/x0vncserver
 
/usr/lib/xorg/modules/extensions/libvnc.so
 
/usr/share/man/man1/Xvnc.1.gz
 
/usr/share/man/man1/vncconfig.1.gz
 
/usr/share/man/man1/vncpasswd.1.gz
 
/usr/share/man/man1/vncserver.1.gz
 
/usr/share/man/man1/x0vncserver.1.gz
 
/usr/share/vnc
 
/usr/share/vnc/classes
 
/usr/share/vnc/classes/index.vnc
 
/usr/share/vnc/classes/logo150x150.gif
 
/usr/share/vnc/classes/vncviewer.jar
 
从输出中可以详细看到，在安装该服务器时所生成的所有安装目录及这些目录下的文件。其中，/etc/rc.d/init.d 是存放该服务的启动脚本；/etc/sysconfig 目录中存放的内容是一些系统环境变量的设置脚本；/usr/bin目录下的/vncconfig文件中存放的是进程的管理工具；/usr/share/vnc/classes目录下的/vncviewer.jar文件则存放Java提供给客户端的运行包。
 
在默认情况下，这些配置文件都可以正常使用，要是为了显得更为人性化，可以对启动脚本文件的内容进行修改，如更改在对该服务进行重启时 stop 和 start 的时间间隔（默认是 3秒）等。
 
在安装vnc-server时也安装了vnc客户端，要想知道vnc客户端所生成的目录及文件，也可以使用带有-ql选项的rpm命令查看。
 
[root@Scat ～]# rpm-ql vnc
 
/usr/bin/vncviewer
 
/usr/share/applications/vncviewer.desktop
 
/usr/share/doc/vnc-4.0
 
/usr/share/doc/vnc-4.0/LICENCE.TXT
 
/usr/share/doc/vnc-4.0/README
 
/usr/share/icons/hicolor/16x16/apps/vnc.png
 
/usr/share/icons/hicolor/24x24/apps/vnc.png
 
/usr/share/icons/hicolor/48x48/apps/vnc.png
 
/usr/share/man/man1/vncviewer.1.gz
 
在为连接创建密码时，在主目录下也生成了一个名为.vnc的隐藏目录，该目录存放连接时所需密码的文件及其他的配置文件。在主目录下，可以使用带有-a 选项的 ll（L 的小写）命令列出该目录中的内容。
 
[root@Scat ～]# ll-al .vnc
 
total 28
 
drwxr-xr-x　2　root　root　4096　Sep　20　23:42　.
 
drwxr-x---　21　root　root　4096　Sep　21　08:48　..
 
-rw-------　1　root　root　8　Sep　20　23:01　passwd
 
-rw-r--r--　1　root　root　825　Sep　20　23:44　Scat.super.com:1.log
 
-rw-r--r--　1　root　root　5　Sep　20　23:01　Scat.super.com:1.pid
 
-rwxr-xr-x　1　root　root　334　Sep　20　23:01　xstartup
 
该目录及其下的内容相信您并不陌生。若没有为 vnc-server 创建密码时，在.vnc 目录中是没有passwd文件的，而即使该目录不存在，vnc-server也可以正常使用。
 

 
第17章 网络时间协议
 
本章主要内容
 
● 网络时间协议概述。
 
● 时间同步配置应用。
 
● 网络时间协议管理。
 
在现代社会生活中，我们在日常生活中对网络的依靠越来越多，如网购等活动都离不开网络的辅助。对网络依靠加深的同时，网络上时间的同步也就显得相当重要，而这么多的网络设备，在时间上有可能都不是同步的。而对于同步这些网络设备，可以使用时间网络协议来实现。
 

 
17.1 NTP概述
 

 
17.1.1 NTP简介
 
网络时间协议（Network Time Protocol，NTP）于 1985 年提出，其是用于提供计算机时间精准同步的一种协议。网络时间协议不仅可以估算网络包的往返延时，还可以独立估算计算机的时间偏差并对这些偏差值进行校正，从而使得网络上某个设备在时间上同步。在信息的传输过程中，协议使用加密确认的方式来确认信息来源，防止恶毒攻击。
 
NTP服务器时间的来源是国际标准时间（Coordinated Universal Time，UTC），而时间源可以是原子钟、天文台、卫星，或者从Internet上获取。同时，NTP也建立一个及时缓和并可以自动调整时间编号的功能，为各个服务器提供精确和稳定的时间管理，使时间的准确性和可靠性得到很大的保障。
 
NTP采用的是一种层次结构（如图17-1所示），时间按网络时间服务器的等级逐级传播。层次等级按照离外部UTC源的远近将所有的时间服务器归入不同的Stratum（层）中，其中，时钟源位于所有Stratum 的最顶部（即Stratum 0），其他的层则向下分布，Stratum 值越大则说明越远离时钟源，不过Stratum的总数限制在15以内。
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  图17-1 NTP层次结构 

 
在整个 NTP 中每层的时间服务器都可以向本层或上一层的时钟源发送请求来更正自己的时间，最高一层保留为权威的时钟源，当客户端需要更新时间时，需要向时间服务器发送请求，在获取时间值后，将这些时间值作为参考值并对自身的时间值进行校正。
 
在从设备采集日志信息、需要统一的时间来进行设备的调试、安装大型的计费系统等各种场合都要使用NTP。当然，在进行系统备份时，也需要以时间作为参考，若在时间不统一的情况下进行备份，可能不便于恢复。
 
对于时间服务器的作用，您可以设想，若是没有统一的时间，当多架飞机从不同的地区往同一个机场飞去并进行降落时，会出现怎么样的情况？如在军事上，若没有统一的时间，在军事上的行动、导弹的发射等都会产生什么影响？如在学校，若每个人所用的时间都不一样，要上课时去哪里找人啊？由此可知，时间上的统一是多么重要！
 

 
17.1.2 NTP服务组件
 
既然时间上的统一那么重要，那么就要统一时间在RHEL AS4 系统中，自带有ntp 软件，可以使用带有-q选项的rpm命令来查看系统是否已安装了该协议。
 
[root@Scat ～]# rpm-q ntp
 
若系统还没安装该协议，则可先插入安装盘并使用rpm命令安装。插入第二张CD，然后进入/media/cdrom/RedHat/RPMS目录，并使用ll（L的小写）命令来查看在安装该协议时需要安装多少个软件。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll ntp*
 
-rw-r--r-- 30 root root 1254499 Jan 6 2005 ntp-4.2.0.a.20040617-4.i386.rpm
 
从输出中看到，使用该服务只需要安装一个软件就可以。接着使用rpm命令安装该软件。
 
[root@Scat RPMS]# rpm-ivh ntp-4.2.0.a.20040617-4.i386.rpm
 
或许您更喜欢使用图形界面来安装，这时可以在界面下使用步骤 Applications→System Settings→Add/Remove Applications（如图17-2所示）来打开Package Management界面，如图17-3所示，在此找到网络时间协议并安装。
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  图17-2 打开Package Management界面的步骤 
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  图17-3 Package Management界面 

 
当安装完成之后，可以使用rpm命令来查看是否已成功安装了NTP及所安装的NTP的版本信息。
 
[root@Scat ～]# rpm-q ntp
 
ntp-4.2.0.a.20040617-4
 
从输出中显示，已经成功为系统安装了NTP服务组件。
 
NTP所提供的时间是国际标准时间UTC，其获取标准时间的方式有原子钟、卫星、天文台等，我们更为常见的是通过网络来获取标准时间。对于所获取的时间，就由时间服务器按NTP并进行逐级地进行传递，而这些对时间进行校正的信息都使用UDP协议的123号端口传递。
 

 
17.2 时间同步配置应用
 

 
17.2.1 NTP的工作原理
 
在对时间的同步上，NTP采用的是：一对一连接且双方均可进行时间同步的主/被动工作模式，一对一连接且客户端由服务器端进行时间同步的客户端/服务器模式和一对多的广播/多播更新时间模式。在主/被动工作模式下，只要一方获取精准的时间源就可以对对方的时间进行更新；而在客户端/服务器模式下，只有客户端的时间被服务器端同步。
 
在多数情况下，NTP 使用的工作模式是客户端/服务器模式。NTP 协议的工作原理如图17-4和图17-5所示。
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  图17-4 发送数据包 
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  图17-5 响应数据包 

 
在该模式下，首先由客户端向服务器发送一个UDP数据包，接着服务器对这个UDP数据包进行响应，即向客户端回复一个UDP数据包，客户机就可以根据这个UDP数据包上所显示的时间，并使用时间来计算时间差从而校正时间，因此在时间的更新上不能做到时间上的同步，而是存在偏差，只是这偏差很小而已。
 
每次发送数据包查询时间时，所得到的时间偏差值为：［（t2−t1）+（t4−t3）］/2。
 

 
17.2.2 NTP的服务进程
 
1．用命令启动NTP的服务进程
 
在安装NTP之后，接下来就可以使用它。先启动该服务，可以使用service命令启动，也可在Service Configuration 窗口下启动。
 
在使用service命令启动该服务前，先查看该服务是否已启动。在默认情况下，该服务是开机启动的。如下命令查看该服务是否已启动：
 
[root@Scat ～]# service ntpd status
 
ntpd (pid 6017 6014) is running...
 
在输出中，显示该服务已在运行中。若是 NTP 服务进程还处于停止状态，则使用如下命令来启动。
 
[root@Scat ～]# service ntpd start
 
Starting ntpd:　　　　　　　　　　[　OK　]
 
当看到 OK的提示后，说明已成功启动 NTP。为了在下次启动系统时 NTP协议自动启动，可以使用 ntsysv 命令打开 Services 界面，找到 ntpd 并将其选为开机启动项，如图17-6所示。
 
[root@Scat ～]# ntsysv
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  图17-6 Services 界面 

 
2．用图形窗口启动NTP的服务进程
 
当然，除了选择在文本界面上使用 Services 界面进行启动操作外，也可以使用 Service Configuration窗口来启动NTP服务。先进入图形系统，然后按如图17-7所示的步骤打开Service Configuration窗口，并在此窗口中找到ntpd选项，然后启动NTP服务，如图17-8所示。
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  图17-7 打开Service Configuration窗口的步骤 
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  图17-8 启动NTP服务 

 

 
17.2.3 获取时间源和更改时间
 
对于时间同步的实现，除了使用时间服务器之外，还可以通过从局域网或者从无线时钟获取。而对于时间源的获取，可以通过多方面来获取。但多数部分的客户端使用的是从 Internet 上的服务器获取并实现时间的校正。如在Windows机器上，其客户端默认从time.windows.com服务器上获取并校正时间。
 
通过时间服务器获取时间源，有如下参考服务器地址。
 
● 美国国家标准技术研究院：time-b.timefreq.bldrdoc.gov。
 
● 北京邮电大学：time.buptnet.edu.cn。
 
● 清华大学：s1b.time.edu.cn（s1b 中的“1”是数字1 而非字母l）。
 
● 北京大学：s1c.time.edc.cn（s1b 中的“1”是数字1 而非字母l）。
 
通过这些地址，可以获取较为权威的时间源。那么，在成功启动NTP服务之后，就可以对系统的时间进行校正。对时间进行校正，首先需要进入Date/Time Properties 窗口中。打开该窗口的步骤为依次选择Applications→System Settings→Date & Time，如图17-9所示。之后将看到如图17-10所示的Date/Time Properties 窗口。
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  图17-9 打开Date/Time Properties窗口的步骤 
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  图17-10 Date/Time Properties 窗口 

 
在 Network Time Protocol 选项卡下，可以在 Server 框中输入时间源的域名等。展开 Hide advanced options 选项，将看到系统默认使用的是本地时间源，如图17-11所示。这时可以将系统改为使用NTP 获取时间源，即勾选Enable NTP Broadcast复选框，然后单击OK 按钮即可。
 
若选择时区，则可单击Time Zone 标签来更改，如图17-12所示。在窗口中，可以选择自己喜欢的时区，或直接使用UTP来获取。
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  图17-11 启用NTP 
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  图17-12 选项时区 

 
当确认使用NTP时，将进行转换并连接，完成转换之后，接着就可以对该服务进行测试。输入如下命令来获取系统每次校正时间的间隔。
 
[root@Scat ～]# ntpstat
 
unsynchronised
 
time server re-starting
 
polling server every 64 s
 
从输出中看到，系统每次进行时间的校正的时间间隔是 64s，看来系统时间还是蛮准确的。当然，也可以使用带有-p选项的ntpq命令来获取更为详细的信息。
 
[root@Scat ～]# ntpq–p
 
remote　　refid　　st　t　when　poll　reach　delay　offset　jitter
 
==============================================================================
 
LOCAL(0)　73.78.73.84　5　1　8　64　　1　0.000　0.000　0.001
 
其中，refid表示NTP远程服务器的上层服务器的IP地址；st则表示远程的NTP所在的层数；而t表示与远程NTP通信的方式（l为本地、u为单播、b为广播）；when表示上次更正与这次更正的差值；jitter表示远程NTP的网络抖动值。
 

 
17.3 NTP管理
 
在安装NTP之后，使用的是默认设置，在使用的过程中它也许并不能适合我们使用。而且在使用默认设置时，并不能很好地与时间服务器同步。为此需要对NTP的配置文件做相应的修改，这样才可以更好地使本地系统时间与时间服务器所提供的时间进行同步。
 
对于要了解NTP安装时其所产生的目录及文件，使用带有-ql选项的rpm命令就可以获取NTP的所有安装文件及目录（其中对一些主要文件进行说明）。
 
[root@Scat ～]# rpm-ql ntp
 
/etc/ntp　　　　　　# 存放密钥及ntp服务器的时钟源地址等
 
/etc/ntp.conf　　　　　# ntp的主配置文件
 
/etc/ntp/keys　　　　　# 存放ntp服务的密钥文件
 
/etc/ntp/step-tickers　　　# 存放时钟源的主机地址
 
/etc/rc.d/init.d/ntpd　　　# 存放ntp服务器的启动脚本文件
 
/etc/sysconfig/ntpd　　　# 本地BIOS时间
 
/usr/bin/ntpstat　　　　# 存放显示与网络时间同步状态的文件
 
/usr/sbin/ntp-keygen　　　# 用于存放ntp在传送中所产生的密钥对
 
/usr/sbin/ntp-wait
 
/usr/sbin/ntpd　　　　# 存放ntp服务器的进程信息
 
/usr/sbin/ntpdate　　　　# 用于向服务器发送时间请求的命令
 
/usr/sbin/ntpdc　　　　# 用于查询和改变ntp服务器进程状态
 
/usr/sbin/ntpq　　　　# 用于监控ntp服务器进程的状态
 
/usr/sbin/ntptime　　　　# 用于读取内核时间的程序配置文件
 
/usr/sbin/ntptrace　　　# 用于追踪时钟服务器的时间对应关系的配置文件
 
……省略部分输出……
 

 
17.3.1 NTP配置文件
 
输出显示安装NTP时创建了众多的文件和目录，而其主配置文件为/etc/ntp.conf。通过对该配置文件进行修改，并允许网络上的时间设备对其时间进行校正，也可让本地时间对其进行校正。NTP的主配置文件/etc/ntp.conf内容的如下所示（其中省略部分内容的输出）。
 
[root@Scat ～]# cat /etc/ntp.conf
 
restrict default nomodify notrap noquery# 拒绝其他计算机请求包进入
 
restrict 127.0.0.1　　　　　　　# 利用此接口对本地的NTP服务进行控制和配置
 
#-- CLIENT NETWORK-------
 
# restrict 192.168.1.0 mask 255.255.255.0 nomodify notrap
 
# 允许IP地址使用NTP服务进行时间的校正
 
#--- OUR TIMESERVERS-----
 
server 0.pool.ntp.org
 
server 1.pool.ntp.org
 
server 2.pool.ntp.org　　　　　　# 指定3台上层服务器
 
#--- NTP MULTICASTCLIENT---
 
#multicastclient　　　　　　　# 监定默认的 224.0.1.1
 
# restrict 224.0.1.1 mask 255.255.255.255 nomodify notrap
 
# restrict 192.168.1.0 mask 255.255.255.0 nomodify notrap
 
#--- GENERAL CONFIGURATION---
 
fudge　127.127.1.0 stratum 10　　　　# 设置时间源的层数号，默认为10
 
driftfile /var/lib/ntp/drift　　　　# 设置与上层服务器联系所用时间的文件位置
 
broadcastdelay　0.008　　　　　　# 每两次广播的时间间隔
 
keys　　　/etc/ntp/keys　　　　# 设置发往服务器的数据有密钥验证及密钥位置
 
restrict 0.pool.ntp.org mask 255.255.255.255 nomodify notrap noquery
 
restrict 1.pool.ntp.org mask 255.255.255.255 nomodify notrap noquery
 
restrict 2.pool.ntp.org mask 255.255.255.255 nomodify notrap noquery
 
server clock.redhat.com
 
restrict clock.redhat.com mask 255.255.255.255 nomodify notrap noquery
 
broadcastclient　　　　　　　# 此功能使得本地NTP服务器成为其他以广播模式
 
# 工作的NTP服务器的客户端
 
server 127.127.1.0
 
下面对配置文件中的restrict和server两个选项进行简单的说明。先看restrict选项，其格式如下所示。
 
# restrict　192.168.1.0　mask 255.255.255.0　nomodify　notrap
 
restrict　客户端IP　　IP子网掩码　　参数
 
选项restrict指定可以访问NTP服务器并进行时间同步，以及所具有的权限。其常用的参数如下所示。
 
● ignore：拒绝所有的IP 请求包，即关闭NTP 服务。
 
● kod：使用此参数，开启防止DOS 攻击的功能。
 
● nomodify：忽略所有要修改NTP 服务器的时间请求包，但可以进行时间校正。
 
● noquery：停止提供NTP 服务。
 
● notrap：禁止使用trap 远程登录的功能。
 
● notrust：拒绝为不信任的请求提供NTP 服务。
 
● nopeer：不与同层的NTP 进行时间的校正，但提供NTP 服务。
 
选项server用于指定位于自己（相当于客户端）上层的服务器，被指定的服务器可以对指定的NTP服务器（客户端）进行时间校正。当同时指定多个上层NTP服务器时，这时就涉及优先级的关系。Server格式如下所示。
 
server　0.pool.ntp.org
 
服务名　上层主机域名　[密钥 n]　[版本号 n]　[模块名 n]　[……]
 
选项server的参数如下所示。
 
● host：用于指定NTP 服务器所使用的域名。
 
● key：表示发往上层NTP 服务器的数据包中有密钥认证，n 表示32 位的整数。
 
● version：向上层NTP 服务器发送查询信息时所使用的版本号，默认n 为3。
 
● prefer：当指定多个NTP 器服务时，需使用prefer 来设定提供NTP 服务器的优先级。
 
● mode：使用mode 来指定其数据文件的字段值。
 

 
17.3.2 更改系统时间源
 
可通过修改NTP的主配置文件（ntp.conf）来指定所使用的上层NTP服务器，如添加之前提及的NTP 服务器地址。可以在OUR TIMESERVERS下的server 0.pool.ntp.org 前加上如下所示的地址（使用IP地址也行）：
 
server time.buptnet.edu.cn
 
server s1b.time.edu.cn
 
server s1c.time.edc.cn
 
在添加这些服务器域名地址时，建议多添加几个，以免在某个上层服务器出现故障时还有其他的服务器可以使用。若指定这些服务器的优先级，则可在域名后加prefer来指定服务器的优先级。如：server s1c.time.edc.cn prefer。
 
当然，若不想被上层NTP服务器访问并修改本机的NTP服务器上的时间，可以在NTP服务器的主配置文件中加入指定的服务器域名（或IP地址）来拒绝该域名对应NTP服务器的访问和修改。
 
若不想被某个或某几个NTP服务器访问或修改本地的NTP服务器的时间值，可在主配置文件中的GENERAL CONFIGURATION 下添加如下指定的服务器。
 
restrict time.buptnet.edu.cn nomodify notrap noquery
 
restrict s1b.time.edu.cn nomodify notrap noquery
 
restrict s1c.time.edc.cn nomodify notrap noquery
 
当完成对主配置文件修改之后，为使得主机上的 NTP 服务器能够在指定的服务器上获取时间源，还需要对/ect/ntp/step-tickers配置文件进行修改。默认情况下该文件中的内容如下所示。
 
[root@Scat ～]# cat /etc/ntp/step-tickers
 
0.pool.ntp.org
 
1.pool.ntp.org
 
2.pool.ntp.org
 
clock.redhat.com
 
127.127.1.0
 
接着可以在此文件中加入如下内容。
 
time.buptnet.edu.cn
 
s1b.time.edu.cn
 
s1c.time.edc.cn
 
完成之后保存所做修改并退出，之后重启 NTP 服务器。为了检验它是否可用，可用带有-p选项的ntpq命令进行测试。
 
除了自动校正时间外，也可以使用ntpdate命令进行手动更新，如下所示。
 
[root@Scat ～]# ntpdate 192.168.60.0
 

 
第18章 FTP
 
本章主要内容
 
● 文件传输协议概述。
 
● 文件传输协议应用。
 
● 文件传输协议配置管理。
 
文件传输协议（File Transfer Protocol，FTP）有着悠久的历史和特殊的地位，它是Internet上使用非常广泛的一种在同种主机和不同主机间文件传输的通信协议之一。FTP 以 TCP 连接进行工作，工作方式可分为主动模式和被动模式。它可实现让用户连接到远程主机并下载或上传文件而不受到计算机类型及操作系统类型的影响。
 

 
18.1 FTP概述
 
在两台不同或是相同的主机之间进行文件的传输，可通过多种方式实现。在这些实现的方式中，FTP为常用的方式之一，它可实现让用户连接到远程的主机并下载或上传文件而不受到计算机类型及操作系统类型的影响。
 

 
18.1.1 FTP工作方式
 
FTP使用TCP连接进行工作，其工作方式可分为主动（initiative）模式（标准模式，也称PORT方式）和被动（passive）模式（也称PASV方式）。
 
在进行TCP连接时，首先是在主动模式下使用21号端口发送PORT命令到远程主机上并建立连接。当建立连接之后就可以使用20号端口连接到服务器中编号大于1024的端口进行数据的传输，即将文件上传和下载，当数据传送完成后，此端口会自动断开连接。
 
而在被动模式下，客户端使用 21 号端口向服务器端发送 PASV 命令，该命令带有一个大于1024的端口号。当服务器确认此端口为空闲状态时，服务器则使用一个编号大于1024的端口与客户端发指定的端口进行连接，连接完成后就可以进行数据传输，而当申请的端口已被使用时，则需再次发送PASV命令申请。
 

 
18.1.2 FTP组件
 
对于FTP工作模式有所了解后，接着安装FTP服务。还是老办法，先使用带有-q选项的rpm命令检查系统是否已安装该服务，并在未安装的情况下安装。FTP 最常使用的服务程序是 vsftpd （very secure FTP daemon），接着检查系统是否已安装了该服务软件。
 
[root@Scat ～]# rpm-q vsftpd
 
vsftpd-2.0.1-5
 
若系统还没安装所需的服务组件，而在需要使用该服务程序时，则可以选择使用rpm命令安装，或者使用Package Management窗口安装。
 
若使用rpm命令安装，则先插入第一张CD并进入/media/cdrom/RedHat/RPMS目录中，接着使用ll（L的小写或带有-l的ls命令也行 ）命令查看是否存在有vsftpd软件，若存在则进行安装。
 
[root@Scat RPMS]# ll vsftpd*
 
-rw-r--r-- 25 root root 122195 Jan 6 2005 vsftpd-2.0.1-5.i386.rpm
 
在获得所需安装的组件的详细信息之后，接着就可以进行安装。可使用带有-ivh 选项的 rpm命令安装该软件。
 
[root@Scat RPMS]# rpm-ivh vsftpd-2.0.1-5.i386.rpm
 
安装完成之后，为了确保成功安装，可以使用带有-q选项的rpm命令检查是否已成功安装了FTP服务软件。
 
[root@Scat ～]# rpm-q vsftpd
 
vsftpd-2.0.1-5
 
除了使用命令安装 FTP 服务程序之外，还可以在图形系统下的 Package Management 对话框中安装该服务程序。
 
在图形界面下，可按照Applications→System Settings→Add/Remove Applications的步骤来打开Package Management对话框，如图18-1所示。接着可在Servers选项区下找到FTP Server选项，如图18-2所示，之后选择它并进行安装。
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  图18-1 打开Package Management对话框的步骤 

 

 [image: figure_0281_0358]

 

  图18-2 Package Management对话框 

 
FTP采用客户端/服务器的工作模式（C/S模式），其是TCP/IP的一种应用，即工作在应用层，用于远程计算机系统和本地计算机系统间的文件传输。在文件传输过程中，其通信链路可分为负责通信过程中命令的发送和接收的控制链路及负责数据传输的数据链路。
 

 
18.2 FTP的应用
 
FTP 采用的传输方式可分为文本传输模式（ascii）和二进制数据传输模式（bin），因此在进行文件的操作之前，建议先使用命令指定使用哪种传输模式。如要想使用二进制传输模式，则可使用bin命令将需要操作的文件转成二进制文件，而当使用文本传输模式时，也只须输入ascii命令即可。
 
ftp>bin
 
200 Switching to Binary mode
 
ftp>ascii
 
200 Switching to ASCII mode
 
默认情况下使用二进制传输模式，其能保证文件的编码在传输过程中不改变，有可能会造成这些文件没法传送或者文件中的内容难以读懂等情况。而在使用文本传输模式之前，先使用ascii命令指定使用该模式，在该模式下传送的文件在传送过程中文件的格式发生转换，在本地接收到这些文件时可将它转化为本地的文件格式并进行存放。
 

 
18.2.1 FTP服务进程
 
接下来演示如何使用ftp 进行文件的上传和下载。在成功安装vsftpd服务程序后，接着启动vsftpd服务程序，可以使用service命令启动。
 
[root@Scat ～]# service vsftpd start
 
Starting vsftpd for vsftpd:　　　　　　　[　OK　]
 
为了在下次启动系统时，避免再次输入命令来启动vsftpd，可以使用ntsysv命令启动Services界面，找到vsftpd选项并使用空格键来选择其为开机启动项，如图18-3所示。
 
[root@Scat ～]# ntsysv
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  图18-3 Services 界面 

 
除了使用命令启动 FTP 服务之外，还可以选择在图形界面下的Service Configuration 窗口启动该服务，可使用Applications→System Settings→Server Settings→Services的步骤（如图18-4所示）来打开 Service Configuration 窗口。之后可在该窗口下找到 vsftpd 服务程序后启动它，如图18-5所示。
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  图18-4 启动Service Configuration窗口的步骤 
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  图18-5 Service Configuration窗口下的vsftpd 

 

 
18.2.2 普通用户登录FTP服务
 
成功启动vsftpd服务程序之后，就可以使用该服务进行文件的上传和下载。假设现在是在scat用户的主目录下，然后使用该服务远程连接到sdog用户，并查阅该用户的主目录下的内容，或者将需要的文件下载到自己的主机上或上传到远程的sdog主机上，操作如下所示（值得注意的是， ftp会在空闲一定的时间后自动断开连接）。
 
首先使用ftp后接IP地址的命令格式远程登录到sdog主机上。
 
[scat@Scat ～]$ ftp　192.168.60.0　　# 输入ftp命令，后接IP地址
 
Connected to 192.168.60.0.
 
220 (vsFTPd 2.0.1)
 
530 Please login with USER and PASS.
 
530 Please login with USER and PASS.
 
KERBEROS_V4 rejected as an authentication type
 
Name (192.168.60.0:scat): sdog　　　# 输入要连接的远程主机用户名
 
331 Please specify the password.　　# 提示输入登录密码
 
Password:　　　　　　　　# 输入该用户名的密码
 
230 Login successful.　　　　　# 提示成功连接
 
Remote system type is UNIX.　　　# 远程系统类型
 
Using binary mode to transfer files.　#　bin传输模式
 
ftp>　　　　　　　　　#　ftp的提示符
 
成功连接到远程的sdog主机上后，可以使用带有-l选项的ls命令列出该主机的主目录下的文件及其他信息。
 
ftp> ls-l
 
227 Entering Passive Mode (192,168,60,0,121,73)
 
150 Here comes the directory listing.
 
-rw-rw-r--　1 502　502　20　Sep　26　05:07　test1
 
226 Directory send OK.
 
用户sdog的文件不多，除了test1的文件之外，没其他的文件，但sdog还是愿意分享他的文件（也可以使用带-a选项的ls命令查看其隐藏的财产）。若需要test1，则可先使用bin命令将该文件的格式转换，然后使用get命令将该文件下载到本地主机，即scat的主目录下。
 
ftp> bin　　　　　　# 输入bin转换文件格式
 
200 Switching to Binary mode.
 
ftp> get test1　　　　# 使用get后接文件名将该文件下载
 
local: test1 remote: test1
 
227 Entering Passive Mode (192,168,60,0,27,74)
 
150 Opening BINARY mode data connection for test1 (20 bytes).
 
226 File send OK.
 
20 bytes received in 0.0011 seconds (18 Kbytes/s)
 
从系统提示中，得知是下载成功了，但为了确认是否真的成功了，接着在 scat 的主目录下使用 ll（或ls-l）命令查看是否真的成功下载该文件。
 
[scat@Scat ～]$ ll test1
 
-rw-rw-r-- 1 scat scat 20 Sep 26 13:16 test1
 
这时，若需要将scat用户的test2文件上传到远程的sdog主机中，可以使用put命令来实现。
 
ftp> ascii　　　　　# 使用ascii命令将文件格式转，使用bin也行
 
200 Switching to ASCII mode.
 
ftp> put test2　　　　# 将test2文件上传到远程的sdog主机上
 
local: test2 remote: test2
 
227 Entering Passive Mode (192,168,60,0,105,154)
 
150 Ok to send data.
 
226 File receive OK.
 
在数据的传送结束后，可以使用带有-l选项的ls命令来查看sdog的文件，确认上传操作是否成功。
 
ftp> ls–l
 
227 Entering Passive Mode (192,168,60,0,243,226)
 
150 Here comes the directory listing.
 
-rw-rw-r--　1　502　502　20　Sep　26　05:07 test1
 
-rw-r--r--　1　502　502　0　Sep　26　05:26 test2
 
226 Directory send OK.
 
此次操作的成果颇丰，您已非常成功地将test2文件上传到sdog的远程主机上。现在您发现，在scat主机上有一张非常好看、名为tu.jpg的图片（可惜不是偶像照），您想把这张图片上传到sdog的主机上。有了上次的操作经验，这次不难了吧？
 
首先使用 bin（或 ascii）命令进行格式的转换，然后使用 put 命令将此图片上传到 sdog 的远程主机上。
 
ftp> bin　　　　　　# 使用bin命令进行格式转换
 
200 Switching to Binary mode.
 
ftp> put tu02.jpg　　　　# 输入要上传的文件名
 
local: tu02.jpg remote: tu02.jpg
 
227 Entering Passive Mode (192,168,60,0,47,29)
 
150 Ok to send data.
 
226 File receive OK.
 
73144 bytes sent in 0.054 seconds (1.3e+03 Kbytes/s)
 
从系统提示中可知操作完成，当上传操作执行完成之后，可再次使用带-l选项的ls命令查看sdog主机中的文件。
 
ftp> ls–l　　　　# 输入带有-l选项的ls命令
 
227 Entering Passive Mode (192,168,60,0,83,223)
 
150 Here comes the directory listing.
 
-rw-rw-r--　1　502　502　　20　Sep　26　05:07　test1
 
-rw-r--r--　1　502　502　　0　Sep　26　05:26　test2
 
-rw-r--r--　1　502　502　73144　Sep　26　05:40　tu02.jpg
 
226 Directory send OK.
 
结果显示，sdog已又多了名为tu02.jpg的文件（都是合法文件）！当操作结束需要退出时，可以使用by命令退出。
 
ftp> by
 
221 Goodbye.# 若是超时使用by 命令退出，可能看到是“时间+Timeout”
 
当然，若需要了解更多关于该工作环境的信息，可以在ftp提示符后面输入help命令来获取更多的帮助，显示帮助信息。
 
ftp> help
 
Commands may be abbreviated.　Commands are:
 
!　　　cr　　　mdir　　proxy　　send
 
$　　　delete　　mget　　sendport　site
 
account　　debug　　mkdir　　put　　　size
 
append　　dir　　　mls　　　pwd　　　status
 
ascii　　disconnect　mode　　quit　　struct
 
bell　　form　　　modtime　　quote　　system
 
binary　　get　　　mput　　recv　　sunique
 
bye　　　glob　　　newer　　reget　　tenex
 
case　　hash　　　nmap　　rstatus　　trace
 
ccc　　　help　　　nlist　　rhelp　　type
 
cd　　　idle　　　ntrans　　rename　　user
 
cdup　　image　　open　　reset　　umask
 
chmod　　lcd　　　passive　　restart　　verbose
 
clear　　ls　　　private　　rmdir　　?
 
close　　macdef　　prompt　　runique
 
cprotect　mdelete　　protect　　safe
 

 
18.2.3 匿名用户登录FTP服务
 
在安装vsftpd服务时，系统将为其创建一个匿名用户（anonymous），该用户是以邮箱账号作为密码进行远程登录ftp服务，使用匿名用户登录后，进入其主目录中，其主目录为/var/ftp。
 
使用匿名用户登录，只需要输入anonymous并使用任何符号作为密码即可进行远程登录。以下是演示使用匿名用户登录并上传和下载的操作。
 
首先使用ftp命令后接IP地址连接到ftp服务，之后输入匿名用户anonymous，并在提示输入身份验证密码时，可使用任何字符作为密码进行登录（此次操作的本地用户是scat）。
 
[scat@Scat ～]$ ftp 192.168.60.0　　# 输入ftp及IP地址
 
Connected to 192.168.60.0.
 
220 (vsFTPd 2.0.1)
 
530 Please login with USER and PASS.
 
530 Please login with USER and PASS.
 
KERBEROS_V4 rejected as an authentication type
 
Name (192.168.60.0:scat): anonymous　　　# 输入anonymous进行登录
 
331 Please specify the password.
 
Password:　　　　　　　　　　# 输入密码，可输入任何字符
 
230 Login successful.　　　　　　　# 提示登录成功
 
Remote system type is UNIX.
 
Using binary mode to transfer files.
 
ftp>　　　　　　　　　　　# 提示符
 
成功连接到远程的系统之后，接着就可以使用带有-l选项的ls命令列出匿名用户的文件资源等操作。
 
ftp> ls-l
 
227 Entering Passive Mode (192,168,60,0,123,221)
 
150 Here comes the directory listing.
 
drwxr-xrwx　3 0　0　4096　Sep　26　06:19　pub
 
226 Directory send OK.
 
匿名用户的文件资源，文件资源就只有一个目录。要想查看该目录中有什么内容，可以使用cd命令切换到pub目录下。
 
ftp> cd pub　　　　　# 使用cd命令切换到pub目录下
 
250 Directory successfully changed.　# 提示切换成功
 
ftp> ls–l　　　　　# 查看该目录下的"资产"
 
227 Entering Passive Mode (192,168,60,0,35,67)
 
150 Here comes the directory listing.
 
drwx------　2 14　50　4096　Sep　16　04:55　bak
 
226 Directory send OK.
 
结果显示，在pub目录中还有bak目录，若想查看bak目录下的内容，同样可以使用cd命令切换到该目录下。
 
接着将scat用户的test1的文件上传到pub目录下（以下操作都在pub目录下进行）。
 
ftp> bin　　　　　　# 使用bin命令进行文件格式的转换
 
200 Switching to Binary mode.
 
ftp> put test1　　　　# 需要上传的文件
 
local: test1 remote: test1
 
227 Entering Passive Mode (192,168,60,0,50,120)
 
150 Ok to send data.
 
226 File receive OK.
 
传输完成之后，可以使用带有-1选项的ls命令列出pub目录下的内容，以此来确认此次上传文件是否成功。
 
ftp> ls-l
 
227 Entering Passive Mode (192,168,60,0,114,31)
 
150 Here comes the directory listing.
 
drwx------　2 14　50　4096　Sep　16　04:55　bak
 
-rw-------　1 14　50　　0　Sep　26　06:42　test1
 
226 Directory send OK.
 
也可以使用同样的方法将scat用户仅有的、非偶像照的图片tu02.jpg上传到pub目录下。
 
ftp> bin　　　　　　# 输入bin进行格式转换
 
200 Switching to Binary mode.
 
ftp> put tu02.jp　　　　# 输入要上传的文件名
 
local: tu02.jpg remote: tu02.jpg
 
227 Entering Passive Mode (192,168,60,0,41,184)
 
150 Ok to send data.
 
226 File receive OK.
 
73144 bytes sent in 0.002 seconds (3.6e+04 Kbytes/s)
 
在执行完put命令，并在系统提示数据传输完成之后，可以再次使用带有-l选项的ls命令列出pub目录下的文件资源。
 
ftp> ls-l
 
227 Entering Passive Mode (192,168,60,0,45,126)
 
150 Here comes the directory listing.
 
drwx------　2 14　50　4096　Sep　16　04:55　bak
 
-rw-------　1 14　50　　0　Sep　26　06:42　test1
 
-rw-------　1 14　50　73144　Sep　26　06:56　tu02.jpg
 
226 Directory send OK.
 
在pub目录下，其文件资源包括tu02.jpg在内，说明此次操作是成功的。那么，当从pub目录下下载需要的文件时，可以使用get命令进行下载操作。
 
为了演示从pub目录下载文件，先将/var/log目录下名为messages的文件复制到pub目录下。
 
[root@Scat ～]# cd /var/log # 切换到log 目录下
 
[root@Scat log]# cp messages /var/ftp/pub # 将messages 复制到pub 目录下
 
[root@Scat log]# cd /var/ftp/pub ; ll# 切换到pub 目录下并列出其内容
 
total 156
 
drwx------　2　ftp　ftp　4096　Sep　16　12:55　bak
 
-rw-------　1　root　root　70450　Sep　26　15:05　messages
 
-rw-------　1　ftp　ftp　　0　Sep　26　14:42　test1
 
-rw-------　1　ftp　ftp　73144　Sep　26　14:56　tu02.jpg
 
结果显示，已成功将messages文件复制到/var/ftp/pub目录下。接着是将messages文件下载到本地用户scat的主目录中。
 
之后当使用get命令将messages下载到scat主机上时，总是提示失败！造成失败的原因有可能是文件的权限，这是因为messages文件属于root且该用户仅有可读、可写权限，而其他用户对该文件没有任何的权限。因此要先为其他用户添加相应的权限。
 
[root@Scat pub]# mv messages messages.txt # 先将文件重命名
 
[root@Scat pub]# chmod o+rw messages.txt　# 授予其他用户可读、可写权限
 
在完成对messages.txt文件的授权之后，接着再次使用get命令将messages.txt文件下载到scat用户的主机上。
 
ftp> bin# 进行格式转换
 
ftp> get messages.txt
 
local: messages.txt remote: messages.txt
 
227 Entering Passive Mode (192,168,60,0,234,223)
 
150 Opening BINARY mode data connection for messages.txt (70450 bytes).
 
226 File send OK.
 
70450 bytes received in 0.0016 seconds (4.3e+04 Kbytes/s)
 
完成之后，可以在scat用户的主机下使用ll命令查看是否已成功下载。
 
[scat@Scat ～]$ ll# l 是L 的小写
 
total 152
 
-rw-rw-r--　1　scat　scat　70450　Sep　26　15:18　messages.txt
 
-rw-rw-r--　1　scat　scat　　0　Sep　26　14:29　test1
 
-rw-rw-r--　1　scat　scat　　0　Sep　26　13:24　test2
 
-rw-r--r--　1　scat　scat　73144　Sep　14　15:29　tu02.jpg
 
结果显示，操作是成功的，scat用户又多了名为messages.txt的文件。
 

 
18.2.4 通过浏览器登录FTP
 
1．通过Linux下的浏览器登录FTP服务
 
其实，在 ftp 提示符下查看其中的内容显得有些不便，而且只看到文件和目录名，无法看到文件中的内容。那么除了进入/var/ftp/pub目录使用vi编辑器等查看文件的内容外，还可以使用浏览器来查看。
 
要使用浏览器来查看，先打开浏览器，然后输入IP地址之后就可以在目录间切换并查看目录下文件中的内容。
 
假设现在是在图形界面下，接着打开浏览器，然后输入ftp://192.168.60.0，按Enter键之后将看到如图18-6所示的内容。
 
当看到熟悉的pub目录时，相信您并不陌生，单击pub目录之后将看到如图18-7所示的内容。
 
使用浏览器来查看显得比在文本界面下查看更舒服了，而且可以看到详细的信息。只要轻轻单击想要查看的文件中的内容，就可以显示出来。虽然在文本界面下也可以查看，但还是使用浏览器查看更为直观。
 

 [image: figure_0287_0362]

 

  图18-6 /var/ftp目录下的内容 

 

 [image: figure_0287_0363]

 

  图18-7 pub目录下的内容 

 
除了查看目录下所有文件及其他文档的详细信息之外，还可以查看文件中的内容。只要单击要查看的文件，其就显示出来。如要查看 messages.txt 文件的内容，只要单击它就可以显示出来，如图18-8所示。
 
然后，图片也是可以查看的。如果要查看名为tu02.jpg的图片，单击它就可以打开，如图18-9所示。
 

 [image: figure_0287_0364]

 

  图18-8 messages.txt的内容 

 

 [image: figure_0287_0365]

 

  图18-9 名为tu02.jpg的图片 

 
若没法使用浏览器进入该目录，可以使用如下命令行再次启动vsftpd，并启动httpd。
 
[root@Scat ～]# service vsftpd restart　　# 重启vsftpd
 
Shutting down vsftpd:　　　　　　　　[　OK　]
 
Starting vsftpd for vsftpd:
 
以上操作只是在Linux下完成的，有时候也需要将Windows下的文件或者图片上传到scat目录，或者从scat目录中下载一些文件等，这就需要在两个不同的系统之间操作。
 
2．通过Windows下的浏览器登录FTP服务
 
接下来介绍在Windows下如何使用浏览器来进行远程访问，在Windows 8 下打开浏览器，然后输入ftp后接IP地址，如输入ftp://192.168.60.0。之后将看到如图18-10所示的界面。使用IE浏览器访问的界面，如图18-11所示。
 

 [image: figure_0288_0366]

 

  图18-10 ftp的主页 

 

 [image: figure_0288_0367]

 

  图18-11 在IE下的ftp主页 

 
在成功连接之后，就可进行内容的查看。如果查看pub目录下的内容，单击并打开pub目录后可查看messages.txt的内容，如图18-12所示。或查看tu02.jpg，如图18-13所示。
 

 [image: figure_0288_0368]

 

  图18-12 messages.txt的内容 

 

 [image: figure_0288_0369]

 

  图18-13 名为tu02.jpg的图片 

 
当然，使用浏览器进行远程连接时，也可以进行下载操作。如果要在pub目录下将名为tu02.jpg的图片下载下来，先右击，在弹出菜单之后选择“目标另存为”，如图18-14所示，或者用如图18-15所示的方式下载。
 

 [image: figure_0289_0370]

 

  图18-14 下载tu02.jpg到本地主机的方式 

 

 [image: figure_0289_0371]

 

  图18-15 下载tu02.jpg到本地主机的另一种方式 

 

 
18.2.5 Windows的DOS连接FTP
 
在Windows下同样也可以使用ftp与Linux系统进行通信。要与Linux进行信息的交换，首先启动DOS窗口，输入ftp后接IP地址，并输入用户名（如scat）和密码，在经过身份验证后就可以连接。
 
C:\Users\Administrator>ftp 192.168.60.0　# 输入要连接的主机
 
连接到 192.168.60.0。
 
220 (vsFTPd 2.0.1)
 
用户(192.168.60.0:(none)): scat　　　　# 输入所登录的远程主机名
 
331 Please specify the password.
 
密码:　　　　　　　　　　# 输入密码
 
230 Login successful.　　　　　　# 提示登录成功
 
ftp>　　　　　　　　　　# 提示符
 
值得注意的是，在Windows下使用DOS与Linux进行连接时，本地用户是Windows的某个用户，如在笔者的机器中用户是Administrator。那么主目录即在Administrator下，如在笔者的机器中，主目录的路径是C:\Users\Administrator。
 
在主目录下，需要上传和下载的文件及其他信息都存放在此，否则就不能上传或者找不到所下载的文件。
 
在建立连接之后，可以使用带有-l选项的ls命令列出scat主目录下的内容。
 
ftp> ls-l
 
200 PORT command successful. Consider using PASV.
 
150 Here comes the directory listing.
 
-rw-r--r--　1 500　500　332497　Sep　26　08:02　tu02.jpg
 
-rw-rw-r--　1 500　500　70450　Sep　26　07:18　messages.txt
 
-rw-rw-r--　1 500　500　　0　Sep　26　06:29　test1
 
-rw-rw-r--　1 500　500　　0　Sep　26　05:24　test2
 
-rw-r--r--　1 500　500　73144　Sep　14　07:29　tu01.jpg
 
226 Directory send OK.
 
ftp: 收到 327 字节，用时 0.00 秒 109.00 千字节/秒。
 
在列出该目录的信息之后，若想查看某个文件的内容，可以使用get命令将感兴趣的文件（如messages.txt文件）下载到本机上，操作如下所示。
 
ftp> bin
 
200 Switching to Binary mode.
 
ftp> get messages.txt
 
200 PORT command successful. Consider using PASV.
 
150 Opening BINARY mode data connection for messages.txt (70450 bytes).
 
226 File send OK.
 
ftp: 收到 70450 字节，用时 0.00 秒 70450.00 千字节/秒。
 
下载完成后，在本地用户的主目录下就可以看到 messages.txt 文件。不过，非常遗憾的是，你很难看懂其中的内容！即使使用ascii命令来转换格式也是一样的。
 
出现这样的情况，是两个系统之间文件的格式不同而造成的。把刚才下载的文件删除了，然后在提示符后面输入如下命令：
 
[scat@Scat ～]$ unix2dos messages.txt
 
unix2dos: converting file messages.txt to DOS format ...
 
之后再次使用get命令下载messages.txt文件。下载完成之后，再次查看该文件的内容，相信文件的内容清晰明了。
 
那么，如果希望通过一次操作就将scat用户主目录中的test1和test2这两个文件下载下来，就需要使用mget命令。
 
ftp>bin
 
ftp> mget test*　　# 使用通配符（*）表示将以test开头的文件全部下载下来
 
200 Switching to Binary mode.
 
mget test1? y　　# 输入y表示确认下载
 
200 PORT command successful. Consider using PASV.
 
150 Opening BINARY mode data connection for test1 (0 bytes).
 
226 File send OK.
 
mget test2? y　　# 输入y进行确认
 
200 PORT command successful. Consider using PASV.
 
150 Opening BINARY mode data connection for test2 (0 bytes).
 
226 File send OK.
 
当传输完成之后，就可以在本地用户的主目录下找到这两个文件。如果将scat中的文件全部下载，可使用-y 选项进行，不过需要确认。若不喜欢使用交互询问，可以在ftp 提示符后面输入prompt命令将交互窗口关闭，当再次同时下载或者上传多个文件时，就不再需要输入y来确认。
 
上传也是一样的，不过需要注意的是，在上传时每个文件都要加上后缀名，如文本的后缀名为.txt，图片的后缀名为.jpg或.JPG等，否则上传失败。上传到Linux的文件若是难以读取，可在终端的提示符后面使用命令dos2unix进行格式转换。可以使用mput命令一次性上传多个文件，如下示例将test3文件上传到scat的主目录中。
 
ftp> bin
 
200 Switching to Binary mode.
 
ftp> put test3.txt　　# 使用put命令上传test3
 
200 PORT command successful. Consider using PASV.
 
150 Ok to send data.
 
226 File receive OK.
 
在Windows下进行上传或下载操作时，需要加上文件的后缀名，若不加上后缀名，则将看到如下提示：
 
ftp> put test3
 
test3: ftp>　　# 按cd返回提示符
 
当遇到这样的情况时，只需按Enter键即可回到ftp的提示符下。剩余的操作，感兴趣的读者可自己动手，这里就不再重复。
 
当然，匿名用户也可以使用DOS进行远程登录。
 
C:\Users\ Administrator >ftp 192.168.60.0 #输入主机IP 地址
 
连接到 192.168.60.0。
 
220 (vsFTPd 2.0.1)
 
用户(192.168.60.0:(none)): anonymous　　#输入用户名
 
331 Please specify the password.
 
密码:　　　　　　　　　　#输入任意字符
 
230 Login successful.　　　　　　#提示成功登录
 

 
18.3 FTP配置管理
 
配置文件是服务器安全的防线之一，对配置文件进行合理的管理，可以拒绝非法访问，也可以对有权访问ftp服务的用户进行可有效的控制。
 
对于可访问服务的用户，在访问ftp服务的过程中，其权限都可在配置文件中设置。在ftp服务程序安装后，其生成了众多的文件和目录，可使用rpm命令来查看所生成的文件和目录的路径。
 
下面使用rpm命令列出vsftpd的所有文件和目录及这些文件与目录的路径（其中省略了大部分的输出）。
 
[root@Scat ～]# rpm-ql vsftpd
 
/etc/logrotate.d/vsftpd.log
 
/etc/pam.d/vsftpd　　　　# 密钥库文件
 
/etc/rc.d/init.d/vsftpd　　# 启动服务程序的脚本文件
 
/etc/vsftpd　　　　　# 存放主配置文件的目录
 
/etc/vsftpd.ftpusers　　　# 存放被拒绝访问ftp的用户列表
 
/etc/vsftpd.user_list　　　# 用户列表文件
 
/etc/vsftpd/vsftpd.conf
 
/usr/sbin/vsftpd　　　　# 存放进程文件
 
/usr/share/doc/vsftpd-2.0.1
 
/usr/share/doc/vsftpd-2.0.1/AUDIT
 
/usr/share/doc/vsftpd-2.0.1/BENCHMARKS
 
/usr/share/doc/vsftpd-2.0.1/BUGS
 
/usr/share/doc/vsftpd-2.0.1/COPYING
 
/usr/share/doc/vsftpd-2.0.1/Changelog
 
/usr/share/doc/vsftpd-2.0.1/EXAMPLE
 
/usr/share/doc/vsftpd-2.0.1/EXAMPLE/INTERNET_SITE
 
/usr/share/doc/vsftpd-2.0.1/EXAMPLE/INTERNET_SITE/README
 
/usr/share/doc/vsftpd-2.0.1/EXAMPLE/INTERNET_SITE/vsftpd.conf
 
/usr/share/doc/vsftpd-2.0.1/EXAMPLE/INTERNET_SITE/vsftpd.xinetd
 
……
 
/var/ftp　　　　　　# 匿名用户的主目录
 
/var/ftp/pub
 
从输出中看到，其生成的文件和目录还真的不少。其中，/etc/logrotate.d/vsftpd.log 为日志文件，而/etc/vsftpd/vsftpd.conf 即为其主配置文件，相信/var/ftp 和/var/ftp/pub 目录一定不会陌生！
 

 
18.3.1 FTP配置文件
 
在安装FTP之后，其会在系统上自动生成众多的文件。其中，其主配置文件为vsftpd.conf，以下是主配置文件的内容（已省略一些不必要的输出）。
 
[root@Scat vsftpd]# cat vsftpd.conf
 
# Example config file /etc/vsftpd/vsftpd.conf #配置文件的路径
 
# Allow anonymous FTP? (Beware- allowed by default if you comment this out).
 
anonymous_enable=YES　　#控制匿名用户登录的设置，YES表示可以登录
 
# Uncomment this to allow local users to log in.
 
local_enable=YES　　　#控制本地用户登录的设置
 
# Uncomment this to enable any form of FTP write command.
 
write_enable=YES　　　#设置本地用户的可读权，YES表示拥有可读权
 
local_umask=022　　　#本地用户创建文件时的掩码
 
#anon_upload_enable=YES　#设置匿名用户上传的权限，YES表示可以上传
 
# Uncomment this if you want the anonymous FTP user to be able to create
 
#anon_mkdir_write_enable=YES　　# 匿名用户是否可创建目录，YES表示可以
 
dirmessage_enable=YES　　　　#　YES表示显示目录下的说明文件
 
xferlog_enable=YES　　　　# 设置文件在传输中是否被记录，YES表示记录
 
# Make sure PORT transfer connections originate from port 20 (ftp-data).
 
connect_from_port_20=YES　　　# YES表示强行使用20号端口进行数据传输
 
#chown_uploads=YES　　　　# 当设置为YES时，匿名用户可将其上传的文件进行授权
 
#chown_username=whoever　　　# 设置将匿名用户上传的文件的所有者进行自动更换
 
#xferlog_file=/var/log/vsftpd.log　# 指定ftp的日志文件的位置
 
# If you want, you can have your log file in standard ftpd xferlog format
 
xferlog_std_format=YES　　　　#　YES表示启用标准的ftp xferlog模式
 
#idle_session_timeout=600　　　# 设置控制连接在超过600秒无任何动作时断开连接
 
#data_connection_timeout=120　　# 数据建立连接后，在120秒内无动作则断开连接
 
#nopriv_user=ftpsecure　　　# 表示在非特权状态下所使用的用户是ftpsecure
 
#async_abor_enable=YES　　　　# YES表示允许使用特殊的ftp命令sync
 
#ascii_upload_enable=YES　　　# YES表示允许使用ascii码方式上传文件
 
#ascii_download_enable=YES　　　# YES表示允许使用ascii码方式下载文件
 
# You may fully customise the login banner string:
 
#ftpd_banner=Welcome to blah FTP service.　　# 设置成功登录ftp后的欢迎语
 
#deny_email_enable=YES　　　　# YES表示禁止用户将文件下载到指定的邮箱地址中
 
#banned_email_file=/etc/vsftpd.banned_emails　# 指定邮箱地址
 
#chroot_list_enable=YES　　　# YES表示允许用户可以进入除根目录以外的其他目录
 
# (default follows)
 
#chroot_list_file=/etc/vsftpd.chroot_list　　# 指定允许进入除根目录以外的用户名
 
#ls_recurse_enable=YES　　　　# YES表示允许登录者使用带选项-R的ls命令
 
pam_service_name=vsftpd　　　# 设置pam认证的文件的名称
 
userlist_enable=YES　　　　# 此项开启读取/etc/vsftpd.user_list文件的功能
 
#enable for standalone mode
 
listen=YES　　　　　　# YES表示服务以独立的方式运行并监听IPv4网络接口
 
tcp_wrappers=YES　　　　　# YES表示启用/etc/hosts.allow和/etc/hosts.deny文件作为
 
# 连接的来源地址
 

 
18.3.2 设置匿名用户权限
 
下面演示如何为ftp服务配置虚拟用户，取消匿名用户连接ftp服务及创建目录等权限，所创建的虚拟用户只能连接ftp而不能登录系统，并为这些虚拟用户配置登录密码。
 
在默认情况下，匿名用户可以登录ftp服务器，使用vi打开主配置文件，并取消匿名用户连接ftp服务器的权限。
 
[root@Scat ～]# vi /etc/vsftpd/vsftpd.conf
 
找到“anonymous_enable=YES”该行，并将YES改为NO，或在其前加上“#”号，修改完成后重启vsftpd并测试匿名用户是否可以连接到ftp服务器。
 
[root@Scat vsftpd]# service vsftpd restart
 
Shutting down vsftpd:　　　　　　　　　[　OK　]
 
Starting vsftpd for vsftpd:　　　　　　　　[　OK　]
 
在修改并进行重启之后，接着使用匿名用户连接到 ftp 服务器。在试图输入密码进行身份验证连接时，都出现登录失败的提示。
 
C:\Users\ Administrator >ftp 192.168.60.0
 
连接到 192.168.60.0。
 
220 (vsFTPd 2.0.1)
 
用户(192.168.60.0:(none)): anonymous
 
331 Please specify the password.
 
密码:
 
530 Login incorrect.
 
登录失败。
 

 
18.3.3 创建FTP虚拟用户
 
在确认取消匿名用户连接 ftp服务器之后，使用 useradd命令创建一个用户，并为此用户创建密码。
 
[root@Scat ～]# useradd get　　# 创建新用户get
 
[root@Scat ～]# passwd get　　　# 为get用户设置密码
 
Changing password for user get.
 
New UNIX password:　　　　# 输入密码，本次使用密码为123456
 
BAD PASSWORD: it is too simplistic/systematic
 
Retype new UNIX password:　　　# 再次输入密码
 
1. passwd: all authentication tokens updated successfully.
 
我们能指定，使用此方法创建get用户之后，其可以正常登录系统，但get是虚拟用户，所以应将其可登录系统的能力取消。接着使用vi编辑器打开/etc/passwd文件，并进行相关修改。
 
[root@Scat ～]# vi /etc/passwd
 
打开该文件之后，找到 get:x:506:506::/home/getuser:/bin/bash 行，进入插入模式后将其后的/bin/bash改为/sbin/nologin，之后保存所做修改并退出。
 
之后使用su命令试图切换到get用户，检查get虚拟用户是否可登录系统，如图18-16所示。
 
在确认get用户没法登录系统后，接着使用get虚拟用户登录远程的ftp服务器，在终端提示符下输入IP地址，并使用get用户连接到ftp服务器，如图18-17所示。
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  图18-16 拒绝get虚拟用户登录系统 

 

 [image: figure_0293_0373]

 

  图18-17 虚拟用户get成功连接到ftp服务器 

 
当成功登录 ftp 服务器之后，可以使用 mkdir 等命令进行操作，也可以使用带有-l 选项的 ls命令列出get用户目录下的信息。
 
ftp> ls-l
 
227 Entering Passive Mode (192,168,60,0,39,112)
 
150 Here comes the directory listing.
 
226 Directory send OK.
 
ftp>
 
什么都没有。接着使用mkdir命令为get用户创建名为bak和bak1的这两个目录，并使用ls再次列出其目录下的信息，如图18-18所示。
 
既然 get 可以创建目录，那么它是否也可以删除目录呢？操作之后就知道了，如下命令删除刚刚创建的bak1目录。
 
ftp> rmdir bak1　　#好像使用带有-rf选项的rm命令没法删除
 
250 Remove directory operation successful.
 
ftp> ls-l
 
227 Entering Passive Mode (192,168,60,0,128,3)
 
150 Here comes the directory listing.
 
drwxr-xr-x2 505 505 4096 Sep 27 09:43 bak
 
226 Directory send OK.
 
现在使用Windows下的DOS窗口并使用get虚拟用户远程连接到ftp服务器。打开DOS窗口并输入IP地址，如图18-19所示。
 

 [image: figure_0294_0374]

 

  图18-18 为get用户创建目录 

 

 [image: figure_0294_0375]

 

  图18-19 使用DOS并以get用户登录 

 
在Windows下使用浏览器并使用get虚拟用户来访问也可以，不过，需要进行身份验证并在身份验证成功的情况下才可以进入get的主目录中。首先打开浏览器，并输入ftp后接IP地址，如在笔者的机器上输入ftp://192.168.60.0。之后将弹出如图18-20所示的身份验证界面，并在如图18-21所示的身份验证界面中输入get和密码。
 
在输入用户名和登录密码，并在认证通过之后，将看到如图18-22所示的窗口。在此窗口中可以查看get用户主目录下的信息等。
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  图18-20 登录ftp服务的身份验证界面 
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  图18-21 输入get及其密码 
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  图18-22 虚拟用户get的主目录 

 

 
18.3.4 配置FTP虚拟用户
 
对vsftp服务程序的主配置文件内容有相关的认知之后，就可以使用此配置文件来设置相关的限制。如在默认状态下允许匿名用户登录，要是拒绝匿名用户登录，将选项anonymous_enable=YES中的YES改为NO即可拒绝匿名用户登录。
 
在默认情况下，不允许匿名用户在其主目录下创建目录等操作，这可能就是权限造成的。如，匿名用户在主目录下使用mkdir命令创建pub1目录。
 
ftp> mkdir pub1
 
550 Create directory operation failed.　　　# 提示创建失败
 
ftp> ls–l　　　　　　　　　　# 列出当前目录下的所有信息
 
200 PORT command successful. Consider using PASV.
 
150 Here comes the directory listing.
 
drwxr-xrwx　3 0　0　4096　Sep　26　08:06　pub
 
226 Directory send OK.
 
ftp: 收到 61 字节，用时 0.00 秒 61000.00 千字节/秒。
 
结果显示，在匿名用户的主目录下，只有默认创建的pub目录而没有所谓的pub1目录存在。说明默认情况下匿名用户无法进行创建目录等操作。如下操作使用 cd 命令进入其主目录（/var/ftp）并试图创建新的目录。
 
ftp> cd pub
 
250 Directory successfully changed.
 
ftp> mkdir pub2
 
550 Permission denied.
 
结果再次显示，匿名用户不能创建目录。但匿名用户是否可以进行上传、下载等操作呢？感兴趣的读者可以试试看，这里就不再重复了。
 
接下来将演示授予匿名用户创建目录、上传和下载文件的权限。要实现这些操作，首先要对主配置文件的相关选项进行修改，此次需要做如下操作。
 
首先使用vi编辑器打开主配置文件/etc/vsftpd/vsftpd.conf，然后找到相关的选项并对这些选项进行修改，如下所示命令打开配置文件。
 
[root@Scat ～]# vi /etc/vsftpd/vsftpd.conf
 
在打开的配置文件中，找到如下选项，并做如下修改（默认情况下，匿名用户可以执行下载操作）。
 
#anon_upload_enable=YES　　　# 将此行前的#号去掉
 
#anon_mkdir_write_enable=YES　　# 去掉#号
 
将所需的选项进行更改之后，将更改进行保存并退出配置文件，接着再次重启vsftpd服务。
 
[root@Scat vsftpd]# service vsftpd restart
 
Shutting down vsftpd:　　　　　　　　[　OK　]
 
Starting vsftpd for vsftpd:　　　　　　[　OK　]
 
完成重启之后，使用匿名用户登录ftp服务器，然后进入pub目录并使用mkdir目录创建pub1目录。
 
ftp> cd pub　　　　　# 登录后切换到pub目录下
 
250 Directory successfully changed.
 
ftp> mkdir pub1　　　　# 使用mkdir目录创建pub1目录
 
257 "/pub/pub1" created　　# 显示所创建的目录的位置
 
ftp> ls-l　　　　　# 列出当前目录下的信息
 
200 PORT command successful. Consider using PASV.
 
150 Here comes the directory listing.
 
-rw----rw-　1 14　0　70450　Sep　26　07:05　messages.txt
 
drwx------　2 14　50　　4096　Sep　27　05:14　pub1
 
-rw-------　1 14　50　　0　Sep　26　06:42　test1
 
-rw-------　1 14　50　　0　Sep　26　06:42　test2
 
-rw-------　1 14　50　73144　Sep　26　06:56　tu01.jpg
 
-rw-r--r--　1 500　500　332497　Sep　26　08:03　tu02.jpg
 
226 Directory send OK.
 
ftp:收到388 字节，用时 0.00 秒 194.00 千字节/秒。
 
结果显示，在pub目录下的确又多了名为pub1的目录，关于其他的操作，如上传、下载等就不重复了。当禁用这些权限时，可以将相关的选项行末尾改为NO或在该行前加上“#”号即可。
 
允许匿名用户连接ftp服务器是不安全的，通常将匿名用户登录ftp服务器的权限取消，然后重新创建一些只有上传权限或是下载权限的ftp虚拟用户，这些虚拟的ftp用户通常只允许连接到ftp服务器而不能登录系统。
 

 
第19章 网络文件系统
 
本章主要内容
 
● 网络文件系统概述。
 
● 网络文件系统概述。
 
● 管理网络文件系统服务。
 
在同类或不同类的操作系统间，可以通过NFS来分享资源。使用NFS可以将某台主机分享出来的资源挂载到本地主机，然后再对这些资源进行读取等操作。
 
使用NTP可实现在各类计算机之间进行文件的传输，而NFS则可实现将这些文件挂载到本机上，并像操作本地文件一样地对挂载的文件进行操作。
 

 
19.1 网络文件系统概述
 

 
19.1.1 网络文件系统简介
 
当需要将远程主机分享出来的资源挂载到本地主机并进行读取操作时，可以通过 NFS 来实现。NFS全称为Network File System（网络文件系统），它是Sun Microsystems 公司在1984 年开发出来的、可实现将共享的文件挂载到本地主机的系统。
 
通过NFS将远程的NFS主机分享的资源挂载到本地主机，并在不需要的时候将这些挂载的文进行卸载，这为用户节省了一定量的磁盘空间。
 
而当某个用户需要将自己的资源分享出去时，也可以通过 NFS 来实现分享。通过使用 NFS实现信息资源的分享，可以减少可移动磁盘，如U盘、CD和硬盘等的使用，也许可以防止这些可移动硬盘所携带的病毒感染别的机器。
 
NFS的使用，对于远程NFS服务主机分享的信息资源也更容易进行管理，因为这些资源集中存放在某台主机而非分散存放。
 

 
19.1.2 网络文件系统服务组件
 
要使用 NFS 进行资源共享的服务，则需要安装 NFS 服务器， NFS 服务器的软件包共有两个，即nfs-utils和portmap。可以使用带有-q选项的rpm目录查看系统是否已安装了NFS服务器。
 
[root@Scat ～]# rpm-q nfs-utils portmap
 
nfs-utils-1.0.6-46
 
portmap-4.0-63
 
若系统还没安装该NFS服务器软件包，则需要先安装后才可以使用。安装NFS软件包可以使用rpm目录进行安装。
 
首先插入第二张CD，然后使用cd命令进入/media/cdrom/RedHat/RPMS目录中，接着使用ll （L的小写）来查找需要安装的软件包。
 
[root@Scat ～]#cd /media/cdrom/RedHat/RPMS
 
在成功进入软件包所在的目录之后，接着使用ll命令来查找需要安装的软件包的详细信息。
 
[root@Scat RPMS]# ll nfs* #带有-l 选项的ls 也行
 
-rw-r--r-- 29 root root 302178 Jan 6 2005 nfs-utils-1.0.6-46.i386.rpm
 
[root@Scat RPMS]# ll por*
 
-rw-r--r-- 32 root root 35502 Jan 6 2005 portmap-4.0-63.i386.rpm
 
在获取所需的软件包后，接着安装这两个软件包，使用带有-ivh选项的rpm目录安装需要的软件包。
 
[root@Scat RPMS]#rpm–ivh nfs-utils-1.0.6-46.i386.rpm
 
[root@Scat RPMS]#rpm–ivh portmap-4.0-63.i386.rpm
 
完成安装之后，再使用带有-qa选项的rpm命令确认是否已成功安装所需的NFS软件包。
 
[root@Scat ～]# rpm-qa nfs*
 
nfs-utils-1.0.6-46
 
[root@Scat ～]# rpm-qa por*
 
portmap-4.0-63
 
当看到如上所示的输出时，说明已成功安装NFS服务器所需的nfs-utils和portmap这两个软件包。
 
若不喜欢使用 rpm 命令安装，也可以使用图形界面下的 Package Management 界面安装 NFS服务软件。使用Package Management界面进行安装，会更加方便和直观。
 
首先进入图形界面下，使用步骤：Applications→System Settings→Add/Remove Applications（如图19-1所示）来打开Package Management界面。当然，也可以选择在终端上输入命令行system-config- packages 来打开Package Management界面，如图19-2所示。
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  图19-1 打开Package Management界面的步骤 

 

 [image: figure_0298_0380]

 

  图19-2 Package Management界面 

 
在成功打开Package Management界面之后，接着寻找所需的软件包，然后将这些软件包进行安装。
 
使用Package Management界面进行软件包的安装，虽然相当地直观，但这些软件包并不在一个位置上，因此在进行查找时有时可能需要花点时间。
 

 
19.1.3 网络文件系统工作原理
 
NFS采用客户端/服务器（Client/Server，C/S）工作模式，NFS服务器相当于一台分享资源的文件服务器，其通过NFS来实现信息资源的共享，而客户端上的用户则可使用mount等命令将共享的信息资源挂载到自己的主机上。
 
如图19-3所示，由 NFS 服务器将资源共享到特定的网络上，共享出去的资源相当于一份副本，但这是一份完整的副本。而客户端只是将这个副本中需要的某部分挂载到自己主机上的文件系统中。挂载到本地主机上的共享资源是透明的，而且我们不做任何设置就可以对挂载后的这些资源进行读取操作。
 
由于NFS是一个功能非常复杂的服务器，其支持文件传输、身份验证等众多功能，而这些功能都使用不同的端口进行服务，所以NFS服务器所使用的端口具有不固定的端口号。
 
当客户端对NFS进行访问时，先要知道NFS服务器使用的是哪些端口（都是小于1024的空闲端口），然后再进行连接。为了避免每次连接时都使用这样的方式进行所带来的麻烦，因此出现了远程过程调用协议。
 
远程过程调用（Remote Procedure Call，RPC）将接收通过网络从远端发来的请求，并将NFS服务器所使用的服务端口发往请求的客户端作为应答，RPC的工作原理如图19-4所示。
 
在NFS服务器启动时，其将自动选择小于1024的某个空闲端口向RPC注册，RPC则将这些信息记录下来。当客户端需要对NFS服务器进行访问时，将先对RPC进行访问并从RPC中获取NFS服务器所使用的端口号。当客户端获取所需端口后就使用此端口对NFS服务器进行访问，在通过身份验证之后，NFS就给客户端所需的服务。
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  图19-3 NFS的工作原理 
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  图19-4 PRC的工作原理 

 
RPC的主要功能是记录NFS服务器启动时注册的NFS功能所对应的端口，并在用户端发出请求时将这些信息发送给用户。使用RPC与NFS一起为客户提供NFS服务将大大提高服务的效率。
 

 
19.2 网络文件系统应用
 
在完成安装NFS服务之后，接着是启动该服务。在安装NFS服务时，安装的是nfs-utils和portmap的NFS服务组件，所以在启动NFS服务时应启动这两个NFS服务组件可以使得NFS服务器正常运行。
 
在本节中所做的操作，有几个命令在执行过程中可能有些慢，所以在命令执行过程中应保持耐心。
 

 
19.2.1 网络文件系统服务进程
 
1．用命令启动NFS服务进程
 
对于NFS服务的启动，还是使用老办法。使用service命令就可以启动NFS服务，先启动nfs组件。
 
[root@Scat ～]# service nfs start
 
Starting NFS services:　　　　　　　[　OK　]
 
Starting NFS quotas:　　　　　　　[　OK　]
 
Starting NFS daemon:　　　　　　　[　OK　]
 
Starting NFS mountd:　　　　　　　[　OK　]
 
从系统提示中，可以看到nfs服务组件已成功启动。在成功启动nfs组件之后，接着启动portmap组件。
 
[root@Scat ～]# service portmap start
 
Starting portmap:　　　　　　　　[　OK　]
 
为了在下次系统启动时能够自动启动NFS服务，可以使用ntsysv命令进入servers界面找到并使用空格键选中nfs和portmap选项，如图19-5和图19-6所示。然后使用Tab键跳到OK按钮上确认即可。
 
[root@Scat ～]# ntsysv
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  图19-5 设置自动启动nfs 

 

 [image: figure_0300_0384]

 

  图19-6 设置自动启动portmap 

 
2．用图形界面启动NFS服务进程
 
除了使用命令启动NFS服务之外，也可使用Service Configuration窗口对NFS服务进行启动设置。如图19-7是打开Service Configuration窗口的步骤，图19-8所示的是Service Configuration窗口。
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  图19-7 打开Service Configuration窗口的步骤 
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  图19-8 Service Configuration窗口 

 
打开Service Configuration 窗口之后，接着找到nfs 和portmap，接着选中并逐一启动它们，如图19-9和图19-10所示。
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  图19-9 启动NFS服务 
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  图19-10 启动portmap服务 

 
在图形界面下，当需要将NFS 服务设置为开机启动项时，不仅可以使用Service Configuration窗口，也可以选择在图形系统下开启一个终端，并在终端上输入ntsysv命令来将NFS服务的组件设置为自动启动，如图19-11所示。
 
[root@Scat ～]# ntsysv
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  图19-11 Servers窗口 

 

 
19.2.2 监视NFS服务端口
 
如果在启动之后，还是有些不太放心是否已经启动，可以使用 rpcinfo 命令来检查 NFS 服务是否启动。
 
[root@Scat ～]# rpcinfo-p
 
programvers　proto　port
 
100000　　2　　tcp　　　111　　　portmapper
 
100000　　2　　udp　　　111　　　portmapper
 
100024　　1　　udp　　　32768　　status
 
100024　　1　　tcp　　　32809　　status
 
100011　　1　　udp　　　853　　　rquotad
 
100011　　2　　udp　　　853　　　rquotad
 
100011　　1　　tcp　　　856　　　rquotad
 
100011　　2　　tcp　　　856　　　rquotad
 
100003　　2　　udp　　　2049　　nfs
 
100003　　3　　udp　　　2049　　nfs
 
100003　　4　　udp　　　2049　　nfs
 
100003　　2　　tcp　　　2049　　nfs
 
100003　　3　　tcp　　　2049　　nfs
 
100003　　4　　tcp　　　2049　　nfs
 
100021　　1　　udp　　　32770　　nlockmgr
 
100021　　3　　udp　　　32770　　nlockmgr
 
100021　　4　　udp　　　32770　　nlockmgr
 
100021　　1　　tcp　　　32810　　nlockmgr
 
100021　　3　　tcp　　　32810　　nlockmgr
 
100021　　4　　tcp　　　32810　　nlockmgr
 
100005　　1　　udp　　　872　　　mountd
 
100005　　1　　tcp　　　875　　　mountd
 
如果觉得仅使用选项-p的rpcifno命令输出内容的有些多，可以使用grep命令将不必要的内容过滤掉。
 
[root@Scat ～]# rpcinfo-p | grep nfs
 
100003　　2　　udp　　　2049　　nfs
 
100003　　3　　udp　　　2049　　nfs
 
100003　　4　　udp　　　2049　　nfs
 
100003　　2　　tcp　　　2049　　nfs
 
100003　　3　　tcp　　　2049　　nfs
 
100003　　4　　tcp　　　2049　　nfs
 
[root@Scat～]# rpcinfo-p | grep portmap
 
100000　　2　　tcp　　　111　portmapper
 
100000　　2　　udp　　　111　portmapper
 
一切都准备好之后，就可以利用 NFS 服务要共享的资源。具体操作已在介绍系统网络（第14章最后一节）时介绍过了，这里就不再重复讲解。
 

 
19.2.3 配置NFS共享目录
 
1．修改配置文件实现NFS共享
 
在介绍使用NFS服务共享其他主机的信息时，并不是客户端随意访问NFS服务器，而是由共享信息的主机经过设置并导出共享目录以及经过授权之后才允许客户端访问。所需要的设置是利用 NFS服务的主配置文件来实现的，其主配置文件是/etc/exports，在安装NFS之后，该配置文件是没有任何内容的。当我们需要使用NFS服务与其他用户共享资源时，则可将指定的用户写到主配置文件中。
 
下面介绍通过使用主配置文件来指定可以共享信息的客户端，要求如下所示。
 
（1）/home/scat目录下的内容允许IP地址为192.168.60.20和192.168.60.30的主机以只读方式查阅，但它们的UID和GIU都被映射到600（这两行的IP地址是以空格分开的，并非回车符或制表符）。
 
（2）/home/sharefile/emp目录下的内容只允许IP地址为192.168.60.60的主机访问，可读写，并且同步数据，取消root用户的匿名映射。
 
（3）而对于主机共享的/home/sharedata/data目录中的内容，允许IP地址为192.168.60.100/255.255.255.0 网段的客户端以只读方式访问，并且访问该目录的所有用户的 UID 都映射到 50，GID则映射到60。
 
（4）对于/home/sharedata/news目录下的内容，所有人都可以以只读方式访问，且不管以任何身份登录NFS服务器的用户，它们的UID和GID都映射到100。
 
先使用 vi 编辑器打开主配置文件/etc/exports，之后进入插入模式，然后根据以上要求在主配置文件中输入以下内容。
 
[root@Scat ～]# vi /etc/exports
 
/home/scat　192.168.60.20(ro，all_squash，anonuid=600,anongid=600)
 
192.168.60.30(ro，all_squash，anonuid=600,anongid=600)
 
/home/sharedata/emp 192.168.60.10(rw，sync，no_root_squash)
 
/home/sharedata/data 192.168.60.100/24(ro,all_squash,anonuid=50,anongid=60)
 
/home/sharedata/news *(ro，all_squash，anonuid=100，anongid=100)
 
完成在/etc/exports文件中的设置并保存、退出之后，接着在配置文件指定的位置创建对应的目录。假设当前是在root的主目录下，接着是创建对应目录的操作。
 
[root@Scat ～]# cd /home ; mkdir sharedata　　　# 先创建sharedata目录
 
[root@Scat home]# cd sharedata ; mkdir emp　　　# 进入sharedata目录并创建emp目录
 
[root@Scat sharedata]# mkdir news　　　　　# 创建news目录
 
为了确认所创建的目录是否存在，接着可以使用ll（L的小写）命令列出所创建的目录的信息。
 
[root@Scat sharedata]# ll　# 使用ll命令列出当前目录下的信息
 
total 12
 
drwxr-xr-x 2 root root 4096 Oct 1 00:22 data
 
drwxr-xr-x 2 root root 4096 Oct 1 00:21 emp
 
drwxr-xr-x 2 root root 4096 Oct 1 00:24 news
 
在ll命令执行之后，输出显示刚才所创建的三个目录及相关的信息，因此创建目录的操作是成功的。
 
2．通过图形管理工具实现NFS共享
 
其实，除了使用命令行来实现指定客户端共享之外，还可以使用系统提供的图形界面来实现。使用系统提供的NFS Server Configuration窗口来处理，好处之一就是比使用命令行更直观、方便。不过在启用该窗口之前，应检查系统是否已安装了该工具。
 
[root@Scat ～]# rpm-q system-config-nfs
 
system-config-nfs-1.2.8-1
 
若在系统中还没检查到此软件包，则需要先进行安装。此软件包位于系统安装光盘的第一张光盘中，首先将第一张系统安装光盘插入并使用mount命令挂载到系统上，然后使用cd命令切换到/media/cdrom/RedHat/RPMS目录下。接着使用ll命令列出所需安装的组件的详细信息。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll system-config-nfs*
 
-rw-r--r-- 138 root root 133610 Jan 6 2005 system-config-nfs-1.2.8-1.noarch.rpm
 
在获知所需安装的组件的详细信息之后，接着进行安装。可使用带有-ivh选项的rpm命令进行安装。
 
[root@Scat RPMS]# rpm-ivh system-config-nfs-1.2.8-1.noarch.rpm
 
执行以上命令之后就可以将所需的软件包进行安装。若不喜欢使用命令行的形式来安装所需的服务组件，则可以使用图形系统所提供的Package Management界面进行安装。
 
假设现在位于图形系统下，使用步骤Applications→System Settings→Add/Remove Applications （如图19-12所示）来打开Package Management界面。在确认打开此窗口之后，将看到如图19-13所示的Package Management界面。
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  图19-12 打开Package Management界面的步骤 

 

 [image: figure_0303_0391]

 

  图19-13 Package Management界面 

 
在打开的Package Management界面下，将滚动条往下拉到Servers 选项区下，之后将看到名为Server Configuration Tools 的选项，如图19-14所示。之后将其选中，然后单击其后的Details链接，并在打开的另一个界面中找到所需的组件，如图19-15所示，之后进行安装。
 
要使用NFS Server Configuration窗口来管理指定分享资源的用户，需要打开该窗口。假设现在位于图形系统下，使用步骤Applications→System Settings→Server Settings→NFS 打开该窗口，如图19-16所示。之后弹出如图19-17所示的NFS Server Configuration 窗口。
 
之前由于我们曾使用命令行设置了要共享资源的用户，所以在打开NFS Server Configuration窗口之后将看到之前使用指令来指定共享资源的用户及配置信息。
 
在此窗口上，若要查看之前设置的/home/sharedata/emp等目录的详细信息，可以先单击该行，然后单击上菜单栏中的Properties，如图19-18所示，之后将弹出如图19-19所示的Edit NFS Share窗口。
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  图19-14 Server Configuration Tools 选项 

 

 [image: figure_0304_0393]

 

  图19-15 system-config-nfs组件 
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  图19-16 打开NFS Server Configuration窗口 
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  图19-17 NFS Server Configuration窗口 
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  图19-18 查看共享用户的详细信息 
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  图19-19 Edit NFS Share窗口 

 
除了从Edit NFS Share 窗口的Basic 选项卡中获得目录、主机和基本权限的信息之外，还可以从General Options（一般选项）选项卡（如图19-20所示）和User Access（用户访问）选项卡（如图19-21所示）中获得其他更多的信息。
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  图19-20 General Options选项卡 
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  图19-21 User Access选项卡 

 
在Edit NFS Share 窗口下，可更直观地对要共享的目录进行管理，也可以使用此窗口查看其他共享目录的信息。
 
接着介绍使用NFS Server Configuration窗口添加和删除共享目录的操作，其有如下要求。
 
将/home/sharedata目录下的dept目录以可读写的方式共享给IP地址为192.168.60.40的主机，允许连接1024或端口号更高的端口，并且使用写同步请求，并将远程的root用户映射到本地用户。
 
根据以上要求，首先使用cd命令切换到/home/sharedata目录下，然后使用mkdir命令创建dept目录，并列出dept目录的详细信息。
 
[root@Scat ～]# cd /home/sharedata
 
[root@Scat sharedata]# mkdir dept
 
[root@Scat sharedata]# ll dept　# L的小写
 
drwxr-xr-x 2 root root 4096 Oct 1 07:58 dept
 
在指定的目录下创建新的目录之后，接着打开NFS Server Configuration 窗口，然后单击上工具栏中的Add图标，如图19-22所示。
 
之后将看到弹出Add NFS Share 窗口，在Basic 选项卡下的Directory框中输入所要共享的目录；/home/sharedata/dept，可通过单击其后的 Browse 按钮来查找所要共享的目录的路径，并在Host(s)中输入IP地址192.168.60.40，接着在Basic permissions选项区中选择Read/Write单选按钮，将此目录下的内容设为可读写，设置之后的内容如图19-23所示。
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  图19-22 添加一个共享目录 
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  图19-23 设置共享目录的基本属性 

 
接着是选择General Options 选项卡，在此选择Allow connections from ports 1024 and higher和Sync write operation on request这两个复选框，如图19-24所示。
 
之后选择User Access选项卡，并在其下勾选Treat remote root user as local root复选框，如图19-25所示。在设置完成并在确认无误的情况下，单击右下角的OK按钮即可进行确认设置（可能要等几分钟）。
 
之后，在NFS Server Configuration 窗口下就看到刚添加的/home/sharedata/dept共享目录，如图19-26所示。若要查看该共享目录的更多信息，此时单击该共享目录行，再单击Properties图标即可看到如图19-27所示的共享目录的信息。
 

 [image: figure_0306_0402]

 

  图19-24 一般选项的设置 
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  图19-25 用户访问的设置 
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  图19-26 /home/sharedata/dept共享目录 

 
当在NFS Server Configuration窗口下删除不再需要共享的目录时，先打开该窗口，然后选择需要删除的共享目录，接着再单击工具栏中的Delete按钮，就可以将指定的某个共享目录删除。
 
如下是删除/home/sharedata/dept共享目录的操作，首先将NFS Server Configuration窗口打开，然后单击/home/sharedata/dept这行，再单击Delete按钮就可以，如图19-28所示。不过，在单击Delete图标之后，可能需要等待几分钟才完成删除。
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  图19-27 基本信息 
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  图19-28 删除/home/sharedata/dept共享目录 

 
在完成以上操作之后，需要使用带有-r选项的exportfs命令重新读取/etc/exports文件的内容。
 
[root@Scat ～]# exportfs-r
 
执行以上的命令之后，如果没有任何输出时，说明要共享的目录被读取。也可以使用带有rv选项的exportfs命令来使配置生效而不需要重启NFS服务器。
 
[root@Scat ～]# exportfs-rv
 
exporting 192.168.60.10:/home/sharedata/emp
 
exporting 192.168.60.30:/home/scat
 
exporting 192.168.60.20:/home/scat
 
exporting 192.168.60.100/24:/home/sharedata/data
 
exporting *:/home/sharedata/news
 
在执行以上的命令之后，如果得到的详细并不够详细，可以使用如下只带有-v选项的exportfs命令来查看所共享目录更详细的信息。
 
[root@Scat ～]# exportfs-v
 
/home/sharedata/emp
 
192.168.60.10(rw,wdelay,no_root_squash)
 
/home/scat
 
192.168.60.10(rw,wdelay,no_root_squash,all_squash,anonuid=600,anongid=600)
 
/home/scat
 
192.168.60.10(rw,wdelay,no_root_squash,all_squash,anonuid=600,anongid=600)
 
/home/sharedta/data
 
192.168.60.100/24(rw,wdelay,no_root_squash,all_squash,anonuid=50,anongid=60)
 
/home/sharedata/news
 
<world>(ro,wdelay,root_squash,all_squash,anonnuid=100,anongid=100)
 
在NFS服务器启动时，它将读取/etc/exports文件的内容并输出到客户端，以便客户端进行访问。而在NFS启动之后更改/etc/exports中的内容时，要么就重启NFS服务，要么就使用exportfs命令对/etc/exports文件中的内容重新读取。
 
但每次更新/etc/exports中的内容并重启NFS服务器显得不那么好，所以使用exportfs命令来重新读取/etc/exports文件中的内容显得更好些。以下是exportfs命令常用的选项。
 
●-a：输出或取消全部共享目录。
 
●-i：忽略配置文件，命令行使用默认选项或使用指定选项。
 
●-o：输出指定的客户端目录选项。
 
●-r：重新读取配置文件中的内容，并将/var/lib/nfs/xtab中的内容与配置文件中的内容进行同步。
 
●-u：取消一个或多个目录的输出。
 
●-v：若不与其他选项合用，则显示出所有共享目录及设置。
 

 
19.2.4 NFS共享目录操作
 
完成以上的配置之后，在本地主机上就使用showmount命令显示远程的某台主机所共享的所有目录。通过以上配置之后，在本地主机上使用showmount命令显示IP地址为192.168.60.0的主机所共享的信息时，可能有如下情况：
 
[root@Scat ～]# showmount 192.168.60.0
 
mount clntudp_create: RPC: Program not registered
 
当出现以上的提示时，可能是远程主机的NFS服务还没有启动的原因，此时可以使用带有-p选项的rpcinfo命令列出NFS服务的进程。
 
[root@Scat ～]# rpcinfo-p
 
program vers proto　port
 
100000　2　tcp　111　portmapper
 
100000　2　udp　111　portmapper
 
100024　1　udp　32768　status
 
100024　1　tcp　32768　status
 
结果显示是由于远程主机的NFS服务还没启动而导致本地主机使用showmount命令时无法显示远程主机所共享的目录，之后使用service命令将远程主机的NFS服务启动。
 
[root@Scat ～]# service nfs start
 
Starting NFS services:　　　　　　　　　[　OK　]
 
Starting NFS quotas:　　　　　　　　　[　OK　]
 
Starting NFS daemon:　　　　　　　　　[　OK　]
 
Starting NFS mountd:　　　　　　　　　[　OK　]
 
当远程主机的NFS服务启动后，在本地主机上就可以通过showmount命令显示IP地址为192.168.60.0的远程主机所共享的信息。接着就可以使用mount命令把所需要的目录挂载到本地主机上。
 
先使用showmount命令后接IP地址列出远程主机所共享的目录：
 
[root@Scat ～]# showmount 192.168.60.0 #显示远程主机所共享的目录
 
显示共享目录之后，若对/home/sharedata/news目录感兴趣，可使用mount命令将其挂载到本地本机中指定的位置上。
 
要将远程主机的/home/sharedata/news目录挂载到本地主机的/mnt/new目录下，首先在本地主机上创建new目录。
 
[root@Scat ～]# cd /mnt ;mkdir new　　　# 进入/mnt并创建new目录
 
[root@Scat mnt]# ll | grep new　　　　# 列出刚创建的new目录
 
drwxr-xr-x 2 root root 4096 Oct 1 12:24 new
 
之后就可以将远程主机 192.168.60.0 所共享的/home/sharedata/news 目录挂载到本地主机的/mnt/new目录下。
 
[root@Scat ～]# mount 192.168.60.0:/home/sharedata/news /mnt/new
 
执行以上的mount命令行之后，将看到所挂载到本地主机上的共享目录。其中看到刚才挂载的/home/sharedata/news目录及相关的描述，如下面的最后一行所示：
 
[root@Scat～]#mount
 
/dev/sda2 on / type ext3 (rw)
 
none on /proc type proc (rw)
 
none on /sys type sysfs (rw)
 
none on /dev/pts type devpts (rw,gid=5,mode=620)
 
usbfs on /proc/bus/usb type usbfs (rw)
 
/dev/sda1 on /boot type ext3 (rw)
 
none on /dev/shm type tmpfs (rw)
 
/dev/sda3 on /home type ext3 (rw)
 
none on /proc/sys/fs/binfmt_misc type binfmt_misc (rw)
 
none on /proc/fs/vmblock/mountPoint type vmblock (rw)
 
sunrpc on /var/lib/nfs/rpc_pipefs type rpc_pipefs (rw)
 
nfsd on /proc/fs/nfsd type nfsd (rw)
 
/dev/hdc on /media/cdrom type iso9660 (ro,nosuid,nodev)
 
192.168.60.0:/home/sharedata/news on /mnt/new type nfs (rw,addr=192.168.60.0)
 
当看到以上的信息时，说明已成功将远程主机（192.168.60.0）的共享目录挂载到本地主机的/mnt/new目录下。但有可能还不能读取，因为在创建目录时，所创建的目录的权限都是保持默认权根，所以可能出现本地主机上的用户没有访问该目录的权限。
 
接着切换到远程主机，然后在远程主机（192.168.60.0）上使用chmod命令更改所共享的目录的权限。
 
[root@Scat ～]# cd /home
 
[root@Scat home]# chmod-R 1777 sharedata　# 使用-R对该目录及其下的目录授权
 
[root@Scat home]# ll-d sharedata　　　# 授权时列出sharedata目录的信息
 
drwxrwxrwt　6　root　root　4096　Oct　1　07:58　sharedata
 
[root@Scat home]# cd sharedata　　　　# 进入sharedata目录
 
[root@Scat sharedata]# ll　　　　　# 确认授权是否成功
 
total 12
 
drwxrwxrwt 2 root root 4096 Oct 1 00:22 data
 
drwxrwxrwt 2 root root 4096 Oct 1 00:21 emp
 
drwxrwxrwt 2 root root 4096 Oct 1 00:24 news
 
当远程主机为共享的目录授权之后，本地主机的用户就可以进入所挂载的目录并读取其中的内容了。
 
[root@Scat～]#cd /mnt/new
 
[root@Scat new]#ls–l# 列出当前目录下的共享信息
 
除了使用mount命令来查看所挂载的目录及其信息之外，还可以使用带有-h选项的df命令查看。
 
[root@Scat ～]# df-h
 
Filesystem　　　Size　Used　　Avail　Use%　Mounted on
 
/dev/sda2　　　26G　　3.3G　　22G　14%　　/
 
/dev/sda1　　　251M　16M　　223M　7%　　/boot
 
none　　　　　395M　0　　395M　0%　/dev/shm
 
/dev/sda3　　　12G　　61M　　11G　　1%　/home
 
192.168.60.0:/home/sharedata/news
 
12G　61M　11G　1%　/mnt/new
 
当不需要挂载到本地主机上的共享目录时，可以使用 umount 命令将其卸载，但需要注意的是，在卸载时要使用相对路径，即不能在当前目录下将该目录卸载。否则就出现如下所示的提示：
 
[root@Scat ～]# umount 192.168.60.0:/home/sharedata/news
 
umount: /mnt/new: device is busy
 
umount: /mnt/new: device is busy
 
在相对路径下，当使用 umount 命令卸载成功时，不产生任何提示。若还不能确定是否已成功卸载，则可使用df命令再次列出已挂载的目录。
 
[root@Scat ～]# umount 192.168.60.0:/home/sharedata/news
 
[root@Scat ～]# df–h　　# 列出已挂载的目录
 
Filesystem　　Size　Used　Avail　Use%　Mounted on
 
/dev/sda2　　26G　　3.3G　22G　　14%　　/
 
/dev/sda1　　251M　16M　　223M　7%　　/boot
 
none　　　　395M　0　　395M　0%　　/dev/shm
 
/dev/sda3　　12G　　61M　　11G　　1%　　/home
 

 
19.3 管理网络文件系统服务
 
当需要阅读共享的目录的内容时，每次都先要手动使用mount命令将远程主机共享的资源挂载到本地主机上，然后才可以进行阅读。而且在系统重启之后，这些挂载到本地主机上的共享目录总会丢失。
 

 
19.3.1 开机自动挂载共享文件
 
为了避免不必要的麻烦，所以就使用了开机自动挂载的方式将共享目录挂载到指定的目录下。使用自动挂载可以解决使用 mount 命令手动挂载的麻烦，要使用开机自动挂载，可先在/etc/fstab文件下写入需要挂载的目录及挂载点等信息。
 
要实现开机自动挂载共享目录或文件，需要对/etc/fstab 文件进行配置。首先使用vi命令将/etc/fstab文件打开。
 
[root@Scat ～]# vi /etc/fstab
 
在打开/etc/fstab文件之后，按A或I键进入插入模式，然后将相关的内容写入此文件中，如把如下内容写入该文件的末尾处。
 
192.168.60.0:/home/sharedata/news /mnt/new nfs ro,soft,intr 0 0
 
保存文件并退出之后就可以重启系统，让系统自动挂载共享目录。但在重启系统前，应确保NFS服务是开机运行的。
 
使用系统自动挂载，可能会出现浪费资源的现象。如在一个大规模的公司中，多数连接到远程主机的用户有可能并不使用这些共享信息，而系统已在用户连接时将共享目录挂载到本地主机上，就使得浪费不必要的网络资源。
 
[root@Scat ～]# cat /etc/fstab
 
# This file is edited by fstab-sync- see 'man fstab-sync' for details
 
LABEL=/　　　/　　　　　ext3　defaults　　1　1
 
LABEL=/boot　　/boot　　　　ext3　defaults　　1　2
 
none　　　　/dev/pts　　　devpts　gid=5,mode=620　0　0
 
none　　　　/dev/shm　　　tmpfs　defaults　　0　0
 
none　　　　/proc　　　　proc　defaults　　0　0
 
none　　　　/sys　　　　sysfs　defaults　　0　0
 
LABEL=SWAP-sda2　swap　　　　swap　defaults　　0　0
 
/dev/hdc　　　/media/cdrecorder　auto　pamconsole,exec,noauto,managed 0 0
 
/dev/fd0　　　/media/floppy　　auto　pamconsole,exec,noauto,managed 0 0
 
192.168.60.0:/home/ahsredata/news　/mnt/new　nfs ro,soft,intr　　0　0
 

 
19.3.2 访问自动挂载的实现
 
为了解决此类问题，就使用了autofs服务。autofs服务可用于监控某个目录，如/mnt/new目录。当没有进入该目录前，共享信息没有挂载到此目录下，而当进入该目录后，autofs 则自动将对应的共享信息挂载到此目录下，而在离开此目录一定的时间后，autofs服务可自动卸载。
 
在使用autofs服务前，先使用rpm命令检查系统是否已安装了该服务软件，并在未安装的情况下安装。
 
[root@Scat ～]# rpm-q autofs
 
autofs-4.1.3-67
 
若系统中还没安装，则使用带有-ivh选项的rpm命令进行安装。在安装完成之后，我们先不启动该服务。
 
此次的操作实现的是：利用autofs服务，将共享资源自动挂载到本地主机的/mnt/new目录下，并在用户离开该命令120秒之后自动将所挂载的目录卸载。自动挂载的目录是远程主机192.168.60.0下的/home/sharedata/news目录。
 
要实现自动挂载和自动卸载，需要完成如下配置。先使用vi将autofs的主配置文件打开，并在该文件的最后添加如下内容。
 
[root@Scat ～]# vi /etc/auto.master
 
/mnt/new /etc/auto.nfs--timeout=120# 写入该文件的内容
 
该行说明，autofs 服务自动将远程主机的/home/sharedata/news 目录挂载到本地主机的/mnt/new挂载点下，并在用户离开该挂载点120秒后自动卸载。
 
[root@rhl4 ～]# cat /etc/auto.master
 
#
 
# $Id: auto.master,v 1.3 2003/09/29 08:22:35 raven Exp $
 
#
 
# Sample auto.master file
 
# This is an automounter map and it has the following format
 
# key [-mount-options-separated-by-comma ] location
 
# For details of the format look at autofs(5).
 
#/misc /etc/auto.misc--timeout=60
 
#/misc /etc/auto.misc
 
#/net /etc/auto.net
 
/mnt/new　/etc/auto.nfs　　--tomeout=120
 
完成以上配置之后，接着使用ll命令列出与autofs服务相关的配置文件，以确认是否已生成了所需的文件。
 
[root@Scat ～]# ls-l /etc/auto*
 
-rw-r--r--　1　root　root　370　Oct　1　15:59　/etc/auto.master
 
-rw-r--r--　1　root　root　581　Dec　8　2004　/etc/auto.misc
 
-rwxr-xr-x　1　root　root　1057　Dec　8　2004　/etc/auto.net
 
我们已设置NFS的服务名为/etc/auto.nfs，使用ls命令列出时没有看到此文件，所以接着使用cp命令复制/etc/auto.misc并将其命名为/etc/auto.nfs。之后使用vi打开此文件并在该文件的最后写入如下示的最后一行。
 
[root@Scat ～]# cat /etc/auto.misc
 
#
 
# $Id: auto.misc,v 1.2 2003/09/29 08:22:35 raven Exp $
 
#
 
# This is an automounter map and it has the following format
 
# key [-mount-options-separated-by-comma ] location
 
# Details may be found in the autofs(5) manpage
 
cd　　　-fstype=iso9660,ro,nosuid,nodev :/dev/cdrom
 
# the following entries are samples to pique your imagination
 
#linux　　-ro,soft,intr　　ftp.example.org:/pub/linux
 
#boot　　-fstype=ext2　　　:/dev/hda1
 
#floppy　　-fstype=auto　　　:/dev/fd0
 
#floppy　　-fstype=ext2　　　:/dev/fd0
 
#e2floppy　　-fstype=ext2　　　:/dev/fd0
 
#jaz　　　-fstype=ext2　　　:/dev/sdc1
 
#removable　-fstype=ext2　　　:/dev/hdd
 
new1　-ro,soft,intr　192.168.60.0:/home/sharedata/news
 
其中，new1是自取的，可以取自己喜欢的名称；而soft表示当出现故障时反馈给用户；intr表示允许中断；最后的是远程主机IP和共享目录。
 
完成之后，保存该文件并退出。
 
为了看起来更明显，接着进入远程主机的/home/sharedata/news目录下，创建一个名为test的文件。
 
[root@Scat ～]# cd /home/sharedata/news
 
接着使用vi创建一个test文件，并写入一些内容，之后再列出test文件及其内容，以确保后面的操作可以完成。
 
[root@Scat news]# vi test
 
This is a test !　　# 写入test文件中的内容
 
[root@Scat news]# ll ; cat test
 
total 4
 
-rw-r--r-- 1 root root 17 Oct 1 16:44 test
 
That is a test !
 
在准备就绪之后，现在就可以使用autofs进行测试。假设现在NFS服务已启动，但autofs还没有启动，此时进入挂载点/mnt/new并试图进入new1中读取信息，将产生如下提示。
 
[root@Scat ～]# cd /mnt/new
 
[root@Scat new]# cd new1
 
-bash: cd: new1: No such file or directory
 
在未启动autofs服务前，该服务是不能使用的。要使用自动挂载和自动卸载的服务，需要进行启动，接着启动autofs服务。
 
[root@Scat ～]# service autofs start
 
Starting automount:　　　　　　　　　[　OK　]
 
若不喜欢使用命令来进行启动，也可以使用Service Configuration 窗口来进行启动。可使用步骤Applications→System Settings→Server Settings→Services 来打开Service Configuration 窗口，如图19-29所示，并在如图19-30所示的Service Configuration 窗口中选择autofs 服务。
 
当成功启动autofs服务之后，接着再次进入/mnt/new，并试图进入new1中读取信息。
 
[root@Scat ～]# cd /mnt/new
 
[root@Scat new]# cd new1 # 试图进入new1 目录中
 
[root@Scat new1]# ll　# 成功进入new1目录后列出其下的内容
 
total 4
 
-rw-r--r-- 1 root root 17 Oct 1 16:44 test
 
[root@Scat new1]# cat test # 使用cat 命令读取test 中的内容
 
This is a test !
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  图19-29 打开Service Configuration窗口的步骤 
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  图19-30 启动autofs服务进程 

 
通过以上操作，已成功读取test中的内容，说明对autofs服务所做的设置是成功的。当空闲时间超过120秒之后，autofs将自动卸载挂载到new1中的信息。可以等到过120秒后使用mount命令列出系统所挂载的文件，此时不会看到/home/sharedata/news存在。
 
最后对NFS服务主配置文件中可能用到的选项做简单的介绍，其常用到的选项如下所示。
 
● ro：只读。
 
● rw：可读写。
 
● no_root_squash：当以root身份访问NFS 服务时，不将root映射到匿名用户。
 
● root_squash：当以root身份访问NFS 服务时，将root映射到匿名用户。
 
● all_squash：将所有使用NFS 服务的用户全部映射到匿名用户。
 
● anonuid：将使用NFS 服务的某个或某几个用户的UID 映射到某个指定的值。
 
● anongid：将使用NFS 服务的某个或某几个用户的GID 映射到某个指定的值。
 
● sync：当对信息进行更改时，将同步写到内存和硬盘中。
 
● async：当对信息进行更改时，只是将信息暂存在内存中。
 
● *：使用通配符*可进行匹配多个客户端。
 
● 使用单个IP 地址：可以使用单个IP 地址来指定某个IP 主机访问NFS 服务。
 
● 192.168.60.100/24：表示允许192.168.100 及其后的IP 主机均可访问NFS 服务。
 

 
第20章 Samba服务器
 
本章主要内容
 
● Samba 服务器概述。
 
● Samba 服务器应用。
 
● 配置Samba 服务器。
 
除了使用NFS实现资源的共享之外，还可以通过使用名为Samba的服务器来实现共享。Samba 为开源的 GPL 软件，其拥有简洁、灵活和配置简单等特点。通过Samba服务可实现与Windows系统之间文件与打印机的共享，实现直接调用网络打印机来工作。
 

 
20.1 Samba服务器概述
 

 
20.1.1 Samba服务器简介
 
Linux操作系统下的Samba服务器是一套组件，它通过网络来实现不同操作系统之间通信和资源共享的服务组件。
 
Samba服务器软件在1991年开始研发的，并在1992年发出第一个版本。在使用Samba服务器进行不同系统间资源共享时，需要进行相互通信的系统要通过网络连接在一起，而在无网络的情况下，Samba服务器的用途相当有限。
 

 
20.1.2 Samba服务组件
 
1．使用命令安装Samba服务组件
 
在使用Samba服务器进行服务之前，应先安装Samba服务组件并在确认该服务组件已启动的情况下才可以使用。可使用带有-q选项的rpm命令检查系统是否已安装了Samba服务组件。在安装Samba服务时，需要安装如下所示的5个组件。
 
Samba　　　　# Samba服务器端组件
 
samba-client　　　# Samba客户端组件
 
samba-common　　　# 该组件包含Samba服务器端以其客户端的工具和文件
 
redhat-rpm-config　# Samba的图形界面配置管理工具
 
samba-swat　　　# 为Samba提供使用浏览器的功能
 
在安装这些Samba服务器组件之前，可先使用rpm命令检查系统是否安装了Samba服务组件。
 
[root@Scat ～]# rpm-q samba
 
samba-3.0.10-1.4E
 
[root@Scat ～]# rpm-q samba-client
 
samba-client-3.0.10-1.4E
 
[root@Scat ～]# rpm-q samba-common
 
samba-common-3.0.10-1.4E
 
[root@Scat ～]# rpm-q redhat-rpm-config
 
redhat-rpm-config-8.0.32.1-1
 
[root@Scat ～]# rpm-q samba-swat
 
samba-swat-3.0.10-1.4E
 
若系统还没安装Samba服务组件，则需要先安装。前三个组件可以在第二张光盘中找到。将第二张光盘挂载到系统上，然后使用 cd 命令切换到/media/cdrom/RedHat/RPMS 目录下，可以使用ll（L的小写）命令列出需要安装的服务组件的详细信息，并进行安装。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll samba*
 
-rw-r—-r-- 29 root root 13937674 Jan 2005 samba-3.0.10-1.4E.i386.rpm
 
-rw-r—-r-- 29 root root 2670606 Jan 2005 samba-client-3.0.10-1.4E.i386.rpm
 
-rw-r—-r-- 63 root root 5283588 Jan 2005 samba-common-3.0.10-1.4E.i386.rpm
 
列出所需要安装的组件之后，接着就可以使用rpm命令对所需的组件进行安装。安装这三个组件的方法如下所示。
 
[root@Scat RPMS]# rpm-ivh samba-3.0.10-1.4E.i386.rpm
 
[root@Scat RPMS]# rpm-ivh samba-client-3.0.10-1.4E.i386.rpm
 
[root@Scat RPMS]# rpm-ivh samba-common-3.0.10-1.4E.i386.rpm
 
当安装完这三个组件之后，接着安装redhat-rpm-config组件。该组件位于第三张光盘，因此应先将第二张光盘卸载，然后更换第三张光盘并挂载到系统上。接着使用 cd 命令进入/media/cdrom/RedHat/RPMS目录，然后使用ll命令列出要安装的组件的详细信息，并在得知这些组件的详细信息之后进行安装。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll redhat*
 
-rw-r—r-- 134 root root 41669 Jan 6 2005 redaht-rpm-config-8.0.32.1-1.noarch.rpm
 
[root@Scat RPMS]# rpm-ivh redhat-rpm-config-8.0.32.1-1.noarch.rpm
 
在成功安装redhat-rpm-config组件之后，接着安装最后一个组件，即samba-swat组件。该组件位于第四张光盘，先将第三张光盘卸载，然后更换第四张光盘，接着使用 cd 命令切换到/media/cdrom/RedHat/RPMS目录中，并使用ll命令获取samba-swat组件的详细信息，然后进行安装。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll samba-swat
 
-rw-r--r-- 29 root root 6852401 Jan 6 2005 samba-swat-3.0.10-1.4E.i386.rpm
 
[root@Scat RPMS]# rpm–ivh samba-swat-3.0.10-1.4E.i386.rpm
 
到此时，已经完成将Samba服务器所需的组件都安装的工作。在安装Samba的各个组件时，都需要更换不同的光盘，好像显得有些麻烦。
 
2．使用图形界面安装Samba服务组件
 
若觉得使用命令行来安装这些组件显得有些麻烦，也可以选择在系统的图形界面下使用Package Management 界面来安装这些组件。在图形界面下，可以使用步骤 Applications—System Settings—Add/Remove Applications（如图20-1所示）来打开Package Management界面，之后将弹出如图20-2所示的Package Management界面。这时就可以在该界面中查找所需的组件并进行安装。
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  图20-1 打开Package Management界面的步骤 
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  图20-2 Package Management界面 

 

 
20.1.3 Samba工作方式
 
Samba服务器使用服务器/客户端（S/C）的服务方式，其利用NetBIOS上的一套文件共享协议SMB并通过网络与客户端之间实现共享打印机、通信抽象和串行口。
 
所谓的NetBIOS即为Network Base Input Output System（网络基本输入输出系统），NetBIOS是一种网络应用程序编程接口，主要是为程序提供统一请求的网络服务命令集。其所提供的服务主要有提供名称注册和域名解析、提供连接的可靠和不连接的不可靠通信。NetBIOS 最初是由IBM公司开发出来的，是应用于各种局域网的会话层协议。
 
SMB 为微软与英特尔共同开发的、基于 NetBIOS 协议的一种实现不同系统的计算机进行文件及打印共享的协议，其全称为 Server Message Block（服务器消息块），在开发之初用于 Lan Manager 和Windows NT 服务器系统中。
 
SMB的工作过程是：先由Samba客户端向Samba服务器发送包含有所使用的版本协议等信息的数据请求包，当Samba服务器收到数据请求包时，对其中的内容进行确认并在确认后向客户端发送建议使用的版本等信息，否则结束；在确认所使用的版本之后，客户端接着向服务器发送身份验证信息，并等待服务器进行确认响应，否则失败；若身份验证通过，接着发送所要访问的共享资源的名称等信息并等待确认，否则失败；当存在所要访问的资源时，在客户端上就可以使用相应的命令来查阅所需的信息。
 

 
20.2 Samba服务器应用
 

 
20.2.1 Samba工作原理
 
Samba是通过逆向SMB协议而开发出来并在Linux系统环境上运行的自由软件，其提供的功能主要包括：允许用户对共享目录进行访问，允许共享服务器中的打印机，对共享资源的控制以及提供用户身份验证和浏览器访问。
 
如图20-3所示，用户在客户端通过网络连接到Samba服务器上，并在权限允许的条件下对Samba服务器中的共享信息进行浏览。当需要时可直接通过Samba服务器上的打印机将所需的信息打印出来。
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  图20-3 Samba服务器工作原理 

 
Samba 服务器主要由 nmbd 和 smbd 两个进程组成。其中，nmbd主要负责提供NetBIOS的域名解析和浏览共享资源的服务，而 smbd 进程则负责管理服务器上的共享目录、打印机等，如提供登录身份验证、创建对话进程和对SMB资源共享的功能。
 

 
20.2.2 Samba服务进程
 
1．使用命令启动Samba服务进程
 
在成功安装Samba服务器之后，接着就可以启动该服务。可使用命令service来启动Samba的守护进程smb来启动Samba服务。
 
[root@Scat ～]# service smb start
 
Starting SMB services:　　　　　　　　[　OK　]
 
Starting NMB services:　　　　　　　　[　OK　]
 
当完成启动之后，也可以使用service来查看Samba所处的运行状态。
 
[root@Scat ～]# service smb status
 
smbd (pid 5663 5661) is running...
 
nmbd (pid 5666) is running...
 
也可以使用如下命令行来启动Samba服务。
 
[root@Scat ～]# /etc/rc.d/init.d/smb start
 
Starting SMB services:　　　　　　　　[　OK　]
 
Starting NMB services:　　　　　　　　[　OK　]
 
为了避免下次开机需要启动Samba服务而带来的不便，可以将其设为开机启动项。在文本界面下设置开机启动项，可以使用ntsysv命令来完成设置，如图20-4所示。
 
[root@Scat ～]# ntsysv
 
2．使用图形窗口启动Samba服务进程
 
若不喜欢使用命令行来启动，可以选择在图形界面下对Samba服务进行启动等操作。在图形界面下，使用步骤 Applications→System Settings→Server Settings→Services 来打开 Service Configuration窗口，如图20-5所示。
 
之后将弹出如图20-06所示的Service Configuration 窗口。
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  图20-4 Services 下的smb选项 
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  图20-5 打开Service Configuration窗口的步骤 

 
在Service Configuration 窗口中，找到smb 守护进程，然后将其启动，如图20-7所示。
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  图20-6 Service Configuration窗口 
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  图20-7 启动smb守护进程 

 

 
20.2.3 Samba用户管理
 
1．使用命令创建Samba用户
 
到目前为止，Samba服务器已经可以使用，但在安装Samba服务器时，并没有创建任何默认的用户账号，而且默认情况下使用用户名和密码登录。此时打开浏览器并输入 IP 地址（如\\192.168.60.0），当对Samba服务器进行访问时，将看到如图20-8所示的“Windows安全”界面，若此时试着使用已有的账号进行试图登录，并在输入用户名和密码之后，将看到如图20-9所示的登录失败界面。
 

 [image: figure_0318_0416]

 

  图20-8 “Windows 安全”界面 
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  图20-9 登录失败界面 

 
从图20-9 得知，Samba服务器的用户是其独自管理的。因此，在使用Samba服务器来实现共享服务之前，应先创建Samba服务器的用户。
 
接着创建Samba服务器的第一个用户，其名为smbu。使用useradd命令创建smbu用户，并为该用户设置密码。
 
[root@Scat ～]# useradd smbu　　# 创建名为smbu的用户
 
[root@Scat ～]# passwd smbu　　# 为smbu用户设置密码
 
Changing password for user smbu.
 
New UNIX password:　　　　# 输入smbu密码
 
Retype new UNIX password:　　　# 再次确认密码
 
passwd: all authentication tokens updated successfully.
 
在成功创建smbu用户之后，该用户是属于系统的用户，接着将smbu账号添加为Samba服务器的账号，并为其重新设置密码（当密码太简单时会产生错误的提示）。
 
[root@Scat ～]# smbpasswd-a smbu　# 添加Samba服务器用户，名为smbu
 
New SMB password:　　　　　# 为smbu设置密码
 
Retype new SMB password:　　　# 再次输入密码
 
Added user smbu.
 
到此已经成功为Samba服务器添加了名为smbu的用户。而Samba服务器的这些用户都存放在smbpasswd文件中，可以使用cat等命令查看该文件中的内容。
 
[root@Scat ～]# cat /etc/samba/smbpasswd
 
smbu:502:5E4338C5A5944E96AAD3B435B51404EE:977A7B040BC66B3697E7CCD5B879F32C:[U]:LCT-4E89615D:
 
当完成 Samba服务器用户 smbu账号的创建工作之后，现在就可以使用 smbu账号来登录Samba服务器。先打开浏览器，然后在地址栏中输入IP地址，如输入\\192.168.60.0。
 
在输入完成之后按Enter键，之后将弹出如图20-10所示的“Windows安全”界面，并在该界面中输入用户名smbu和设置的密码，单击“确定”按钮就可以看到smbu用户登录后的主界面（若没有弹出“Windows安全”界面，则重新启动服务进程即可），如图20-11所示。
 
在很多情况下，登录Samba服务器上的用户都是系统上的普通用户，为了避免创建新用户带来的麻烦，可以直接将系统普通用户添加为Samba服务器用户。
 
以下操作使用smbpasswd命令将系统的普通用户scat用户添加为Samba服务器用户。
 
[root@Scat ～]# smbpasswd-a scat # 将系统用户scat 添加为Samba 服务器用户
 
New SMB password:　　　　　# 设置登录Samba服务器的密码
 
Retype new SMB password:　　　# 再次输入密码
 
Added user scat.
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  图20-10 “Windows 安全”界面 
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  图20-11 smbu用户登录后的主界面 

 
到此已成功将scat用户添加到Samba用户列表中，可以使用cat命令查看smbpasswd文件来确认是否真的成功添加了。
 
[root@Scat ～]# cat /etc/samba/smbpasswd
 
smbu:502:5E4338C5A5944E96AAD3B435B51404EE:977A7B040BC66B3697E7CCD5B879F32C:[U]:LCT-4E896CC3:
 
scat:500:5E4338C5A5944E96AAD3B435B51404EE:977A7B040BC66B3697E7CCD5B879F32C:[U]:LCT-4E897765:
 
结果显示，除了smbu用户之外，还多了scat用户。这说明已成功将系统用户scat添加到Samba服务器的用户列表中。
 
那么，添加到Samba服务器用户列表中的scat用户是否也可以登录Samba服务器呢？试试就知道了，打开浏览器并输入IP地址，之后将弹出“Windows安全”界面，输入用户名scat和登录密码，如图20-12所示。当单击“确认”按钮之后将弹出的scat用户登录后的主界面，如图20-13所示。
 

 [image: figure_0319_0420]

 

  图20-12 “Windows 安全”界面 
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  图20-13 scat用户登录后的主界面 

 
由于之前在Windows上使用了smbu用户登录Samba服务器，所以每次打开浏览器并输入IP地址后按Enter键时，就不再需要身份验证，而是默认使用smbu用户登录。当希望再次使用scat用户登录时，将Windows系统进行重新启动就行！若只在Linux系统上使用，只要重启Linux系统就可以了。
 
2．用图形窗口创建和删除用户
 
接下来将演示使用图形界面下的Samba Server Configuration窗口添加Samba 用户、删除用户以及实现资源的共享。
 
假设现在是位于图形系统下，使用步骤Applications→System Settings→Server Settings→Samba （如图20-14所示）来打开Samba Server Configuration 窗口。之后将看到如图20-15所示的Samba Server Configuration 窗口。
 

 [image: figure_0320_0422]

 

  图20-14 打开Samba Server Configuration窗口的步骤 

 

 [image: figure_0320_0423]

 

  图20-15 Samba Server Configuration窗口 

 
接下使用Samba Server Configuration 窗口来创建Samba 用户，所创建的用户名为user，操作过程如下。
 
在 Samba Server Configuration 窗口上，单击菜单栏上的 Preferences 菜单，然后选择 Samba Users，如图20-16所示。接着弹出如图20-17所示的Samba Users 窗口。
 

 [image: figure_0320_0424]

 

  图20-16 选择Samba Users 

 

 [image: figure_0320_0425]

 

  图20-17 Samba Users 窗口 

 
在Samba Users 窗口中，单击Add User 按钮，之后弹出如图20-18所示的Create New Samba User窗口。第一行保持默认设置，即在UNIX系统中，用户名为adm。在第二行中输入要创建的Samba用户名user，并在后两行输入用户的密码。
 

 [image: figure_0321_0426]

 

  图20-18 Create New Samba User窗口 

 
如图20-19所示的是创建Samba用户之后的界面，在确认无误的情况下单击OK按钮即可。
 
当单击OK 按钮之后，将在Samba Users 窗口看到刚才所创建的adm用户，如图20-20所示。若将刚创建的adm用户删除，则在Samba Users窗口下单击要删除的用户，如adm，然后单击该窗口右边的Delete User 按钮即可完成删除工作，如图20-21所示。
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  图20-19 设置用户名和密码 
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  图20-20 Samba用户列表 
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  图20-21 删除Samba用户 

 

 
20.2.4 设置共享目录
 
完成使用 Samba Server Configuration 窗口创建和删除用户的操作后，接着创建共享目录。Samba服务器的共享主目录是/var/spool/samba，该目录主要存放用户打印任务。接下来使用cd命令切换到该目录，然后创建一个名为sharedata的目录，并在该目录下创建test.txt文件和写入内容。
 
[root@Scat ～]# cd /var/spool/samba
 
[root@Scat samba]# mkdir sharedata ; ll　#创建sharedata目录后列出其详细信息
 
total 4
 
drwxr-xr-x　2　root　root　4096　Oct　3　17:39　sharedata
 
[root@Scat samba]# cd sharedata ; touch test.txt
 
[root@Scat sharedata]# echo This is a test ! >　test.txt
 
[root@Scat sharedata]# cat test.txt　　#确认是否已将内容写入test.txt文件中
 
This is a test!
 
确认成功创建share目录并在其创建文件之后，接着打开Samba Server Configuration窗口，然后单击工具栏中的Add按钮，如图20-22所示。之后弹出如图20-23所示的Create Samba Share界面。
 
在 Create Samba Share窗口的 Basic 选项卡下，单击 Browse 按钮来查找名为 sharedata 的共享目录。此时将看到 Select Directory对话框，在第二行中选择/，即根目录，如图20-24所示。接着在左边依次选择var/→spool/→samba/→sharedata/，之后单击OK按钮，之后将看到如图20-25所示的窗口。
 
接着在Description 框中输入与该目录相关的描述，在Basic Permissions选项区中将该共享目录的权限设为可读写，即第二项，如图20-26所示。
 
在Access选项卡中，指定允许访问该目录的用户，若不允许访问该目录的用户要对该目录进行访问，则要求输入认证信息。此次指定允许smbu用户对shredata目录进行访问，设置如图20-27所示，完成之后单击OK按钮。
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  图20-22 添加共享目录 
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  图20-23 Create Samba Share窗口 
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  图20-24 查找共享目录的位置 
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  图20-25 确定共享目录 

 

 [image: figure_0322_0434]

 

  图20-26 设置该目录的描述和访问权限 
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  图20-27 将该目录设置为smbu可访问 

 
完成之后，将在 Samba Server Configuration 窗口中看到关于该共享目录的相关信息，如图20-28所示。接着在Windows下打开浏览器并输入IP地址，之后将看到如图20-29所示的窗口。
 
接着就可以进入sharedata目录中读取信息，打开sharedata之后，将看到test文件，如图20-30所示。单击查阅test文件的内容，将看到如图20-31所示的内容。
 
若此时在/var/spool/samba/sharedata目录下创建文件和目录或者删除文件与目录时，将同步到如图20-30所示的窗口中。在图20-27中，设置允许smbu用户访问sharedata目录，若取消smbu用户对sharedata目录的访问权限，当smbu要试图访问该目录时，不仅需要认证而且登录失败，如图20-32和图20-33所示。
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  图20-28 Samba Server Configuration窗口 
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  图20-29 smbu用户登录后的主界面 
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  图20-30 sharedata目录下的内容 
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  图20-31 test文件的内容 
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  图20-32 取消smbu的访问权限 
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  图20-33 拒绝访问并且需要进行身份验证 

 
若此时输入smbu用户及其密码试图访问sharedata目录，如图20-34所示，然后单击“确认”按钮，将看到如图20-35所示的界面。
 
接下来使用虚拟用户登录Samba服务器，不过，在设置使用虚拟用户之前，还是将sharedata目录设置为允许smbu用户访问，稍后还要用smbu用户名对sharedata目录进行访问。做如下设置：在Samba Server Configuration窗口中，单击共享目录，然后单击Properties图标，如图20-36所示，然后在Edit Samba Share窗口中单击Access选项卡，并勾选smbu用户，如图20-37所示。
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  图20-34 输入身份验证信息 
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  图20-35 拒绝访问 
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  图20-36 Samba Server Configuration窗口 
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  图20-37 对smbu开放sharedata目录 

 
接下来是将普通用户 smbu 设置为虚拟用户并登录 Samba 服务器进行资源的共享。将 smbu用户设置为虚拟用户，可先将其登录系统的权限取消，然后删除其主目录和组，如下所示。
 
先使用vi打开/etc/passwd文件并进入插入模式，找到smbu用户所在的行，然后将其后的/bin/bash改成/sbin/nologin。
 
[root@Scat ～]# vi /etc/passwd
 
smbu:x:502:502::/home/smbu:/bin/bash #将/bin/bash 改成/sbin/nologin
 
然后再使用vi打开/etc/group文件并进入插入模式，找到名为smbu的组，然后将其删除。
 
[root@Scat ～]# vi /etc/group
 
smbu:x:504:　　# 找到这行，然后将其删除
 
接着使用带有-rf选项的rm命令将smbu的主目录删除，并使用ll命令查看是否删除成功。
 
[root@Scat ～]# rm-rf /home/smbu
 
[root@Scat ～]# ll /home/smbu
 
ls: /home/smbu: No such file or directory
 
在成功删除smbu的主目录之后，已完成了将smbu用户设置为虚拟用户的操作。接下来验证smbu用户是否还可以登录系统。
 
[root@Scat ～]# su- smbu
 
This account is currently not available
 
到此，已将smbu用户更改成了虚拟用户，若此时打开浏览器，输入IP地址并按Enter键，就会弹出“Windows安全”窗口，但在此时正确输入smbu用户名和密码，有可能都会被拒绝登录。若想使用刚被更改的 smbu 虚拟用户名和密码登录，将Windows系统重新启动就可以了。
 
接下来使用虚拟用户smbu登录Samba服务器，打开浏览器并输入IP地址，按Enter键之后弹出“Windows安全”窗口，在此“Windows安全”窗口中输入用户名smbu及其密码，如图20-38所示。确认之后，将显示如图20-39所示的窗口。
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  图20-38 输入身份验证信息 

 
虚拟用户smbu已成功登录Samba服务器，这时可以打开sharedata目录并对其中的内容进行浏览，但试图打开smbu目录时，发现它是不能打开的，这是因为我们已经将该目录删除了。若要打开 smbu 目录，将弹出如图20-40所示的提示信息。
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  图20-39 虚拟用户smbu登录后的主界面 
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  图20-40 拒绝对smbu目录进行访问 

 

 
20.3 配置管理Samba服务器
 

 
20.3.1 Samba服务器的主配置文件
 
本章最后一节主要对Samba服务器的主配置文件中的内容进行简介。Samba服务器的主配置文件名为 smb.conf，其位于/etc/samba 目录下。在 samba 目录下，除了存放主配置文件以外，还存放samba用户列表和这些用户所对应的密码等。
 
可以先使用cd命令切换到/etc/samba目录下，然后再列出/etc/samba目录下的内容。
 
[root@Scat ～]# cd /etc/samba
 
[root@Scat samba]# ll # L 的小写
 
total 40
 
-rw-r--r--　1　root　root　20　Jan　4　2005　lmhosts
 
-rw-------　1　root　root　8192　Oct　3　12:33　secrets.tdb
 
-rw-r--r--　1　root　root　10957　Oct　4　09:14　smb.conf
 
-rw-------　1　root　root　206　Oct　3　19:21　smbpasswd
 
-rw-r--r--　1　root　root　109　Oct　3　19:52　smbusers
 
在/etc/samba目录中可以看到Samba服务器的主配置文件smb.conf，Samba服务器的很多设置都可以在该配置文件中完成。
 
Samba服务器的主配置文件中的内容主要分成[global]、[homes]、[printers]和自定义共享这四个部分。因为配置文件中的内容幅度过大，所以选取单个部分进行简介。
 
在[global]中，其主要内容如下（省略了大部分说明性的输出）。
 
#========================Global Settings ===========================
 
[global]
 
workgroup = mygroup　　　　# 定义Samba服务器工作组名
 
server string = Samba Server　　# 指定Samba服务器的描述字符串
 
;　hosts allow = 192.168.1. 192.168.2. 127.　# 设置访问Samba服务器的IP范围
 
printcap name = /etc/printcap　　# 指定打印机共享文件的路径
 
load printers = yes　　　　# 设置Samba启动时是否可立即进行共享打印
 
;　printing = cups　　　　# 定义打印机的类型
 
cups options = raw　　　　# 设置打印机打印的方式，raw表示使用二进制
 
;　guest account = pcguest　　# 指定Samba的非Samba用户为匿名用户
 
log file = /var/log/samba/%m.log　# 为每个连接Samba的客户端设置的日志
 
# 文件的路径
 
#　log file = /var/log/samba/smbd.log　　# 指定Samba日志的路径
 
max log size = 50　　　　　# 设定日志文件的最大容量
 
;　password server = <NT-Server-Name>　　# 设定客户机自动连接到的域
 
;　smb passwd file = /etc/samba/smbpasswd　# 指定用户密码的加密文件的位置
 
;　unix password sync = Yes　　# 是否使用口令同步，Yes表示使用
 
;　username map = /etc/samba/smbusers　　# 指定Samba用户列表的路径
 
;　interfaces = 192.168.12.2/24 192.168.13.2/24　#设定Samba所用的IP接口范围
 
;　local master = no　　　# 设置Samba是否承担LMB的角色
 
;　os level = 33　　　　# 指定Samba在承担LMB角色时的优先权
 
;　domain master = yes　　# 设置Samba是否承担DMB的角色
 
;　preferred master = yes　# 设定Samba启动时是否进行本地Browser
 
;　domain logons = yes　　# 设定是否将Samba作为工作站登录的域
 
;　logon script = %m.bat　　# 设置客户端登录后是否自动执行脚本
 
;　logon script = %U.bat　　# 设置用户登录后是否自动执行脚本
 
;　logon path = \\%L\Profiles\%U　　# 指定自动执行的脚本的位置
 
;　wins support = yes　　# 设置是否将Samba作为WINS服务器的功能
 
;　wins server = w.x.y.z　　# 为WINS访问Samba设置地址
 
;　wins proxy = yes　　　# 是否将Samba最为WINS的代理
 
dns proxy = no　　　　# 是否使用NDS进行解析，no表示不使用
 
因为[global]部分是用于设定全局参数的，其设定的内容基本就可以决定了Samba服务器的功能，所以在这里就啰唆点了。总的来说，[global]这部分可以分为基本选项设置、安全选项设置、打印选项设置、日志文件路径设置和网络配置选项设置这五个部分。
 
接下来是[homes]部分的内容，该部分是一个特殊的区域，可在此区域中看到Samba服务器对应的用户的主目录。
 
以下省略了部分说明性文字的输出。
 
[homes]
 
comment = Home Directories　　# 对home目录的说明
 
browseable = no　　　　　# 设置其他用户是否可对home目录进行浏览
 
writeable = yes　　　　　# 设置用户是否可对自己的home目录进行写操作
 
gons
 
; [netlogon]　　　　　　# 下是Samba服务器提供netlogon服务的设置
 
;　comment = Network Logon Service
 
;　path = /home/netlogon　　　# 设置共享目录的路径
 
;　guest ok = yes　　　　　# 设置是否允许guest访问这个资源，yes表示允许
 
;　writable = no　　　　　# 设置guest是否对这个目录具有可写的权限
 
;　share modes = no　　　　# 设置是否允许多个用户同时打开该文件
 
;[Profiles]　　　　　　# 设置共享用户登录时其脚本存放的位置
 
;　path = /home/profiles
 
;　browseable = no
 
;　guest ok = yes
 
接着是[printers]部分，在此部分中主要是定义打印机的相关选项。此部分中设定了打印机的共同配置，其内容如下所示。
 
[printers]
 
comment = All Printers
 
path = /var/spool/samba　　# 存放用户打印任务的目录
 
browseable = no
 
printable = yes　　　　# 设置是否启动打印机
 
;[tmp]　　　　　　# 指定用户临时文件存储的位置
 
;　comment = Temporary file space
 
;　path = /tmp
 
;　read only = no　　　# 设置用户对该共享文件是否具有可读的权限
 
;　public = yes
 
;[public]　　　　　　# 定义一个公用的共享目录
 
;　comment = Public Stuff
 
;　path = /home/samba
 
;　public = yes
 
;　read only = yes
 
;　write list = @staff　　# 指定只有staff用户组才拥有可写的权限
 
;[fredsprn]　　　　　# 定义私用打印机
 
;　comment = Fred's Printer
 
;　valid users = fred　　# 定义只有fred才能使用该打印机
 
;　path = /homes/fred
 
;　printer = freds_printer
 
;　public = no
 
;　writable = no
 
;　printable = yes
 
;[fredsdir]　　　　　# 这部分定义的是私有目录
 
;　comment = Fred's Service
 
;　path = /usr/somewhere/private
 
;　valid users = fred
 
;　public = no
 
;　writable = yes
 
;　printable = no　　　# 设置是否启动打印机
 
;[pchome]　　　　　　# 定义登录到Samba的用户，看到的是同一名称的目录，
 
# 但实际上的名称是不同的
 
;　comment = PC Directories
 
;　path = /usr/pc/%m　　　# 以%m来表示登录到Samba的客户端的NetBOIS名称
 
;　public = no
 
;　writable = yes
 
;[public]　　　　　　# 定义一个公用目录，所有的用户都可写
 
;　path = /usr/somewhere/else/public
 
;　public = yes
 
;　only guest = yes
 
;　writable = yes
 
;　printable = no
 
;[myshare]　　　　　# 该区定义的是Mary和Fred的共享目录
 
;　comment = Mary's and Fred's stuff
 
;　path = /usr/somewhere/shared
 
;　valid users = mary fred
 
;　public = no
 
;　writable = yes
 
;　printable = no
 
;　create mask = 0765
 
关于最后的自定义区，还记得之前我们在/var/spool 目录下创建的名为 sharedata 的共享目录吗？现在可以在主配置文件的最后看到关于该共享目录的相关信息，内容如下所示。
 
[sharedata]
 
comment = data
 
path = /var/spool/samba/sharedata
 
writeable = yes
 
valid users = smbu
 

 
20.3.2 主配置文件的应用
 
接下来将使用主配置文件，在/var/spool/samba目录下创建一个名为sharedept的共享目录，并将此共享目录的拥有者改为smbu用户，且smbu用户对该目录具有可读写的权限，配置步骤如下。
 
使用cd 命令进入 /etc/samba 目录，接着使用vi命令将Samba的主配置文件smb.conf打开。
 
[root@Scat ～]# cd /etc/samba
 
[root@Scat samba]# vi smb.conf
 
打开之后，用键盘上的方向键将光标移动到该主配置文件的末尾处，然后按下A或I键进入插入模式，然后写入如下内容（#号及其后面的不用写，属于注释内容）。
 
[sharedept]　　　　　　　　# 共享目录名
 
comment = dept　　　　　　　# 对该共享目录的描述
 
path = /var/spool/samba/sharedept　　# 共享目录的路径
 
writeable = yes　　　　　　　# 拥有可读写的权限
 
valid users = smbu　　　　　　# 可访问者是smbu用户
 
完成之后，按Esc键退出插入模式，然后输入“:wq”保存文件并退出。接着使用service命令对Samba服务器进行重启，若Samba还没启动，则先启动。
 
[root@Scat samba]# service smb start
 
Starting SMB services:　　　　　　　　[　OK　]
 
Starting NMB services:　　　　　　　　[　OK　]
 
接着可对Samba服务器进行重启。
 
[root@Scat samba]# service smb restart
 
Shutting down SMB services:　　　　　　　[　OK　]
 
Shutting down NMB services:　　　　　　　[　OK　]
 
Starting SMB services:　　　　　　　　　[　OK　]
 
Starting NMB services:　　　　　　　　　[　OK　]
 
完成之后，在Windows中打开浏览器，输入IP地址并按Enter键之后，将看到如图20-41所示的界面。不过，很遗憾地告诉你，你没有访问sharedept的权限，若试图打开该文件，将看到图20-42所示的提示信息。
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  图20-41 添加的sharedept目录 
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  图20-42 拒绝访问提示 

 
其实原因很正常，别忘了，刚才在主配置文件中指定的sharedept目录的路径，而按照这个路径是找不到该目录的，所以无法对 sharedept目录进行访问。
 
若要对该目录进行访问，先要按照指定的路径创建该目录，如下是创建sharedept目录并对其进行访问的设置：
 
使用 cd 命令切换到/var/spool/samba 目录下，然后创建sharedept目录。
 
[root@Scat ～]# cd /var/spool/samba
 
[root@Scat samba]# mkdir sharedept
 
[root@Scat samba]# ll　　　　#列出当前目录下的信息
 
total 8
 
drwxr-xr-x 2 root root 4096 Oct 4 09:19 sharedata
 
drwxr-xr-x 2 root root 4096 Oct 4 15:40 sharedept
 
输出结果说明，除了sharedata目录外，还多了sharedept目录，说明已成功创建了sharedept目录。
 
为了在访问该目录时显得更加明显，再使用cd切换到sharedept目录下，再创建名为dept的文件，并写入相关的内容。
 
[root@Scat samba]# cd sharedept
 
[root@Scat samba]# touch test2.txt
 
[root@Scat sharedept]# echo hello smbu ! > test2.txt
 
[root@Scat sharedept]# cat test2.txt　# 检查是否成功将内容写入到test2.txt文件中
 
hello smbu !
 
完成创建test2.txt文件并确认已在其中写入内容之后，接着对Samba服务进行重新启动。
 
[root@Scat sharedept]# service smb restart
 
Shutting down SMB services:　　　　　　　[　OK　]
 
Shutting down NMB services:　　　　　　　[　OK　]
 
Starting SMB services:　　　　　　　　　[　OK　]
 
Starting NMB services:　　　　　　　　　[　OK　]
 
成功对Samba服务进行重启后，接着打开浏览器并输入IP地址，按Enter键之后将看到如图20-43所示的界面。若此时试图访问sharedept目录，是允许访问的，sharedept目录下的内容如图20-44所示。
 

 [image: figure_0329_0451]

 

  图20-43 登录后的主界面 

 

 [image: figure_0329_0452]

 

  图20-44 sharedept目录下的内容 

 
此时，可以对sharedept目录下test2文件的内容进行读取，打开test2后，将看到如图20-45所示的内容。
 

 [image: figure_0330_0453]

 

  图20-45 test2文件的内容 

 
可以对test2的内容进行读取，说明操作是成功的。对比刚才无法访问该目录，可以想到，在进行信息资源的共享时，要有对应的目录，否则就无法进行访问。
 

 
20.3.3 samba-swat工具的使用方法
 
1．配置samba-swat工具
 
在安装 Samba 组件时，为了使用浏览器管理为 Samba 服务器的功能，已安装了 samba-swat组件。
 
以下对如何打开及使用该组件做简单的讲解。在默认情况下samba-swat的功能是关闭的，即不能使用，要想使用此工具，则需要对其主配置文件进行修改。samba-swat的主配置文件名为swat，其路径是/etc/xinetd.d/swat。
 
如下所示是samba-swat主配置文件的内容。
 
[root@Scat～]# /etc/xinetd.d/swat
 
# default: off
 
# description: SWAY is the Samba Web Admin Tool, use swat \
 
#　　　　to configure your Samba server, To use SWAT, \
 
#　　　　connect to port 901 with your favorite web browser.
 
service swat
 
{
 
disable = yes
 
port　　　= 901
 
socket_type　= stream
 
wait　　　= no
 
only_from　　= 127.0.0.1
 
user　　　= root
 
server　　= /usr/sbin/swat
 
log_on_failure　+= USERID
 
}
 
接下来使用cd命令切换到/etc/xinetd.d目录下，然后使用vi将samba-swat的主配置文件swat打开。
 
[root@Scat ～]# cd /etc/xinetd.d
 
[root@Scat xinetd.d]# vi swat
 
如下是samba-swat的主配置文件swat的主要内容。
 
service swat
 
{
 
disable = yes　　　　　　　# 设置是否允许使用浏览器功能，yes表示不允许
 
port　　　= 901　　　　# 使用浏览器时的端口号
 
socket_type　= stream
 
wait　　　= no　　　　　# 设置是否允许延迟
 
only_from　　= 127.0.0.1　　　# 设置允许访问的IP地址
 
user　　　= root
 
server　　= /usr/sbin/swat　　# 启动脚本的位置
 
log_on_failure　+= USERID　　　# 设置登录时使用认证
 
要想使用浏览器管理Samba 服务器的功能，需要将选项disable = yes 中的yes 改成no，然后在only_from行下多加一行设置自己主机的IP地址（是支持设定指定某段IP地址进行访问的），如笔者的IP地址改为192.168.60.0，完成之后保存该文件并退出。更改后/etc/xinetd.d/swat的内容如图20-48所示。
 
# default: off
 
# description: SWAY is the Samba Web Admin Tool, use swat \
 
#　　　　to configure your Samba server, To use SWAT, \
 
#　　　　connect to port 901 with your favorite web browser.
 
service swat
 
{
 
disable = yes
 
port　　　= 901
 
socket_type　= stream
 
wait　　　= no
 
only_from　　= 127.0.0.1
 
only_from　　= 192.168.60.0
 
user　　　= root
 
server　　= /usr/sbin/swat
 
log_on_failure　+= USERID
 
}
 
2．启动samba-swat管理工具
 
完成对/etc/xinetd.d/ swat 文件内容的更改之后，接着启动系统的守护进程，启动系统的守护进程后就可以启动swat服务。若系统的守护进程已经处于运行状态，则只须重新启动即可，下面启动系统守护。
 
[root@Scat ～]# service xinetd start
 
Starting xinetd:　　　　　　　　　　[　OK　]
 
需要注意的是，还要保证smb也处于运行状态，否则是不能通过浏览器登录的。下面对smb进行重启。
 
[root@Scat ～]# service smb restart
 
Shutting down SMB services:　　　　　　　[　OK　]
 
Shutting down NMB services:　　　　　　　[　OK　]
 
Starting SMB services:　　　　　　　　[　OK　]
 
Starting NMB services:　　　　　　　　[　OK　]
 
完成之后，打开浏览器，在地址栏中输入 IP 地址并在“：”后接端口号，如在笔者的浏览器中输入“192.168.60.0:901”。按 Enter键之后将看到如图20-46所示的“Windows安全”窗口。
 
接着在其中输入用户名root及其密码，如图20-47所示。身份验证成功之后，将看到如图20-48所示的界面。
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  图20-46 “Windows 安全”窗口 
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  图20-47 输入身份验证信息 
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  图20-48 Samba主页 

 
在默认情况下，登录SWAT使用的是root用户及其密码，不过，这是可以更改的。建议在成功登录SWAT之后，修改登录SWAT的密码，不要将登录SWAT的密码与登录系统的root所使用的密码相同。
 
要修改密码，单击最右边的PASSWORD图标，如图20-49所示。
 
之后将看到如图20-50所示的界面。在此界面上，可以更改如用户名、密码等。更改完成后，单击最下边的Change Password按钮就可以。
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  图20-49 单击password图标 
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  图20-50 更改登录用户信息的界面 

 

 
第21章 通用打印系统
 
本章主要内容
 
● 打印机概述。
 
● 通用打印系统服务应用。
 
● 打印系统的管理。
 
打印机对于我们来说并不陌生，在现在工作中常使用到，而且很多事务都离不开打印机。随着技术的发展，打印机由最初的本地打印机发展到了本地打印机与网络打印机并存的局面。
 
在前几章中，我们可以通过打印机来将 Samba 服务器的共享文件打印出来。那么，在本章中将配置一个打印机系统并使用此打印机系统进行共享打印。
 

 
21.1 打印机概述
 
打印机可自己管理用户交给它的打印任务队列，并将这些任务打印出来。它处理打印任务的方法是，首先由用户提交所需打印的任务，然后打印机就照先进先出的顺序将任务打印出来。
 
在Linux系统下配置一个打印系统，其配置操作有些复杂。Linux下使用的是通用打印系统，即Common UNIX Printing System（CUPS），其可通过多方面来配置实现。而一个打印系统可以说是一个假脱机程序，在打印系统下的每个队列都是与一台打印机相联系的。
 

 
21.1.1 打印机的类型
 
在打印机行业中，最早且常用于大型主机的打印机是行式打印机，其体型大、速度快、噪声大。而目前，针式、喷墨式、激光式打印机是整个打印行业的主流打印机。还有几种类型的打印机对特定的市场来说也非常重要，如热升华和热转换打印机常用于图形艺术领域。
 
而对于打印机的分类，可根据不同的功能进行分类。常见的主要有3种打印机类型以及4种打印机接口类型。以下按不同的功能来将打印机进行分类。
 
（1）按照常规总体的方式来分类，可将打印机分为打击式打印机和非打击式打印机。
 
（2）根据打印输出的方式来分类，可将打印机分为串行式（LPM）打印机和行式以及页式（PPM）打印机。
 
（3）根据打印原理来分类，可将打印机分为字模式打印机（最原始的一种打印机模式）、喷墨式打印机（利用打印机的喷头成像）和热敏式打印机（是一种光学原理式的打印机）。
 
其中，激光打印机对于我们来说并不陌生，它是于20世纪60年代末的Xerox公司发明，当时所采用的是电子照明技术，该技术通过控制激光束的开与关来控制激光束对光鼓进行扫描来决定是否吸入墨粉，然后将吸附的墨粉转印到纸上从而形成了打印的结果。如下是激光打印机的6大系统。
 
（1）供电系统（Power System）：此系统直接作用于其他的5 个系统，其可根据不同的需要提供不同类型的电流，如高压、低压、直流电等。
 
（2）直流控制系统（DC Controller System）：此系统主要是用来协调和控制打印机的各系统之间的协同工作。
 
（3）接口系统（Formatter System）：接口系统是打印机与计算机连接的纽带，其负责将计算机传递过来的数据翻译成DC板能够处理的格式，并将处理后的数据传递给DC板。
 
（4）激光扫描系统（Laser/Scanner System）：此系统主要的作用是产生激光束，并在感光鼓（OPC）表面曝光，从而形成映像。
 
（5）成像系统（Image Formation System）：此系统可分为两个部分，前期的准备工作系统和后期的定影成形工作系统。
 
（6）搓纸技术系统（Pick-up/Feed System）：搓纸技术系统主要由进纸系统和出纸系统组成，目前使用的大部分打印机可以扩充多个进纸单元，而出纸系统则根据需求来设置。
 
打印机常见的接口类型如下所示。
 
（1）并行接口：又称“并口”，是一种增强的双向并行传输接口，并口打印机的接口使数据能够同时通过多条数据线进行传输，这样可大大提高数据的传输率。
 
（2）RS-232串行接口：也称串口，串口与并口的不同之处在于数据与控制信息是一位一位地传送出去，虽然有些慢，但比并口传输的距离更远。
 
（3）USB端口：最新的打印机接口，其全称为universal serial bus。USB支持热插拔、即插即用。
 
（4）网络打印机：网络打印机已不属于 PC 外设的范畴，而是作为网络中的一个节点独立存在于局域网当中。网络打印机不需要依附网络中的任何一台计算机主机，其可执行局域网中任何一台打印机的任务，而网络中的任何一台打印机都不会影响到其他打印机的打印任务。
 

 
21.1.2 CUPS服务组件
 
1．用命令安装CUPS服务组件
 
对于在Linux系统下配置并运行一个通用打印系统，首先要安装CUPS软件包。Linux系统下CUPS的软件包有如下所示的7个。
 
cups-1.1.22-0.rc1.9.i386.rpm
 
cups-libs-1.1.22-0.rc1.9.i386.rpm
 
gimp-print-4.2.7-2.i386.rpm
 
hal-cups-utils-0.5.2-8.i386.rpm
 
libgnomecups-0.1.12-5.i386.rpm
 
cups-devel-1.1.22-0.rc1.9.i386.rpm
 
libgnomecups-devel-0.1.12-5.i386.rpm
 
在配置和使用CUPS软件包之前，应先确认系统是否已经安装了这些CUPS软件包。可以使用带有-q选项的rpm命令来检查系统是否安装这些软件包。
 
[root@Scat ～]# rpm-q cups
 
cups-1.1.22-0.rc1.9
 
[root@Scat ～]# rpm-q cups-libs
 
cups-libs-1.1.22-0.rc1.9
 
[root@Scat ～]# rpm-q gimp-print
 
gimp-print-4.2.7-2
 
[root@Scat ～]# rpm-q hal-cups-utils
 
hal-cups-utils-0.5.2-8
 
[root@Scat ～]# rpm-q libgnomecups
 
libgnomecups-0.1.12-5
 
[root@Scat ～]# rpm-q cups-devel
 
cups-devel-1.1.22-0.rc1.9
 
[root@Scat ～]# rpm-q libgnomecups-devel
 
libgnomecups-devel-0.1.12-5
 
若在系统中没检查到系统已安装这些软件包或其中的某个软件包，则要进行安装。以下是在光盘中找到并安装这些CUPS软件包的过程。首先安装前5个软件包。
 
cups-1.1.22-0.rc1.9.i386.rpm
 
cups-libs-1.1.22-0.rc1.9.i386.rpm
 
gimp-print-4.2.7-2.i386.rpm
 
hal-cups-utils-0.5.2-8.i386.rpm
 
libgnomecups-0.1.12-5.i386.rpm
 
这5个软件包都在第三张光盘中，首先将第三张光盘插入并将光盘挂载到系统上，然后使用cd命令进入/media/cdrom/RedHat/RPMS目录下，再使用ll命令列出这些软件包的详细信息，之后安装这些软件包。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
进入/media/cdrom/RedHat/RPMS目录后，使用ll命令列出该目录下以cups开头的软件包。
 
[root@Scat RPMS]# ll cup*
 
-rw-r--r-- 29 root root 1530967 Jan 6 2005 cups-1.1.22-0.rc1.9.i386.rpm
 
-rw-r--r-- 63 root root 106190 Jan 6 2005 cups-libs-1.1.22-0.rc1.9.i386.rpm
 
假若系统还没安装这两个软件包，则此时可以使用rpm命令安装这两个软件包。
 
[root@Scat RPMS]# rpm-ivh cups-1.1.22-0.rc1.9.i386.rp
 
[root@Scat RPMS]# rpm-ivh cups-libs-1.1.22-0.rc1.9.i386.rpm
 
完成之后，接着在该光盘下再找以gim开头的CUPS软件包。
 
[root@Scat RPMS]# ll gim*
 
-rw-r--r-- 70 root root 2458733 Jan 6 2005 gimp-print-4.2.7-2.i386.rpm
 
列出该软件包的详细信息之后，接着使用如下的rpm命令安装该软件包。
 
[root@Scat RPMS]# rpm-ivh gimp-print-4.2.7-2.i386.rpm
 
在安装gimp-print软件包之后，接着再使用ll命令查找名为hal-cups的软件包的详细信息。
 
[root@Scat RPMS]# ll hal-cups*
 
-rw-r--r-- 30 root root 39337 Jan 6 2005 hal-cups-utils-0.5.2-8.i386.rpm
 
找到该软件包并在获取这些软件包的详细信息之后，接着可使用rpm命令进行安装。
 
[root@Scat RPMS]# rpm-ivh hal-cups-utils-0.5.2-8.i386.rpm
 
接下来要查找libgnomecups软件包，并在得到其详细信息之后使用rpm命令安装它。
 
[root@Scat RPMS]# ll libgnomecups*
 
-rw-r--r-- 70 root root 65746 Jan 6 2005 libgnomecups-0.1.12-5.i386.rpm
 
[root@Scat RPMS]# rpm-ivh libgnomecups-0.1.12-5.i386.rpm
 
接着安装cups-devel软件包，该软件包在第三张光盘上，所以需将第三张光盘插入，然后进入/media/cdrom/RedHat/RPMS目录中，并使用ll命令列出以cups-d开头的软件包，在获取软件包详细信息之后进行安装。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll cups-d*
 
-rw-r--r-- 29 root root 141889 Jan 6 2005 cups-devel-1.1.22-0.rc1.9.i386.rpm
 
[root@Scat RPMS]# rpm-ivh cups-devel-1.1.22-0.rc1.9.i386.rpm
 
完成以上软件包的安装之后，接着安装最后一个软件包libgnomecups-devel。该软件包存放在第四张光盘上，所以先将第四张光盘换上，然后进入/media/cdrom/RedHat/RPMS目录，列出该软件包的详细信息，之后进行安装。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll libgnomecups*
 
-rw-r--r-- 32 root root 34651 Jan 6 2005 libgnomecups-devel-0.1.12-5.i386.rpm
 
在获得所需安装的软件包的详细信息之后，接着进行安装。
 
[root@Scat RPMS]# rpm-ivh libgnomecups-devel-0.1.12-5.i386.rpm
 
2．用图形窗口安装CUPS服务组件
 
若不喜欢使用命令安装这些软件包，可以使用Package Management界面来安装。在图形系统下，使用步骤 Applications→System Settings→Add/Remove Applications（如图21-1所示）打开Package Management界面，如图21-2所示。
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  图21-1 打开Package Management界面的步骤 
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  图21-2 Package Management界面 

 
在打开Package Management界面后，将滚动条往下拉，并在System下找到名为Printing Support的软件包，如图21-3所示。之后单击其右边的Details链接，并勾选所需要安装的软件，如图21-4所示。然后单击Close按钮，之后单击Update按钮进行安装。
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  图21-3 Printing Support软件包 
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  图21-4 Printing Support包中的软件 

 
到现在，相信你的系统已成功安装了所需的软件。其实，使用命令安装是有些麻烦，但使用Package Management来安装，所需软件并不集中在一起，还需要慢慢找，好像更麻烦。
 

 
21.2 通用打印系统服务应用
 
之前说过，打印系统是一个假脱机程序，而且它按照先进先出的方式来处理需要打印的队列，而且在进行打印前，打印机需要先将所要打印的信息解析后才可以打印出来。
 
目前，在Linux系统中，其打印技术的接口语言主要是PostScript语言，使用PostScript语言进行页面描述可极大地简化设计，但目前许多打印机都不能对PostScript语言输出的页面进行解析并打印。
 
那么，要想知道PostScript语言是否支持本机的打印机或者支持哪些类型的打印机，可以通过使用带有-h选项的gs命令来获取这些信息，执行命令后将看到PostScript语言所支持的打印机类型的信息。
 
[root@Scat ～]# gs–h
 
GNU Ghostscript 7.07 (2003-05-17)
 
Copyright (C) 2003 artofcode LLC, Benicia, CA.　All rights reserved.
 
Usage: gs [switches] [file1.ps file2.ps ...]
 
Most frequently used switches: (you can use # in place of =)
 
-dNOPAUSE　　no pause after page　|-q　　`quiet', fewer messages
 
-g<width>x<height>　page size in pixels　|-r<res>　pixels/inch resolution
 
-sDEVICE=<devname>　select device　　|-dBATCH　exit after last file
 
-sOutputFile=<file> select output file:- for stdout, |command for pipe,
 
embed %d or %ld for page #
 
Input formats: PostScript PostScriptLevel1 PostScriptLevel2 PDF
 
Default output device: display
 
Available devices:
 
AP21xx DJ630 DJ6xx DJ6xxP DJ8xx DJ9xx DJ9xxVIP alc1900 alc2000 alc4000
 
alc4100 alc8500 alc8600 ap3250 appledmp atx23 atx24 atx38 bbox bit
 
bitcmyk bitrgb bj10e bj10v bj10vh bj200 bjc600 bjc800 bjc880j bjccmyk
 
bjccolor bjcgray bjcmono bmp16 bmp16m bmp256 bmp32b bmpa16 bmpa16m
 
bmpa256 bmpa32b bmpamono bmpasep1 bmpasep8 bmpgray bmpmono bmpsep1
 
bmpsep8 ccr cdeskjet cdj1600 cdj500 cdj550 cdj670 cdj850 cdj880 cdj890
 
cdjcolor cdjmono cfax cgm24 cgm8 cgmmono cljet5 cljet5c cljet5pr coslw2p
 
coslwxl cp50 cups declj250 deskjet dfaxhigh dfaxlow display dj505j
 
djet500 djet500c dl2100 dmprt dnj650c epl2050 epl2050p epl5800 eps9high
 
eps9mid epson epsonc epswrite escp escpage faxg3 faxg32d faxg4 fmlbp fmpr
 
fs600 gdi hl1250 hl7x0 ibmpro ijs imagen inferno iwhi iwlo iwlq jetp3852
 
jj100 jpeg jpeggray la50 la70 la75 la75plus laserjet lbp310 lbp320 lbp8
 
lex2050 lex3200 lex5700 lex7000 lips2p lips4 lips4v lj250 lj3100sw
 
lj4dith lj4dithp lj5gray lj5mono ljet2p ljet3 ljet3d ljet4 ljet4d
 
ljet4pjl ljetplus ln03 lp2000 lp2563 lp8000 lq850 lx5000 lxm3200 lxm5700m
 
m8510 mag16 mag256 md1xMono md2k md50Eco md50Mono md5k mgr4 mgr8 mgrgray2
 
mgrgray4 mgrgray8 mgrmono miff24 mj500c mj6000c mj700v2c mj8000c ml600
 
necp6 npdl nullpage oce9050 oki182 okiibm omni paintjet pbm pbmraw pcl3
 
pcx16 pcx24b pcx256 pcxcmyk pcxgray pcxmono pdfwrite pgm pgmraw pgnm
 
pgnmraw photoex picty180 pj pjetxl pjxl pjxl300 pkm pkmraw pksm pksmraw
 
plan9bm png16 png16m png256 pngalpha pnggray pngmono pnm pnmraw ppm
 
ppmraw pr1000 pr1000_4 pr150 pr201 psgray psmono psrgb pswrite pxlcolor
 
pxlmono r4081 sgirgb sj48 st800 stcolor sunhmono t4693d2 t4693d4 t4693d8
 
tek4696 tiff12nc tiff24nc tiffcrle tiffg3 tiffg32d tiffg4 tifflzw
 
tiffpack uniprint x11 x11alpha x11cmyk x11cmyk2 x11cmyk4 x11cmyk8
 
x11gray2 x11gray4 x11mono x11rg16x x11rg32x xes
 
Search path:
 
. : /usr/share/ghostscript/7.07/lib : /usr/share/ghostscript/7.07/vflib :
 
/usr/share/ghostscript/fonts : /usr/share/fonts/default/ghostscript :
 
/usr/share/fonts/default/Type1 : /usr/share/fonts/default/amspsfnt/pfb :
 
/usr/share/fonts/default/cmpsfont/pfb
 
For more information, see /usr/share/doc/ghostscript-7.07/Use.htm.
 
Report bugs to bug-gs@ghostscript.com, using the form in Bug-form.htm.
 

 
21.2.1 通用打印系统服务进程
 
1．用命令启动CUPS服务进程
 
在安装CUPS所需的组件之后，接着就可以启动CUPS。可使用service命令来启动CUPS的服务进程。
 
[root@Scat ～]# service cups start
 
Starting cups:　　　　　　　　　　[　OK　]
 
当然，在必要时也可以重启。
 
[root@Scat ～]# service cups restart
 
Stopping cups:　　　　　　　　　　[　OK　]
 
Starting cups:　　　　　　　　　　[　OK　]
 
2．用图形窗口启动CUPS服务进程
 
若觉得使用 Service Configuration 窗口来启动更方便，则可以先将此窗口打开，再启动CUPS服务进程。
 
可使用步骤 Applications→System Settings→Server Settings→Services（如图21-5所示）来打开Service Configuration 窗口，如图21-6所示。
 

 [image: figure_0338_0463]

 

  图21-5 打开Service Configuration窗口的步骤 

 
在打开Service Configuration 窗口之后，将右边的滚动条往下拉，找到 cups，然后将其启动，如图21-7所示。
 

 [image: figure_0339_0464]

 

  图21-6 Service Configuration窗口 

 

 [image: figure_0339_0465]

 

  图21-7 启动cups 

 
完成启动之后，这时就可以使用打印机进行打印。
 
3．配置CUPS共享打印机
 
而在打印之前，我们需要为打印机添加打印队列，然后交由打印机负责将这些队列所对应的任务打印出来。在Linux系统中输入system-config-printer命令打开如图21-8所示的Printer Configuration窗口。也可以使用步骤Applications→System Settings→Printing来打开该窗口，如图21-9所示。
 

 [image: figure_0339_0466]

 

  图21-8 Printer Configuration窗口 

 

 [image: figure_0339_0467]

 

  图21-9 打开Printer Configuration窗口的步骤 

 
在打开Printer Configuration窗口后，接下来添加一个新的打印队列。在Printer Configuration窗口的工具栏中，单击 New 图标，如图21-10所示。之后弹出 Add a new print queue 界面，如图21-11所示。
 
接着单击右下角的Forward按钮，之后将看到所要添加的队列的名称，如图21-12所示，在Short description 处可对新队列进行描述。若保存默认设置，可单击Forward 按钮继续。
 
在接下来的界面后，可以在Select a queue type处选择队列类型，在此保持默认设置，即本地连接。其下的/dev/lp0 是系统默认的，单击它即可，如图21-13所示。或使用Rescan devices按钮来重新扫描设备，或使用Custom devices 按钮来定制喜欢的队列类型。
 
完成之后单击Forward 按钮，接着弹出Printer model 界面，如图21-14所示。在此界面中，可以选择合适的型号，或单击Generic（click to select manufacturer）下拉列表来获取更具体的信息，选择之后单击Forward按钮继续。
 

 [image: figure_0340_0468]

 

  图21-10 单击New图标添加队列 

 

 [image: figure_0340_0469]

 

  图21-11 Add a new print queue界面 

 

 [image: figure_0340_0470]

 

  图21-12 新队列名及其描述 

 

 [image: figure_0340_0471]

 

  图21-13 新队列的类型 

 
接着弹出Finish, and create the new print queue 窗口，如图21-15所示。
 

 [image: figure_0340_0472]

 

  图21-14 打印机型号选择 

 

 [image: figure_0340_0473]

 

  图21-15 完成一个打印队列的添加 

 
单击Finish按钮之后，将弹出如图21-16所示的Question界面，若此时单击Yes按钮，在稍后将看到如图21-17所示的Information界面，如果确认批准，则单击Yes按钮。
 
之后将返回Printer Configuration 窗口，这时将看到多了名为printer的新队列，如图21-18所示。若刚才对print队列所做的配置不满意，此时可以单击工具栏中的Edit按钮来更改，单击Edit按钮之后将看到如图21-19所示的界面。
 

 [image: figure_0341_0474]

 

  图21-16 询问是否进行测试 

 

 [image: figure_0341_0475]

 

  图21-17 询问是否批准 

 

 [image: figure_0341_0476]

 

  图21-18 新添队列printer 

 

 [image: figure_0341_0477]

 

  图21-19 编辑打印队列 

 
在Edit a print queue界面上，可以单击不同的选项卡来重新对print队列进行重新配置。如，在Queue name 选项卡下可以对队列进行重命名，进行队列的描述等。
 
当添加一个打印队列之后，有可能出现如图21-20所示的不能进行共享打印的情况。若遇到这样的情况，则双击Shared列下的图标，之后弹出如图21-21所示界面，在Queue选项卡下勾选This queue is available to other computers复选框，然后单击右边的Edit 按钮进行编辑。
 

 [image: figure_0341_0478]

 

  图21-20 没有共享功能 

 

 [image: figure_0341_0479]

 

  图21-21 设置共享主机 

 
接着弹出Edit a Uowed-hosts-printer 界面，在此可以选择All hosts 选项或是做如图21-22所示设置，只允许介于指定的IP地址之间的主机打印。
 
完成之后，单击OK按钮。在Sharing properties-printer界面上，接着选择General选项卡，并勾选其下的第一个选项，如图21-23所示。单击OK按钮就可以完成设置。
 
当添加一个打印队列之后，不仅可以在Printer Configuration 窗口看到所新添加的打印队列。这时使用浏览器输入\\192.168.60.0，在通过身份验证之后登录Samba服务器时，将看到刚添加的名为printer的打印机，如图21-24所示。
 

 [image: figure_0342_0480]

 

  图21-22 设置网络地址 

 

 [image: figure_0342_0481]

 

  图21-23 General选项卡 
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  图21-24 Samba服务器下的printer打印机 

 

 
21.2.2 安装打印机驱动程序
 
在图21-24中的打印机默认下是不能打开的，因为还没给打印机安装驱动程序。这时若试图将打印机打开，则会弹出没有安装驱动的提示，如图21-25所示。
 
若需要使用此打印机进行工作，当看到此提示信息时，则单击“确定”按钮，之后将弹出如图21-26所示的界面，然后在“打印机”下拉列表中选择第一项，如图21-27所示。
 

 [image: figure_0342_0483]

 

  图21-25 找不到驱动程序的提示信息 

 

 [image: figure_0342_0484]

 

  图21-26 添加打印机向导 

 
当单击“确定”按钮之后，显示正在连接到远程主机，成功连接之后将弹出如图21-28所示的文件打印列表窗口。
 

 [image: figure_0343_0485]

 

  图21-27 选择打印机 

 

 [image: figure_0343_0486]

 

  图21-28 文件打印列表窗口 

 

 
21.2.3 Windows下的打印机
 
1．Windows下添加打印机
 
在如何Linux中添加一个打印机队列之后，接着介绍在Windows 下添加打印机。在Windows下添加CUPS共享打印机，可以选择通过Samba服务器添加，也可直接在本机上添加。
 
在安装Samba服务器后，其默认是启动打印机的，所以当我们使用IP地址进行远程登录时就看到一台打印机（Fax），在Windows系统上也可以找到。
 
下面直接在Windows上添加一台打印机，添加的步骤如下所示。
 
（1）依次单击“计算机”→“控制面板”→“硬件和声音”，然后找到“设备和打印机”选项，并在其下单击“添加打印机”选项，如图21-29所示。
 
（2）单击“添加打印机”选项之后，将弹出“添加打印机”界面，在此选择第二项，即“添加网络、无线或Bluetooth打印机”，如图21-30所示。
 

 [image: figure_0343_0487]

 

  图21-29 选择添加打印机 

 

 [image: figure_0343_0488]

 

  图21-30 选择添加的打印机类型 

 
（3）接着将弹出如图21-31所示的查找打印机界面，但并没有找到。在此界面上单击“我需要的打印机不再列表中”按钮继续。
 
（4）之后弹出如图21-32所示的界面，选择查找打印机的方式，在这里选择的是最后一项，即“使用TCP/IP地址或主机添加打印机”，然后单击“下一步”按钮。
 

 [image: figure_0344_0489]

 

  图21-31 查找打印机 

 

 [image: figure_0344_0490]

 

  图21-32 查找打印机的方式 

 
（5）单击“下一步”按钮之后，在弹出的界面中设置打印机主机名或IP地址，在“设备类型”处可以保持默认选项或选择TCP/IP设备；在“主机名或IP地址”处填入192.168.60.0；然后在“端口名称”处填入631，如图21-33所示。完成之后单击“下一步”按钮。
 
（6）接着是对TCP/IP端口的检查，如图21-34所示。
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  图21-33 设置IP地址和其他信息 

 

 [image: figure_0344_0492]

 

  图21-34 自动检查TCP/IP端口 

 
（7）当找不到指定的端口时，将看到如图21-35所示的提示界面，在此界面上保持默认设置，也可以选择“自定义”单选按钮，然后单击“下一步”按钮。
 
（8）在之后弹出的界面为刚才添加的打印机安装驱动程序，在此选择的是“打印机”选项下的第一个，如图21-36所示。
 
（9）接着选择驱动程序的版本，在此选择“使用当前已安装的驱动程序”单选按钮，即第一个选项，如图21-37所示。然后单击“下一步”按钮。
 
（10）如图21-38所示，为刚添加的打印机输入一个名字，如Print2，否则保持默认名称。
 
（11）接着设置是否将打印机作为共享打印机，以及作为共享打印机时所要做的设置。在此，将这台打印机设置为共享打印机，指定其名称为Print2，如图21-39所示。
 

 [image: figure_0345_0493]

 

  图21-35 添加额外信息 

 

 [image: figure_0345_0494]

 

  图21-36 选择安装驱动程序 

 

 [image: figure_0345_0495]

 

  图21-37 选择安装驱动程序的版本 
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  图21-38 输入打印机的名字 

 
（12）接着设置是否将这台打印机作为默认打印机，我们将其设置为默认打印机，如图21-40所示。完成之后单击“完成”按钮来结束添加打印机的工作。
 

 [image: figure_0345_0497]

 

  图21-39 配置共享打印机 

 

 [image: figure_0345_0498]

 

  图21-40 完成打印机添加工作 

 
2．查找Windows下的打印机
 
到此，我们已经完成在Windows操作系统上新添加一台打印机的工作。直到现在，我们只在登录Samba服务器时才看到共享打印机，以及在Linux操作系统上看到，而在Windows中都还没有看到任何打印机的图标。
 
要查看Windows下的打印机图标，可以使用步骤“计算机”→“控制面板”→“硬件和声音”→“设备和打印机”，这时就可以看到所添加的打印机。
 
不过，可以单击“开始”菜单，然后输入“打印机”之后按 Enter 键，系统就自动查找并弹出这些打印机的图标（在Windows 7 上），如图21-41所示。
 
从图21-41中，看到了之前配置的Print2打印机和Samba默认启动的共享打印机等，若想了解关于Print2的更多信息，可以单击它，之后将看到如图21-42所示的界面。
 

 [image: figure_0346_0499]

 

  图21-41 Windows 下的共享打印机 

 

 [image: figure_0346_0500]

 

  图21-42 Print2打印机的信息 

 
完成Print2的添加之后，使用IP地址远程登录Samba服务器也可以看到Print2打印机，如输入\\192.168.60.0然后按Enter键之后，将看到如图21-43所示的界面，这时将看到刚才添加的Print2 共享打印机。只不过试图将其打开时，会显示没有安装驱动程序的提示信息，给 Print2安装驱动程序即可。
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  图21-43 Samba上的Print2共享打印机 

 

 
21.3 配置通用打印系统
 

 
21.3.1 通用打印系统配置文件
 
对于CUPS的管理，可通过对其主配置文件进行管理，也可以使用浏览器进行管理。其中，CUPS的主配置文件位于/etc/cups目录下，其名为cups.conf，可通过其主配置文件来管理打印机系统。
 
在/etc/cups下有多个重要的配置文件，可以使用cd命令进入该目录并列出其中的内容，如下所示。
 
[root@rhl4 ～]# ll /etc/cups/
 
total 2860
 
drwx--x--x　2　root　sys　4096　Jul　19　07:19　certs
 
-rw-r-----　1　root　sys　2421　Nov　11　2004　classes.conf
 
-rw-r--r--　1　root　root　2333　Nov　11　2004　client.conf
 
-rw-r--r--　1　root　root　1215　Oct　8　2004　command.types
 
-rw-r-----　1　root　sys　22091　Jul　6　23:04　cupsd.conf
 
-rw-r--r--　1　root　root　21943　Jul　6　23:04　cupsd.conf.save
 
drwxr-xr-x　2　root　root　4096　Nov　11　2004　interfaces
 
-rw-r--r--　1　root　root　4587　Nov　11　2004　mime.convs
 
-rw-r--r--　1　root　root　5925　Nov　11　2004　mime.types
 
drwxr-xr-x　2　root　sys　4096　Nov　11　2004　ppd
 
-rw-r--r--　1　root　root　2772912 Jul　6　23:33　ppds.dat
 
-rw-r-----　1　root　sys　2742　Jul　6　23:04　printers.conf
 
-rw-r--r--　1　root　root　947　Nov　11　2004　pstoraster.convs
 
在默认情况下，只要启动CUPS服务就可以使用，在其主配置文件中主要是限制访问CUPS服务等设置。由于主配置文件中的内容非常多，在这里只介绍其主要的部分。
 
打开主配置文件后，在771行处可以看到如下内容，这些内容设定哪些程序对CUPS服务具有访问权限。默认情况下只允许本机程序进行访问。
 
<Location />
 
Order Deny,Allow
 
Deny From All
 
Allow From 127.0.0.1
 
</Location>
 
在840行处，可以看到设定限制本地访问。默认情况下只允许IP地址为127.0.0.1的主机访问，即本地主机。
 
Order Deny,Allow
 
Deny From All
 
Allow From 127.0.0.1
 
在最后两行处，设定运行本地进行访问以及所监听的IP地址和端口号，也就是监听本地主机的IP地址和端口号。
 
BrowseAllow from @LOCAL
 
Listen 127.0.0.1:631
 

 
21.3.2 打印机配置信息
 
到现在，已添加那么多的打印机，而关于这些打印机的信息都存放在/etc/cups 目录下的printers.conf文件中，这个文件主要记录每台打印机的名字、纸张大小等信息。如下是printers.conf文件的内容（省略了部分输出）。
 
[root@Scat ～]# cd /etc/cups　　　# 进入/etc/cups目录
 
[root@Scat cups]# cat printers.conf　# 列出该文件中的内容
 
# Printer configuration file for CUPS v1.1.22rc1
 
# Written by cupsd on Thu 06 Oct 2011 01:01:21 PM CST
 
<Printer 192.168.60.0\Print2:6>
 
Info \\192.168.60.0\Print2　　　　# 名为print2的打印机是在Windows上添加的
 
DeviceURI tpvmlp://192.168.60.0\Print2:6
 
State Idle　　　　　　　　# 打印机目前的状态
 
Accepting Yes　　　　　　　# 属于可用状态
 
JobSheets none none
 
QuotaPeriod 0
 
PageLimit 0　　　　　　　# 打印机所用的纸张大小，0表示不设限制，默认使用A4纸
 
KLimit 0
 
</Printer>　　　　　　　　# 此处表示对print2的描述结束
 
<Printer Print3>　　　　　　# print3是使用浏览器来添加的打印机
 
Info share_printer
 
Location 192.168.60.0
 
DeviceURI http:192.168.60.0:631/
 
State Idle
 
Accepting Yes
 
JobSheets none none
 
QuotaPeriod 0
 
PageLimit 0
 
KLimit 0
 
</Printer>
 
当然，也可以通过使用该文件来添加或将某台打印机删除，以及对某台打印机做相应的设置。
 

 
21.3.3 通过浏览器添加打印机
 
在默认情况下，CUPS服务允许使用浏览器进行管理。在启动CUPS服务后，在Linux系统下打开浏览器，并输入http://127.0.0.1:631（http://localhost:631也可以），按Enter键之后将看到如图21-44所示的界面（可能显示有所不同）。
 
若单击Administration按钮，则将弹出如图21-45所示的Prompt界面，此时输入root用户和密码就可以。
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  图21-44 CUPS主界面 

 

 [image: figure_0348_0503]

 

  图21-45 Prompt界面 

 
接下来在浏览器上完成添加打印机的操作，步骤如下。
 
（1）单击Printers按钮，之后弹出如图21-46所示的界面。
 
（2）在此界面上，单击其左边的Add Printer 按钮来进行添加打印机，之后将看到如图21-47所示的窗口，为打印机取名并输入描述信息等。
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  图21-46 添加打印机 
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  图21-47 输入打印机的基本信息 

 
（3）在Name处输入Print3，在Location处输入company_office，在Description处输入share_printer，然后单击Continue按钮，弹出的是认证信息，单击Continue按钮就可以看到如图21-48所示的选择打印机连接位置的界面。可以根据实际需求选择，这里选择第三项。
 
（4）接着输入IP地址和端口号，如图21-49所示，完成之后单击Continue按钮继续。
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  图21-48 打印机连接位置的选择 

 

 [image: figure_0349_0507]

 

  图21-49 输入IP地址和端口号 

 
（5）之后看到如图21-50所示界面，选择Make的类型，在此选择HP。单击Continue按钮继续。
 
（6）接着弹出如图21-51所示的界面，选择Model的类型，选择之后单击Continue按钮，之后将看到的是图21-52所示的完成添加打印机提示界面。
 
完成添加之后，在下次远程登录Samba共享打印机时，将看到一台名为share_printer打印机，不过，还没有安装驱动程序，在安装驱动程序之后就可以在Windows上看到它的图标。
 
到此，我们已经基本完成使用不同的方式来添加打印机，若想要在使用打印机时显得更加方便，可以右击某台打印机图标，从弹出的下拉菜单中选择“创建快捷方式”就可以将这个打印机的快捷图标发送到桌面上。
 

 [image: figure_0350_0508]

 

  图21-50 选择Make 

 

 [image: figure_0350_0509]

 

  图21-51 选择Model 
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  图21-52 完成添加打印机 

 
在Windows上添加一台打印机后，若不需要这台打印机，就将其删除，否则在下一次打开Word文档时，Word文档可能不能打开或者需要很长的时间才能打开。这有可能是因为这个Word文档被发送往打印机处并试图进行打印了。
 

 
21.3.4 Samba打印机配置
 
在默认情况下，Samba服务器上的共享打印机是自动启动的。如下是在Samba服务器的主配置文件smb.conf中关于打印机的配置信息。
 
# if you want to automatically load your printer list rather # 位于34 行
 
# than setting them up individually then you'll need this
 
printcap name = /etc/printcap　# 在CUPS的主配置文件中也有这行
 
load printers = yes
 
其中，printcap name这行指定打印机文件的位置，它是可以修改的。而load printers 这行设置是否将打印机设置为自动启动，yes表示自动启动。
 
第39行后面的几行设置使用哪种类型的打印机，内容如下所示。
 
# It should not be necessary to spell out the print system type unless
 
# yours is non-standard. Currently supported print systems include:
 
# bsd, sysv, plp, lprng, aix, hpux, qnx
 
; printing = cups
 
在默认情况下所使用的打印机是cups类型的打印机。printing后接的是打印机的类型，类型是可以更改的。从printing = cups行前的“；”号看出，Samba 服务器使用的是标准打印机，所以没有对打印机的类型进行设置。
 
以下是打印机的主配置区（213行），包括打印机类型、文件存放的位置及是否可浏览和是否可进行打印等配置信息。
 
# NOTE: If you have a BSD-style print system there is no need to
 
# specifically define each individual printer
 
[printers]
 
comment = All Printers
 
path = /var/spool/samba
 
browseable = no
 
# Set public = yes to allow user 'guest account' to print
 
printable = no
 

 
第22章 万维网服务器
 
本章主要内容
 
● 万维网服务器概述。
 
● 万维网服务器应用。
 
● 万维网服务器配置管理。
 
在目前的Internet上，提供的最主要的服务之一就是万维网（WWW）服务。随着网络技术的不断发展和普及，WWW起的作用也越来越大。而正是由于WWW的不断发展，使得Internet加快了其发展和普及的速度。
 

 
22.1 万维网服务器概述
 

 
22.1.1 万维网简介
 
在现代生活中，Internet已经成为我们生活中不可或缺的一部分，在Internet中，其最主要部分算是WWW服务器。
 
所谓的WWW，其全称为World Wide Web（万维网），也称Web。Web服务是通过Web服务器来提供的，其是由众多的网页和无数个网络站点组成的集合，并提供如文本、音像和图片等从多的信息资源。
 

 
22.1.2 万维网工作原理
 
其他的服务器一样，最早在1989年起源于欧洲的一个国际核能研究院的Web也采用客户端/服务器（C/S）工作模式。用户可在浏览器的地址栏中输入URL（Uniform Resource Locator，统一资源定位符）来访问Web页面。
 
超文本标记语言（HyperText Markup Language，HTML）实现了从一个Web 页面跳到另一个页面，而且可以使用语言来实现控制。在Web中除了有文本界面以外，还可以嵌入图片、声音和影像等各种媒体信息。
 
在用户端与Web服务器进行通信时，使用请求和响应的方式进行信息交流，流程如图22-1所示。
 

 [image: figure_0353_0511]

 

  图22-1 Web工作原理图 

 
当用户需要浏览某些信息时，将在客户端的浏览器的地址栏上输入URL地址，并通过80号端口连接到相应的服务器上。当Web服务器接收到这个请求后，将根据发送来的信息查找对应的信息，然后将这些信息根据请求的源地址反馈到发送请求的用户端。
 
而当另外的一个客户端如客户端2也需要类似于客户端1的信息时，同样也要重复刚才客户端1所做的连接过程，这样周而复始。在这样的情况下，有可能将降低访问的效率。
 

 
22.1.3 万维网服务器组件
 
在 Web 上，使用最为广泛的服务器软件是 Apache，它是一种采用模块化设计的开源服务器软件，且在众多主流的平台上能够高效稳定地运行。
 
Apache集成Perl语言和代理服务器模块，并且支持实时监视服务器状态和定制服务器日志，以及支持用户会话过程跟踪等众多功能。
 
在RHEL AS4 系统上安装Apache 服务器组件，或者使用命令行安装，或者使用RPM包进行安装。可以使用带有-q选项的rpm命令查看系统是否已安装了Apache服务器组件。
 
[root@Scat ～]# rpm-qa | grep httpd
 
httpd-manual-2.0.52-9.ent
 
system-config-httpd-1.3.1-1
 
httpd-2.0.52-9.ent
 
httpd-devel-2.0.52-9.ent
 
httpd-suexec-2.0.52-9.ent
 
若系统还没安装这些组件，则需要先安装。先插入第二张光盘并将其挂载到系统上，然后使用cd命令切换到/media/cdrom/RedHat/RPMS目录下，之后列出该目录下所需组件的详细信息。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll http*
 
-rw-r--r-- 29 root root 898688 Jan 6 2005 httpd-2.0.52-9.ent.i386.rpm
 
-rw-r--r-- 29 root root 1593393 Jan 6 2005 httpd-manual-2.0.52-9.ent.i386.rpm
 
-rw-r--r-- 29 root root 25758 Jan 6 2005 httpd-suexec-2.0.52-9.ent.i386.rpm
 
在得知所需安装的这些组件的详细信息之后，接着就可以使用rpm命令安装这些服务器组件了。
 
[root@Scat RPMS]# rpm-ivh httpd-2.0.52-9.ent.i386.rpm
 
[root@Scat RPMS]# rpm-ivh httpd-manual-2.0.52-9.ent.i386.rpm
 
[root@Scat RPMS]# rpm-ivh httpd-suexec-2.0.52-9.ent.i386.rpm
 
在安装以上的三个组件之后，接着使用ll命令列出system-config-httpd组件的详细信息，然后进行安装。
 
[root@Scat RPMS]# ll system-config-http*
 
-rw-r--r-- 149 root root 504841 Jan 6 2005 system-config-httpd-1.3.1-1.noarch.rp,
 
[root@Scat RPMS]# rpm-ivh system-config-httpd-1.3.1-1.noarch.rpm
 
在完成以上四个组件的安装工作之后，首先换上第四张光盘并将其挂载到系统上，接着使用cd命令切换到/media/cdrom/RedHat/RPMS目录中，然后列出该组件的详细信息，再安装该组件。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll httpd*
 
-rw-r--r-- 29 root root 145026 Jan 6 2005 httpd-devel-2.0.52-9.ent.i386.rpm
 
在得知httpd-devel组件的详细信息之后，接着进行安装。可使用rpm命令进行安装。
 
[root@Scat RPMS]# rpm-ivh httpd-devel-2.0.52-9.ent.i386.rpm
 
若不喜欢使用命令行来安装这些Web服务器组件，也可以使用Package Management界面来安装。
 
假设现在是在图形系统界面下，可在开启的终端上输入命令行system-config-packages命令来打开Package Management界面并进行软件包的安装工作，或者使用步骤Applications→System Settings→ Add/Remove Applications（如图22-2所示）来打开Package Management界面，如图22-3所示。
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  图22-2 打开Package Management界面的步骤 
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  图22-3 Package Management界面 

 
在打开Packages Management界面后，将滚动条往下拉到Servers选项区，并找到Web Server选项，如图22-4所示。勾选该项之后，单击其右边的Details链接并安装更多的软件，如图22-5所示。
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  图22-4 勾选Web Server软件包 
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  图22-5 Web Server软件包的详细信息 

 

 
22.1.4 万维网核心协议
 
在与用户进行数据传输的过程中，Web服务器（我们常说的网站）使用的协议是超文本传输协议（HyperText Transfer Protocol，HTTP）。当我们需要访问某个网站并与服务器进行连接时， HTTP就负责浏览器和服务器之间数据传输的规则标准。
 
HTTP是Web的应用层协议，其传输的是由HTML（超文本标记语言）所写的文件并使用请求/应答的工作方式，实现客户端程序和服务器程序间的报文通话。HTTP所使用的连接方式有：限制每次连接只允许一个请求，并在得到服务器端响应之后断开的无连接方式和处理事务无记忆能力的无状态方式，即在一次没有完成处理的事务在下一次再需要处理时要重新上传。
 
我们看如图22-6所示的HTTP通信工作模式。
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  图22-6 HTTP通信工作模式 

 
如图22-6所示，HTTP是基于客户端和服务器进行TCP/IP连接的请求与响应的工作方式，使用的80号端口。
 
HTTP的工作过程如下所示。
 
（1）客户端将申请一个套接字并将这个套接字约束在某个端口上，在成功约束之后（即成功连接）就相当于创建了虚拟目录，并使用此目录与外部通信。
 
（2）在与服务器进行连接之后，将开始向服务器中某个正在被监听的端口发送数据请求包，此时已完成了请求。
 
（3）当服务器接收到客户端发送来的请求之后，将对发送来的数据包进行检查并根据此包的要求对客户端进行响应。当客户端接收到服务器响应的信息之后，就对这些信息进行处理。
 
（4）在完成了数据的连接之后，当需要断开连接时就将套接字关闭来结束TCP/IP的连接会话。在请求得到服务器的响应之后，这些信息则下载到本机上。如，在打开浏览器之后，将看到浏览器的主页内容，但当将网络断开时，此页面上的内容还存在，若浏览器的主页关闭并在断网的情况下再次打开浏览器，就不会再看到浏览器主页的内容。
 
在建立连接并得到服务器的响应之后，这时已将服务器响应的信息下载到本机所创建的虚拟目录上，若将浏览器关闭，此虚拟目录也同时关闭。
 

 
22.2 万维网服务器应用
 

 
22.2.1 Apache组件概述
 
目前，在Web服务器上使用的软件非常多，但使用得最为广泛的软件之一是诞生于伊利诺伊大学香槟分校国家超级计算机应用中心（NCSA）的Apache软件。
 
Apache的全称为Apache HTTP Server，它是一种开放源代码且配置相对复杂的完全免费的软件，但其拥有可在不同的平台上运行和安全性较高的特点，而且还拥有在一次配置后可长时间使用的特点。
 
Apache是由Apache软件基金会维护和开发的。直到现在，Apache已拥有支持HTTP协议和HTTP认证的特点，并且通过使用mod_cgi模块来支持通用网关接口，以及支持安全的Socket和多进程。更主要的是，Apache可根据运行时在需要的情况下可进行模块的动态加载。
 
Apache的不足之处主要有只支持静态页面，而且使用以进程为基础的结构，这样会消耗更多的系统开销而不适合用于多处理器环境。
 

 
22.2.2 Apache服务进程
 
1．用命令启动Apache服务进程
 
在完成Web服务器组件Apache的安装之后，默认情况下Apache是处于停止状态的，可以使用如下命令来查看刚完成安装的Apache的运行状态。
 
[root@Scat ～]# service httpd status
 
httpd is stopped
 
从输出中看到，Apache所提供的httpd服务是处于停止状态的。接着使用如下命令行来启动Apache服务。
 
[root@Scat ～]# service httpd start
 
Starting httpd:　　　　　　　　　　[　OK　]
 
或者使用如下命令来重启Apache的httpd服务：
 
[root@Scat ～]# service httpd restart
 
Stopping httpd:　　　　　　　　　　[　OK　]
 
Starting httpd:　　　　　　　　　　[　OK　]
 
在启动 Apache 服务之后，为了避免下次使用时还需要启动的麻烦，可以在终端提示符后输入ntsysv命令启动Services界面，找到并使用空格键将httpd选中，然后使用Tab键跳到OK按钮上确认将httpd作为开机启动项，如图20-7所示。
 
[root@Scat～]#ntsysv
 
2．用图形窗口启动Apache服务进程
 
除了使用命令行的方式来启动 Apache 的 httpd 服务之外，也可以使用图形系统提供的 Service Configuration窗口来启动httpd服务。
 
若要打开Service Configuration窗口，可使用步骤Applications→System Settings→Server Settings→Service，如图22-8所示。
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  图20-7 Services 界面 
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  图22-8 打开Service Configuration窗口的步骤 

 
在成功打开Service Configuration 窗口之后，将看到如图22-9所示的界面。
 
打开 Service Configuration 窗口之后，将滚动条往下拉，在找到 httpd 选项之后将其启动，如图22-10所示。
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  图22-9 Service Configuration窗口 
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  图22-10 启动httpd 

 
若想在下次开机时自动启动httpd，则可以勾选httpd选项，然后单击工具栏中的Save图标，这样在下次开机时httpd就可以自动启动。
 

 
22.2.3 浏览器与服务器连接类型
 
当我们打开浏览器并与Web服务器建立TCP连接之后，就可以进行信息的交流。而在建立TCP连接时，有暂时性连接，也有永久性连接。
 
暂时性连接也称非永久性连接。当使用这种连接方式进行连接时，客户端上浏览器的请求得到服务器应答之后，用于数据传输的端口将关闭，若需要再与服务器进行数据传送，则再次将端口开启。
 
而永久性连接指的是在客户端与服务器建立连接之后就一直处于不中断状态，即用于通信的端口一直保持打开。在这种状态下，客户端与服务器之间使用此端口不断发送数据进行交流。
 
举个例子，在当我们进入QQ游戏进行斗地主时，我们就与服务器之间处于一种永久性的连接状态中，在这种状态下，双方通过开启的端口不断进行数据之间的发送。当我们打出一张牌时，就将这些数据发送到服务器端，服务器就将这张牌的整个界面发送过来显示；而当玩家打出一张牌时，服务器也将这些数据发送过来显示在我们面前。
 
这两种连接方式都有各自的优缺点。例如，在使用非永久性连接时，客户端不仅要为每个待请求的对象创建一个连接，而且在建立TCP连接时还需要一定的时间。若仅有少数请求进行TCP连接，时间还可以接受；若有数量非常大的TCP连接，所需的时间也相当长。
 

 
22.2.4 Apache测试页面
 
当启动httpd之后，此时就可以在客户端使用浏览器对Apache进行访问。不过，在访问Apache之前，还需要先检查httpd进程是否处于运行状态。可以使用ps命令来查看。
 
[root@Scat ～]# ps-eaf | grep httpd
 
root　4587　1　10　08:26 ?　　　00:00:00 /usr/sbin/httpd
 
apache　4590　4587　0　08:26 ?　　　00:00:00 /usr/sbin/httpd
 
apache　4591　4587　0　08:26 ?　　　00:00:00 /usr/sbin/httpd
 
apache　4592　4587　0　08:26 ?　　　00:00:00 /usr/sbin/httpd
 
apache　4593　4587　0　08:26 ?　　　00:00:00 /usr/sbin/httpd
 
apache　4594　4587　0　08:26 ?　　　00:00:00 /usr/sbin/httpd
 
apache　4595　4587　0　08:26 ?　　　00:00:00 /usr/sbin/httpd
 
apache　4596　4587　0　08:26 ?　　　00:00:00 /usr/sbin/httpd
 
apache　4597　4587　0　08:26 ?　　　00:00:00 /usr/sbin/httpd
 
root　4608　3651　0　08:26 pts/0　　00:00:00 grep httpd
 
在确认Apache已经启动之后，就可以对Apache进行访问。打开浏览器，然后输入IP地址，如http://192.168.60.0，按Enter键之后将看到如图20-11所示的Apache测试主页。当然，由于Apache使用的是80号端口，因此也可以使用http://192.168.60.0:80的方式来打开Apache的测试页面。
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  图22-11 Apache的测试主页 

 
若安装了Apache的帮助手册，可在浏览器地址栏中输入http://192.168.60.0/manual/来访问/manual目录以获得帮助，如图22-12所示。
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  图22-12 Apache帮助手册 

 
当然，也可以在RHEL AS4 系统下的图形界面上，使用其下的Firefox Web Browser 来打开Apache的测试主页，如图22-13所示。在RHEL AS4下，也可以使用http://localhost:80来访问Apache的测试主页。
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  图22-13 Apache测试的主页面 

 

 
22.2.5 Apache服务目录
 
1．访问Apache虚拟目录
 
在之前，我们已经通过其他的服务器来实现资源的共享。那么，如何使用 Apache 来将自己的共享信息共享出去呢？
 
要想使用Apache实现信息资源的共享，首先要找到Apache的根目录，然后再将自己所要共享的信息链接到Apache的根目录下。
 
Apache的根目录是/var/www/html。只要在Apache根目录下创建链接目录并赋予权限后，就可以通过浏览器来访问该目录下的内容。
 
例如，要共享/etc/samba目录，就需要为这个samba目录创建链接到Apache的根目录，并赋予相应的权限才可以访问它。现在共享这个目录，首先为samba目录创建链接到Apache的根目录。
 
[root@Scat ～]# ln-s /etc/samba /var/www/html
 
命令执行之后，可以使用cd命令切换到Apache的根目录（/var/www/html）下，并列出其下的内容。
 
[root@Scat ～]# cd /var/www/html ; ll
 
total 0
 
lrwxrwxrwx 1 root root 10 Oct 8 09:46 samba-> /etc/samba
 
结果显示，已成功将samba目录创建链接到Apache的根目录下，接着就可以打开浏览器并对samba目录进行访问。在浏览器的地址栏上输入http://192.168.60.0/samba，按Enter键之后将看到samba目录下的内容，如图22-14所示。
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  图22-14 /etc/samba目录下的信息 

 
在通过浏览器访问samba目录后，若想查看文件smbpasswd的内容，有可能看到如图22-15所示的内容，这是用于权限造成的。
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  图22-15 拒绝访问smbpasswd 

 
若想访问smbpasswd文件的内容，此时为该文件添加权限就可以访问。当使用ll命令列出该文件的详细信息时，会发现能访问该文件的只有root用户。若允许通过浏览器来访问该文件，则需要为该文件的非同组成员添加可读权限。
 
[root@Scat samba]# ll smbpasswd
 
-rw------- 1 root root 103 Oct 6 14:30 smbpasswd
 
[root@Scat samba]# chmod o+r smbpasswd　　# 为非同组成员添加可读权限
 
执行chmod命令之后，再次试图对smbpasswd文件进行访问时，就可以成功访问smbpasswd文件。
 
有时，在创建Apache的根目录下创建链接目录之后，当试图访问一个目录时就出现如图22-16所示的提示信息，这也是权限造成的，只要为此目录添加权限就可以访问。
 
2．Apache个人目录
 
有时候，我们需要一个专用的目录来发布自己的信息。这地就需要我们创建属于自己的一个目录。
 
不一定要将用于自己发布信息的目录创建在 Apache 的根目录下，若是在别的地方创建，则要将用于发布信息的目录链接到Apache的根目录下。下面在Apache的根目录下创建名为apau的个人目录。然后切换到apau目录下，并创建名为test的测试文件，并写入相应的内容。
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  图22-16 拒绝访问目录 

 
[root@Scat html]# mkdir apau　# 创建个人目录
 
[root@Scat html]# cd apau　# 切换到apau个人目录下
 
[root@Scat apau]# echo This is a test page ! > test　# 将内容写到test文件中
 
[root@Scat apau]# ll　　# 列出test文件的详细信息
 
total 4
 
-rw-r--r--　1　root　root　22　Oct　8　10:17　test
 
完成之后，打开浏览器并输入http://192.168.60.0/apau，按Enter键后将看到apau目录的信息，如图22-17所示。打开test文件，将看到如图22-18所示的内容。
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  图22-17 apau目录的信息 
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  图22-18 test文件的内容 

 
test 文件的字体有点小，不方便阅读。如果读者在网上打开页面时注意浏览器地址栏中的内容，可能会发现后缀名为“.html”的地址格式。而且在打开某个页面之后，会发现页面上的字体有大有小。要调整字体的大小，可以使用相关的代码来控制。
 
下面创建test2.html文件，并实现字体大小不同的输出。
 
在/var/www/html/apau目录下，使用vi后接test2.html来创建一个新的文件。接着进入插入模式，然后写入如下内容。
 
[root@Scat apau]# vi test2.html
 
<html>
 
<head>
 
<h1> Hello Apau ! </h1> # 是数字1 而非L 的小写
 
<h2> This is a new page! </h2>
 
</head>
 
</html>
 
完成之后保存文件并退出，然后打开浏览器并输入http://192.168.60.0/apau，按Enter键之后将看到多了名为test2.html的文件。当打开此文件时，将看到字体大小不同的页面，如图22-19所示。
 
其中,<h1>中的1定义字体的大小，而此行后的</h1>表示结束，即以“/”来表示该行结束。<head>也可以使用<body>来代替。
 
当在网上注册一个QQ号时，就出现一些框并要求输入相关信息，而且输入内容的长度也是有限制的。那么，如何实现在浏览器中显示这些框呢？
 
看图22-20所示的界面，接下来的任务是将此图20-20中的内容显示在浏览器上。
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  图22-19 test2.html的内容 
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  图22-20 在页面上显示的文字 

 
要显示这些文字，首先将系统的语言先换成中文。在图形界面下使用步骤 Applications→ System Settings→Language 打开Language Selection 窗口。然后在该窗口中选择中文简体，如图22-21所示。单击OK按钮，然后在弹出的如图22-22所示的Information界面中单击OK按钮。
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  图22-21 Language Selection窗口 
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  图22-22 Information界面 

 
在对系统进行注销之后，进入/var/www/htmlapau目录，然后创建一个名为test4.html的文件，然后写入如下所示的内容，完成后保存文件并退出即可。
 
为了操作方便，建议选择在图形界面下操作，在输入汉字时，使用Ctrl+空格组合键，若切换到输入字母，可再次按该组合键。
 
<html>
 
<head>
 
下面是几种属性不同的文字字段：
 
<form name="example" action="deal.asp" method="post">
 
<!--添加一个长度为15的文本框-->
 
姓名: <input type="text" name="username" size=15>
 
<br>
 
<!--添加一个长度为15,但字符最长为2的文本框-->
 
年龄:<input type="text" name="age" size=15 maxlegth=2>
 
<br>
 
<!--添加一个长度为15,但最多可输入30个字符,默认显示"http://"的文本框-->
 
个人主页:<input type="text" name="privateweb" size=15 maxlegth=30 value="http://">
 
</form>
 
</head>
 
</html>
 
完成之后保存文件并退出，接着使用浏览器打开该文件，将看到如图22-20所示的页面。
 
有时候我们会看到一些可以移动的字体，这样的效果也可以使用刚才的方法来实现。下面显示可移动的字体，并将这些字体设置成红色。代码如下：
 
<html>
 
<head>设置滚动文字</head>
 
<body>
 
<marquee>
 
<font face="隶书" color="#CC0000 " size=4>你好，欢迎光临梦幻小屋!这里有欢乐的歌声，有美好的景色！</font>
 
</marquee>
 
</body>
 
</html>
 
完成之后保存文件，然后使用浏览器打开此文件，将看到如图22-23所示的页面。如果再加上音乐，那也许会产生不错的感觉。
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  图22-23 动态显示字体 

 
其中，head用于定义标题（title），如<head> title_name </head>。而body用于定义内容部分。严格来说，以上对网页文字的显示不属于本章的内容，这属于个人目录的补充内容。
 
对网页制作感兴趣的读者可以自己深入学习。
 

 
22.3 万维网服务器配置管理
 
Web服务器的组件Apache软件在安装后，都采用默认设置来进行工作，所以在安装之后只要启动它就可以运行。
 
默认设置在很多情况下都不适合在实际环境下使用。因此，在安装 Apache 组件之后，需要对其默认设置做相应的更改，以便在不同的环境下使用。
 

 
22.3.1 Apache配置文件
 
在安装Apache软件之后，其主要的配置都存放在httpd.conf的配置文件中，该主配置文件位于/etc/httpd/conf目录下。
 
主配置文件提供目录访问控制、访问认证和授权、虚拟主机的配置等技术支持。Apache所提供的功能基本可以通过对该配置文件的修改来完成。在主配置文件中，其中的内容主要可分成全局配置、主服务器配置以及虚拟主机的配置这3个部分。
 
使用cd命令切换到/etc/httpd/conf 目录下之后就可以看到主配置文件，下面对主配置文件中的某些设置选项进行说明，这里只对其中的某些内容进行说明。
 
在第99行开始处，规定Apache在运行时，需要启动多少个子进程来处理客户端的请求。
 
<IfModule prefork.c>　　　# 若prefork模块已安装，则自动启用
 
StartServers　　8　　　# 起始时httpd进程数为8
 
MinSpareServers　5　　　# httpd在空闲时的最少子进程数为5
 
MaxSpareServers　20
 
ServerLimit　256　　　# 最多允许httpd的子进程数为256
 
MaxClients　　256　　　# 客户端连接数最多为256个
 
MaxRequestsPerChild　4000　　# 每个子进程在处理4000个请求后要关闭
 
</IfModule>　　　　　# 以“/”表示此段的结束
 
在第115行开始处，主要设置线程的数量。
 
<IfModule worker.c>
 
StartServers　　2　　# 主控制进程所生成的子进程数目
 
MaxClients　　150
 
MinSpareThreads　25　　　# 设置最小的线程总数
 
MaxSpareThreads　75
 
ThreadsPerChild　25　　　# 设置每个进程可以产生的线程数
 
MaxRequestsPerChild　0　　# 设置每个进程最多可处理的请求数量，0表示无限制
 
</IfModule>
 
在第275行开始处，设置根目录的访问权限。
 
<Directory />
 
Options FollowSymLinks　# 设置允许创建符号链接到根目录下，如之前
 
# 创建的/etc/samba目录链接到根目录下
 
AllowOverride None　　# 设置不允许将目录中的.htaccess文件覆盖
 
</Directory>
 
在第388行开始处，设置拒绝访问.ht开头的文件，以保证.htaccess文件不被客户端访问。
 
<Files ～ "^\.ht">
 
Order allow,deny
 
Deny from all
 
</Files>
 
其中，allow设定指定的客户端允许访问Apache；而deny则指定哪些客户端被拒绝访问Apache；Order 指定访问规则的先后顺序，其包括先允许访问后拒绝的规则，如：Order allow,deny，以及先拒绝访问后允许访问的规则，如：Order deny，allow。值得注意的是，allow和deny之间是不允许使用空格隔开的。
 
在第519行开始处，设置/var/www/icons的访问权限。
 
Alias /icons/ "/var/www/icons/"
 
<Directory "/var/www/icons">
 
Options Indexes MultiViews # 使用MultiViews 来定义所发送的网页的性质
 
AllowOverride None
 
Order allow,deny
 
Allow from all
 
</Directory>
 
在第550行，定义CGI目录的访问权限。
 
<Directory "/var/www/cgi-bin">
 
AllowOverride None
 
Options None
 
Order allow,deny
 
Allow from all
 
</Directory>
 
在第871行，设置网页错误的目录别名。
 
Alias /error/ "/var/www/error/"
 
<IfModule mod_negotiation.c>
 
<IfModule mod_include.c>
 
在第875行，定义/var/www/error目录的访问权限。
 
<Directory "/var/www/error">
 
AllowOverride None
 
Options IncludesNoExec
 
AddOutputFilter Includes html
 
AddHandler type-map var
 
Order allow,deny
 
Allow from all
 
LanguagePriority en es de fr
 
ForceLanguagePriority Prefer Fallback
 
</Directory>
 
以上内容只是主配置文件中较少的一部分，可以使用主配置文件中的设置来限制对 Apache目录的访问认证的设置等。
 

 
22.3.2 创建Apache用户
 
Apache的访问认证有基本（Basic）认证和摘要（Digest）认证这两种。虽然摘要认证比基本认证更安全，但多数浏览器只支持基本认证。进行访问认证设置时，常用到的选项如下所示。
 
● AtuhType：此参数用于指定认证的类型，如AtuhType Basic/Digest。
 
● AuthName：用于指定认证领域的名称，如AtuhName 受保护文件名。
 
● AuthUserFile：此参数用于指定认证领域名称的位置。
 
● Require：此参数拥有指定可对某个目录进行访问的用户，其包括指定一个或多个用户、指定一个或多个用户组和所有用户这三类。
 
在这里使用创建的apau目录作为例子，看如下的设置（最好不要留出多余的空格）。
 
<Directory "/var/www/html/apau">
 
AllowOverride None　　# 使用none来拒绝使用.htaccess文件
 
AuthType Basic　　　# 指定使用的认证方式
 
AuthName pasapau　　　# pasapau即为存放用户名和密码的文件
 
AuthUserFile /etc/httpd/passwd/pasapau # 指定密码文件的位置
 
Require valid-user　　# 指定将权限授予pasapau中的所有用户
 
</Directory>
 
以上设置将拒绝对 apau 目录进行匿名访问。将以上设置写入主配置文件之后，首先根据AuthUserFile 的设置来创建目录，然后切换到创建的目录下，接下来使用 htpasswd 命令创建pasapau，同时在该文件上创建用户和密码。
 
[root@Scat passwd]# htpasswd-c pasapau uapa　　# 创建pasapau文件并添加
 
# 名为uapa的用户
 
New password:　　　　　　　　　　# 在此处为uapa用户设置密码
 
Re-type new password:　　　　　　　　# 再次输入密码
 
Adding password for user uapa
 
这样就可以指定uapa用户对apau目录拥有访问权，但需要使用密码进行认证，并在认证通过后才允许访问。
 
当打开浏览器输入http://192.168.60.0./apau并按Enter键时，将弹出“Windows安全”窗口。在“Windows安全”窗口上输入刚创建的用户名和密码，如图22-24所示。成功之后将看到apau目录的信息，如图22-25所示。
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  图22-24 输入认证信息 
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  图22-25 apau目录的信息 

 
在默认情况下只允许进行认证三次，若三次都没有成功，则将看到如图22-26所示界面。
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  图22-26 认证失败提示界面 

 
注意，若使用此方法创建一个用户而且成功认证，但如果把该用户删除然后使用同样的方法来创建一个新的用户，并在重启http之后使用新的用户进行登录，就会出现拒绝登录的提示。
 

 
22.3.3 Apache虚拟主机
 
1．基于IP地址的虚拟主机
 
所谓的虚拟主机，指的是在一台物理主机上同时运行多个网站，而对于用户来说，基本感觉不到有多个网站同时在一台服务器上运行。Apache提供基于IP 地址的虚拟主机和基于主机名的虚拟主机，其最先支持的是基于IP地址的虚拟主机。
 
基于IP地址的虚拟主机，就是每个虚拟主机可拥有多个不同的IP地址，然后使用这些不同的IP地址来判断用户的请求并做出相应的应答。
 
接下来配置基于 IP 地址的虚拟主机。首先在/var/www 目录下创建 hosts 目录，然后使用 cd命令切换到该目录下，接着创建host1目录，之后再切换到该目录下。
 
[root@Scat ～]# cd /var/www
 
[root@Scat www]# mkdir hosts ; cd hosts
 
[root@Scat hosts]# mkdir host1 ;cd host1
 
进入host1目录后，使用vi创建index.html文件，然后写入相关的内容。
 
[root@Scat host1]# vi index.html
 
<html>
 
<head>
 
<h1> host1.com </h1>
 
</head>
 
</html>
 
完成之后，保存文件并退出。接着进入/etc/httpd/conf目录，并使用vi打开主配置文件。在主配置文件的末尾处将看到如下内容。
 
#<VirtualHost *:80>
 
#　ServerAdmin webmaster@dummy-host.example.com
 
#　DocumentRoot /www/docs/dummy-host.example.com
 
#　ServerName dummy-host.example.com
 
#　ErrorLog logs/dummy-host.example.com-error_log
 
#　CustomLog logs/dummy-host.example.com-access_log common
 
#</VirtualHost>
 
为了实现配置基于IP地址的虚拟主机，需要将此处的内容做相应的修改（建议保留源内容，即进行复制后修改）。修改后的内容如下。
 
<VirtualHost 192.168.50.60>　　　　# 指定虚拟主机IP地址
 
ServerAdmin root@Scat.com　　　　# 设置管理员邮箱地址
 
DocumentRoot /var/www/hosts/host1　　# 指定网络文件的根目录
 
ServerName host1.com　　　　　# 设置服务器名称
 
ErrorLog /var/www/logs1　　　　# 指定Apache运行错误的日志位置
 
</VirtualHost>
 
完成之后保存所做修改并退出，然后使用如下命令来重启httpd服务进程。
 
[root@Scat conf]# service httpd restart
 
Stopping httpd:　　　　　　　　　　[　OK　]
 
Starting httpd:　　　　　　　　　　[　OK　]
 
接下来配置IP地址，刚才设定的IP地址是192.168.50.60，需要将这个IP地址绑定在网卡上。进入/etc/sysconfig/network-scripts目录，然后使用cp命令复制ifcfg-eth0并重命名。
 
接着使用cd命令切换到/etc/sysconfig/network-scripts目录下，然后将IP地址绑定在网卡上。
 
[root@Scat host1]# cd /etc/sysconfig/network-scripts
 
[root@Scat network-scripts]# cp ifcfg-eth0 ifcfg-eth0:1
 
[root@Scat network-scripts]# vi ifcfg-eth0:1　# 打开并编辑ifcfg-eth0:1
 
DEVICE=eth0:1　　#将eth0改为eth0:1
 
ONBOOT=yes
 
BOOTPROTO=static
 
IPADDR=192.168.50.60　# 将原先的IP改为和主配置文件中设定的IP一样
 
NETMASK=255.255.255.0
 
GATEWAY=192.168.60.254
 
完成之后保存所做修改并退出，然后使用如下命令重启网卡：
 
[root@Scat network-scripts]# ifdown eth0
 
[root@Scat network-scripts]# ifup eth0
 
重启网卡之后，打开浏览器并在地址栏中输入http://192.168.50.60，然后按Enter键，之后就可以看到如图22-27所示的界面。
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  图22-27 基于IP地址的虚拟主机测试页面 

 
2．基于主机名的虚拟主机
 
主机名即我们常说的域名，而所谓的基于主机名的虚拟主机，即计算机根据用户输入的不同域名来提供不同的网站，使用这种域名进行访问需要DNS服务器支持，由DNS将每个不同的主机名映射到对应的目录。
 
以下是实现基于主机名的虚拟主机的配置过程：
 
使用cd命令进入/var/www/hosts目录，然后创建host2目录。
 
[root@Scat ～]# cd /var/www/hosts
 
[root@Scat hosts]# mkdir host2.com ; cd host2.com
 
接着使用vi创建index.html文件并写入相关的内容。
 
[root@Scat host2.com]# vi index.html
 
<html>
 
<body>
 
<h1> host2.com </h1>
 
<h2> 192.168.50.70 </h2>
 
</body>
 
</html>
 
完成之后，接着进入主配置文件所在的目录，然后打开主配置文件并在末尾加入如下内容：
 
[root@Scat host2.com]# cd /etc/httpd/conf
 
[root@Scat conf]# vi httpd.conf
 
<VirtualHost *:80>
 
ServerAdmin root@Scat.com
 
DocumentRoot /var/www/hosts/host2.com
 
ServerName host2.com
 
ErrorLog /var/www/logs2
 
</VirtualHost>
 
完成之后保存所做修改并退出，然后使用如下命令重启Apache：
 
[root@Scat conf]# service httpd restart
 
Stopping httpd:　　　　　　　　　　[　OK　]
 
Starting httpd:　　　　　　　　　　[　OK　]
 
重启httpd服务之后，接着使用刚才的方式在网卡上再绑定一个值为192.168.50.70的IP地址。之后进行网卡的重启操作。
 
完成之后使用vi打开该文件并在其中添加相应的内容。
 
[root@Scat ～]#vi /etc/hosts
 
192.160.50.70　　　host2.com
 
保存文件并退出之后，打开浏览器并在地址栏中输入http://host2.com，按Enter键之后将看到如图22-28所示的页面。
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  图22-28 基于主机名的虚拟主机测试页面 

 

 
22.3.4 Apache日志文件
 
通过对服务器日志文件的观察，可以了解服务器的活动情况、性能以及所出现的问题。在安装Apache 之后，其产生的日志文件包括访问日志（access_log）和错误日志（error_log）这两个日志文件，它们都位于/etc/httpd/logs目录下。
 
其中，访问日志记录服务器处理的请求，由 CustomLog 指令决定其文件名和位置，在httpd.conf的第494行可以找到相对应的信息。
 
而由ErrorLog指令决定文件名和位置的是错误日志文件，它是Apache最为重要的日志文件。关于ErrorLog指令，可以在httpd.conf中的第461行上找到相对应的信息并在第463行定义记录错误级别。
 
进入Apache的日志文件所在的目录并列出其中的信息后，可能发现以“.1”结尾的文件，这是自动备份文件，当日志文件达到一定的大小之后就自动运行备份。
 
以下是access_log日志文件的内容，格式如下：
 
192.168.60.1-- [09/Oct/2011:09:07:31+0800] “GET /icons/back.gif HTTP/1,1” 200 2
 
16 http://192.168.60.0/apau/ “Mozilla/4.0 (compatible MSIE 7.0; windows NT 5.1;
 
Trident/4.0; InfoPath.2; .NET CLR 2.0.50727; .NET CLR 3.0.04506.648; .NET C
 
LR 3.5.2022; .NET CLR 1.1.4322; .NET CLR 3.0.4506.2152; .NET CLR 3.5.30729;”
 
若使用远程连接，则首先记录客户端的IP地址；接着是访问者的标识符，若标识符是空的，则使用“—”来表示；标识符后是访问者的验证名字，若无验证名字则使用“—”来表示。
 
接着指定请求连接的日期和时间，+0800表示请求的HTTP代码；并指定版本类型和发送给客户端的字节数以及其他的操作，如记录曾对http://192.168.60.0/apau/进行访问的信息。图22-29是access_log日志文件的部分内容。
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  图22-29 access_log日志文件的部分内容 

 
错误日志文件中记录服务器启动以及运行过程中所出现的问题，在此日志文件中，除了可以查看所出现的错误外，还可以找到一些关于错误处理的提示信息。
 
图22-30所示的是error_log日志文件中的部分内容。
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  图22-30 error_log日志文件的部分内容 

 
在error_log日志文件中，首先记录发生错误的日期以及时间；而notice表示错误的级别；而如[client+IP 地址]这项记录引发错误的客户端IP 地址。而后记录这些错误信息，也包括提示性信息。
 
日志的错误的主要级别如下所示。
 
● emerg：表示系统不可用，级别为1。
 
● alert：表示需要立即引起注意，级别为2。
 
● crit：表示情况危急，级别为3。
 
● error：错误信息，级别为4。
 
● warn：警告性信息，级别为5。
 
除了以上的5个级别之外，引起的日志错误级别也包括级别6（notice）和info（一般信息）以及debug（运行正在调试的程序所输出的信息）等错误信息。
 

 
第23章 代理服务器
 
本章主要内容
 
● 代理服务器概述。
 
● 代理服务器配置。
 
● Sqoid 服务管理。
 
在用户计算机与互联网之间，存在称为代理的服务器，它主要负责计算机与互联网之间的沟通，且可以代替网内的用户计算机访问互联网。代理服务器的出现，不仅节省了大量的IP等资源，而且使得访问的效率更高。
 

 
23.1 代理服务器概述
 

 
23.1.1 代理服务器简介
 
对于我们来说，代理这个词我们并不陌生，特别是在上网时就会看到询问是否要启动代理进行连接的提示信息。
 
所谓的代理服务器（Proxy Server），是指可以代替计算机用户进行数据包和其他信息的转发以及将用户需要的信息传递给计算机用户端。这些信息包括网页、多媒体信息及电子邮件等。
 
代理服务器可分为标准代理服务器、透明代理服务器和反向代理服务器。它介于客户端和互联网之间，自身可以提供文件缓存、地址的过滤和复制、控制访问和登记等功能，并且可以充分利用自身有限的带宽来加速内部主机的访问速度，使得用户的请求能够在短时间内得到应答。客户端与代理服务器和互联网之间的关系如图23-1所示。
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  图23-1 客户端、代理服务器和互联网之间的关系 

 
代理服务器介于客户端和互联网之间，负责处理客户端发送来的请求，当在自身中的缓存找不到客户端需要的信息时对外网进行访问，然后将得到的信息进行备份后发送到请求的客户端。
 

 
23.1.2 代理服务器组件
 
代理服务器软件的种类很多，最为常用的是名为 squid 的软件，它是一款非常优秀的、开源的且可以在不同平台上工作的代理服务器软件。它不仅有效率高和功能强大的特点，还可以提供访问控制列表、用户认证以及日志和过滤的功能。而它所提供的控制和认证功能可以减少甚至阻止来自网络上的非法连接，确保客户端的安全。
 
在RHEL AS4 中自带squid 代理服务器软件，可以使用rpm命令来查看系统是否已安装了该服务器组件。
 
[root@Scat ～]# rpm-q squid
 
squid-2.5.STABLE6-3
 
也可以使用如下命令：
 
[root@Scat ～]# rpm-qa | grep squid
 
squid-2.5.STABLE6-3
 
若在命令执行之后，没有任何输出，说明系统还没安装此代理服务器软件。若要使用代理服务器，则需先安装代理服务器组件。要安装代理服务器组件，只须安装squid即可。如下是在RHEL AS4上安装squid的过程。
 
由于squid组件在第二张光盘上，因此应首先将该光盘插入光驱并挂载到系统下，然后使用cd命令切换到/media/cdrom/RedHat/RPMS目录下，再使用ll命令列出该代理服务器组件的详细信息。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll squi*
 
-rw-r--r-- 30 root root 1111918 Jan 6 2005 squid-2.5.STABLE6-3.i386.rpm
 
在得知squid组件的详细信息之后，接着进行安装，可使用rpm命令来安装。
 
[root@Scat RPMS]# rpm-ivh squid-2.5.STABLE6-3.i386.rpm
 
代理服务器组件只需要安装 squid 就可以使用。若不喜欢使用命令行来安装，则可以选择使用图形界面下的Package Management界面来安装。
 
若使用Package Management界面安装squid组件，在图形系统界面下，可使用步骤Applications→ System Settings→Add/Remove Applications 来打开，如图23-2所示，或者可在终端提示符后面输入命令行system-config-packages来打开该界面。之后将看到如图23-3所示的界面。
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  图23-2 打开Package Management界面的步骤 
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  图23-3 Package Management界面 

 
在打开Package Management界面之后，将右边的滚动条往下拉到Servers选项组上，然后找到Web Server 选项，如图23-4所示。接着单击其右边的Details 链接，在找到所需的squid之后将其安装，如图23-5所示。
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  图23-4 Web Server选项 
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  图23-5 squid组件 

 

 
23.1.3 squid功能作用
 
代理服务器组件 squid 采用一个主进程和多个辅进程来处理用户的请求，这不仅要拥有足够大的内存，而且磁盘的读写速度要足够快。其提供的主要功能如下。
 
● 加速用户对外网的访问速度。
 
● 阻止用户对外网不合适的访问并保护内部网络免受攻击。
 
● 对访问外网的用户进行登记，提供认证的功能。
 
● 加速对网络页面的访问并过滤敏感的信息。
 
除了以上功能外，squid也支持Web的HTTP协议和安全套接字层协议（SSL）以及文件传输协议（FTP）。同时也提供对外部网信息进行缓存、生成缓存中对象的索引并且支持用于发现缓存区、对HTTP数据进行管理的HTCP协议。
 

 
23.1.4 代理服务器的应用
 
（1）可以充当防火墙：代理服务器是介于用户计算机和互联网之间的内网服务器。因此，在用户计算机对外网进行访问并经过代理服务器时，代理服务器则将按事先设置的规则来限制某些用户计算机对外网的访问，并且将发送到客户端的数据先进行过滤，使得有害的信息被过滤掉而使得客户端得到的信息更安全。
 
（2）提高效率：代理服务器有自己的缓存，当某个用户因需要某种信息而对外网进行访问时，首先将数据包发送到代理服务器上，代理服务器则将检查自己的磁盘，若存在用户所需的信息，则直接将这些信息发送给用户，而不必进行远程访问。
 
（3）共享网络资源：当客户端访问互联网时，则需要IP地址进行连接；而当有大量的客户端与互联网进行连接时，则需要大量的IP地址。使用代理服务器后，只需要一个IP地址就可以实现大量用户对互联网的访问，用户可以使用某个端口进行外网的访问，也可以对缓存在代理服务器上的资源进行访问。
 
（4）提高安全性：当用户对外网进行访问时，代理服务器可以将用户的真实身份隐藏起来，特别是将用户的IP地址进行转换，使得内部的主机得到保护。
 

 
23.2 代理服务器配置
 

 
23.2.1 代理服务器工作原理
 
我们知道，代理服务器是介于用户计算机与互联网之间的服务器，它主要代理用户去完成用户想要完成的工作。
 
有了代理服务器，用户端的浏览器不再需要直接连接到互联网上，而是将数据包发送到代理服务器上，代理服务器就根据数据包中的信息进行工作，并在获取到数据包所需的信息之后，将这些获取来的信息发送给用户。如图23-6所示的是代理服务器的工作过程。
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  图23-6 代理服务器的工作流程 

 
代理服务器的工作过程如下。
 
（1）用户向代理服务器发送请求，要求对互联网上的某些资源进行访问。
 
（2）当代理服务器接到用户的数据请求后，它将创建一个子进程来负责与用户沟通，而自己则继续监听其他请求。而在子进程与客户端建立连接后，将检查数据包中的信息并在获得这些信息后与自身设置的规则进行对比，若不满足则拒绝或者需要用户提供认证信息。
 
（3）在确认满足规则后对自身的缓存文件进行核对，当找到用户所需的信息后把信息发送到请求的用户；
 
（4）若在自身缓存中没有找到用户所需的信息后，代理服务器将向互联网发送请求。
 
（5）当互联网接到代理服务器的数据包请求后，根据这些数据包中的信息进行检查，并在找到符合的信息后发往代理服务器。
 
（6）当代理服务器收到来自互联网的响应的数据信息时，先对这些信息进行过滤，然后复制一份保存在缓存中，之后将信息发往发送到请求的客户端，然后关闭相应的进程和端口结束工作。
 

 
23.2.2 squid缓冲目录
 
在完成安装代理服务器组件 squid 之后就可以启动，不过，在第一次启动代理服务器之前，建议先创建代理服务器的缓冲磁盘。
 
为了让 squid 能够在硬盘上缓存用户的访问互联网上的信息，在启动代理服务器之前，使用如下命令在磁盘上创建缓冲目录。
 
[root@Scat ～]# /usr/sbin/squid-z
 
2011/10/10 16:58:09| Creating Swap Directories
 
当命令执行之后，squid将在/var/spool/squid目录下创建目录的结构，这些目录结构根据主配置文件的相关规定来创建。如下是squid在指定的目录中创建的目录结构（缓存区）：
 
[root@Scat ～]# ll /var/spool/squid
 
total64
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　00
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　01
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　02
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　03
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　04
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　05
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　06
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　07
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　08
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　09
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　0A
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　0B
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　0C
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　0D
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　0E
 
drwxr-xr-x　258　squid　squid　4096　Oct　10　16:33　0F
 

 
23.2.3 squid服务进程
 
1．用命令启动squid服务进程
 
为squid创建缓存的目录结构之后，接着就可以启动squid服务进程。要启动squid服务，可以使用service命令。
 
[root@Scat ～]# service squid start
 
Starting squid: .　　　　　　　　　　[　OK　]
 
或者使用squid源代码命令来启动。
 
[root@Scat ～]# /etc/init.d/squid start
 
Starting squid: .　　　　　　　　　　[　OK　]
 
而当需要重新载入Squid的配置文件时，就可以使用如下命令来载入配置文件：
 
[root@Scat ～]# /etc/init.d/squid reload
 
或者使用如下命令来重新载入配置文件：
 
[root@Scat ～]# service squid reload
 
为了避免下次开机时再次启动squid的麻烦，可以使用ntsysv命令来设置squid为开机启动项。在执行ntsysv命令后，将看到如图23-7所示的Services界面。然后找到squid，之后使用空格键将其选上，然后使用Tab键跳到OK按钮上确认即可，如图23-8所示。
 
[root@Scat ～]# ntsysv
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  图23-7 Services 界面 
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  图23-8 squid选项 

 
2．用图形界面启动squid服务进程
 
若不喜欢在文本界面使用命令行来启动squid服务，就可以选择使用图形系统提供的Service Configuration窗口来启动。
 
要使用 Service Configuration 窗口，可使用步骤 Applications→System Settings→Server Settings→Services 来打开，如图23-9所示，并在Service Configuration 窗口上找到squid 服务选项，如图23-10所示。
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  图23-9 打开Service Configuration窗口的步骤 
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  图23-10 Service Configuration窗口 

 

 
23.2.4 启用squid代理服务
 
在完成squid的启动后，接着就可以使用代理服务器进行服务。不过在启用代理服务器之前，还需要对浏览器进行设置，也就是，将浏览器设置为连接到代理服务器上。
 
在RHEL AS4 的图形系统下，打开浏览器然后单击上菜单栏的Edit菜单，并在弹出的子菜单中选择单击Preferences，如图23-11所示。
 
单击Preferences选项之后，将弹出如图23-12所示的Preferences界面。然后在General选项卡的Connection 选项区中单击Connection Settings按钮。
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  图23-11 设置Preferences参数 
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  图23-12 Preferences 界面 

 
单击Connection Settings按钮之后，将弹出如图23-13所示的Connection Settings界面，我们看到，在默认情况下不使用代理服务器。
 
接着将浏览器设置成连接到代理服务器，使用代理服务器进行服务。选择Configure Proxies to Access the Internet选项区中的Manual proxy configuration 单选按钮。如果将全部的连接都设置为连接到代理服务器上，则勾选其下的Use the same proxy for all protocols复选框，然后在HTTP Proxy中输出IP地址和端口号，如IP地址192.168.60.0和端口号3128，如图23-14所示。
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  图23-13 Connection Settings 界面 
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  图23-14 输入IP地址和端口号 

 
设置完成之后，单击OK按钮确认并退出，然后在浏览器的地址栏上输入地址进行访问。如输入http://www.taobao.com，按Enter键之后就可以访问。不过，可能由于某些原因而被代理服务器拒绝，如图23-15所示。
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  图23-15 子网被拒绝的错误提示 

 

 
23.2.5 设置错误提示页面语言
 
在默认情况下，squid代理服务器组件向客户端返回的错误提示信息都是以英文的形式显示的，如图23-15所示。这样的显示界面对于我们来说并不那么友好，接着将提示信息改成中文的。
 
在安装squid代理服务器组件之后，它在/usr/share/squid/errors目录下存放返回客户端的各类错误信息语言，这些语言都分类存放在对应的目录下。使用cd命令切换到该目录下，然后列出其下的内容。
 
[root@Scat ～]# cd /usr/share/squid/errors
 
[root@Scat errors]# ll
 
total 224
 
drwxr–xr–x　2　root　root　4096　Oct　1　09:25　Bulgarian
 
drwxr–xr–x　2　root　root　4096　Oct　1　09:25　Catalan
 
drwxr–xr–x　2　root　root　4096　Oct　1　09:25　Czech
 
drwxr–xr–x　2　root　root　4096　Oct　1　09:25　Danish
 
drwxr–xr–x　2　root　root　4096　Oct　1　09:25　Dutch
 
drwxr–xr–x　2　root　root　4096　Oct　1　09:25　English
 
drwxr–xr–x　2　root　root　4096　Oct　1　09:25　Estonian
 
drwxr–xr–x　2　root　root　4096　Oct　1　09:25　Finnish
 
drwxr–xr–x　2　root　root　4096　Oct　1　09:25　French
 
……省略部分内容的输出……
 
在列出/usr/share/squid/errors 目录下的内容之后，将在列表的末尾处看到有两种中文语言目录，在这里使用Simplify_Chinese（简体中文）。
 
下面将返回错误提示的英文页面改成中文页面。首先使用 cd 命令切换到/etc/squid 目录下，然后使用ll命令列出该目录的内容。
 
[root@Scat errors]# cd /etc/squid ; ll
 
total 336
 
lrwxrwxrwx　1 root root 31 Oct　1 09:25 errors-> /usr/share/squid/errors/English
 
lrwxrwxrwx　1 root root　22　Oct　1 09:25 icons-> /usr/share/squid/icons
 
-rw-r--r--　1　root root　26104　Oct　19　2004　mib.txt
 
-rw-r--r--　1　root root　11651　Oct　19　2004　mime.conf
 
-rw-r--r--　1　root root　11651　Oct　19　2004　mime.conf.default
 
-rw-r--r--　1　root root　421　Oct　19　2004　msntauth.conf
 
-rw-r--r--　1　root root　421　Oct　19　2004　msntauth.conf.default
 
-rw-r----- 1 root squid 115004 Oct 19 2004 squid.conf
 
-rw-r--r-- 1 root root 115004 Oct 19 2004 squid.conf.default
 
之后我们发现，该目录下有一个链接文件叫 errors，这个目录就存放返回客户端的错误提示信息的语言种类。接着将此链接文件删除，然后为简体中文建立一个链接文件，即返回客户端的错误提示信息是以中文显示的。
 
[root@Scat squid]# rm-rf errors
 
[root@Scat squid]# ln-s /usr/share/squid/errors/Simplify_Chinese\　# 按Enter键
 
> /etc/squid/errors　# 输入完成后按Enter键
 
[root@Scat squid]# ll　# 列出该目录下的内容，以确保链接文件是否成功创建
 
total 332
 
lrwxrwxrwx　1 root　root　40　Oct　11 10:04　errors-> /usr/share/squid/errors/Simplify_Chinese
 
lrwxrwxrwx　1 root　root　22　Oct　1 0　9:25 icons-> /usr/share/squid/icons
 
-rw-r--r--　1　root　root　26104　Oct　19　2004　mib.txt
 
-rw-r--r--　1　root　root　11651　Oct　19　2004　mime.conf
 
-rw-r--r--　1　root　root　11651　Oct　19　2004　mime.conf.default
 
-rw-r--r--　1　root　root　421　Oct　19　2004　msntauth.conf
 
-rw-r--r--　1　root　root　421　Oct　19　2004　msntauth.conf.default
 
-rw-r-----　1　root　squid　115004　Oct　19　2004　squid.conf
 
-rw-r--r--　1　root　root　115004　Oct　19　2004　squid.conf.default
 
确认成功为简体中文创建链接文件之后，接着对squid服务进行重启。
 
[root@Scat squid]# service squid restart
 
Stopping squid: .　　　　　　　　　[　OK　]
 
Starting squid: .　　　　　　　　　　[　OK　]
 
当然，也可以使用/etc/init.d/squid reload 命令进行重启。重启完成之后，接着打开浏览器并在地址栏中输入地址，之后将看到返回的错误提示界面显示的是简体中文，如图23-16所示。
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  图23-16 简体中文提示页面 

 

 
23.2.6 在Windows下使用代理
 
要在Windows下使用代理服务器进行服务，可做如下设置。
 
（1）打开浏览器，然后单击浏览器菜单栏中的“工具”菜单，并选择其下拉菜单中的“Internet选项”，如图23-17所示。之后将弹出“Internet属性”对话框，如图23-18所示。
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  图23-17 Internet选项 

 

 [image: figure_0380_0558]

 

  图23-18 “Internet属性”对话框 

 
（2）在“Internet属性”对话框中选择“连接”选项卡，如图23-19所示。然后单击其下的“局域网设置”按钮，之后弹出如图23-20所示的“局域网（LAN）设置”界面。
 
（3）在“局域网（LAN）设置”界面中，勾选“为 LAN 使用代理服务器”复选框，然后输入IP地址和端口号，完成之后单击“确定”按钮即可，如图23-21所示。
 
（4）在不同的环境下的需求可能不同，可以根据实际的需求进行设置。在“局域网（LAN）设置”界面上，单击“高级”按钮，之后弹出“代理设置”对话框，在其中可以根据实际的需求进行设置，如图23-22所示。
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  图23-19 “连接”选项卡 
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  图23-20 “局域网（LAN）设置”界面 
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  图23-21 使用代理服务器 
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  图23-22 根据需求进行设置代理 

 

 
23.3 squid服务管理
 
在安装squid服务组件之后，其主配置文件在/etc/squid目录，名为squid.conf，该主配置文件非常大，但主要是一些描述性的信息。在实现对某些用户进行认证、限制在某段时间上网等都可以通过主配置文件的设置来实现。
 

 
23.3.1 控制列表选项
 
squid代理服务器的ACL元素是整个控制访问的基础，其主要对一些网络资源或者对象进行控制，而对ACL命名对象进行控制的是http_access。可通过这两个选项来控制和保证squid下的资源不被非法访问或者按规定的时间访问。
 
有时候，我们可以使用一个ACL来对多个值进行列举，而多个ACL也可以使用同一个名字。ACL选项的格式是以acl开始，然后是列表的名称，以及列表的类型和值，值允许有多个，如下所示。
 
acl 列表名称 列表类型 [-i ] 列表值 …
 
● 列表名称：控制列表的名称可以自由设置，但任何两个控制列表都不能使用相同的名称，控制列表名称主要用于区分访问控制列表。
 
● 列表类型：列表的类型可有IP 地址、主机名、用户名/密码和MAC 地址，squid 可以通过这些类型进行访问的控制。
 
●-i：使用此选项可以使得squid 忽略大小写。
 
● 列表值：列表值可存在有多个，但会因类型的不同而不同。
 
在主配置文件的第18000行处，有关于acl设置的内容。
 
acl all src 0.0.0.0/0.0.0.0
 
acl manager proto cache_object
 
acl localhost src 127.0.0.1/255.255.255.255
 
acl to_localhost dst 127.0.0.0/8
 
acl SSL_ports port 443 563
 
acl Safe_ports port 80　　# http
 
acl Safe_ports port 21　　# ftp
 
acl Safe_ports port 443 563　# https, snews
 
acl Safe_ports port 70　　# gopher
 
acl Safe_ports port 210　　# wais
 
acl Safe_ports port 1025-65535　# unregistered ports
 
acl Safe_ports port 280　　# http-mgmt
 
acl Safe_ports port 488　　# gss-http
 
acl Safe_ports port 591　　# filemaker
 
acl Safe_ports port 777　　# multiling http
 
acl CONNECT method CONNECT
 
ACL 的控制语法的这些行都是以 acl 开始，后接所要控制的列表名称、类型和值。有的 acl控制行中也出现了多个值的情况。
 
我们看到，acl语法也支持指定IP地址，在指定IP地址时，除了使用src之外，还有dst和myip等，如表23-1所示。
 

  表23-1 ACL选项类型说明 
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23.3.2 控制用户访问设置
 
通过控制列表的使用，可以实现代理服务器是否响应某个请求、控制在某段时间内使用代理服务器进行上网，以及在使用代理服务器进行上网时禁止下载某些类型的文件，如音乐、电影等，或者限制用户访问某台主机等。
 
（1）使用如下设置来屏蔽IP地址为192.168.60.30的用户的请求。
 
acl　　　table_name　src　　192.168.60.10
 
httpd_access　deny　　table_name
 
（2）以下设置实现在8:40～12:30这段工作时间段内拒绝响应192.168.60.30/24子网的请求。
 
acl　　　table_name　src　　192.168.50.30/24
 
acl　　　worktime　time　　8:40～12:30
 
httpd_access　deny　　table_name　worktime
 
（3）使用如下设置来实现禁止用户从客户端下载某些格式文件的请求。
 
acl　　　file_name　urlpath_regex　-i　\.exe$　\.mp3$　\.rar$　\.avi$
 
httpd_access　deny　　file_name
 
（4）如下设置实现用户通过客户端访问域名为www.taobao.com的主机。
 
acl　　　hosts_name　dstdomin　　www.taobao.com
 
httpd_access　deny　　hosts_name
 
设定限制之后，当用户使用客户端请求连接到被squid拒绝的连接时，就使用deny_info选项设置的信息返回用户界面。
 
主配置文件中的http_access选项主要用于控制用户的HTTP请求。可以使用该选项来控制从客户端发送http请求来访问http列表。
 
要使用http_access选项使IP地址为192.168.60.10的用户使用代理服务器访问互联网，可以在主配置文件中做如下设置：
 
acl testacl src 192.168.60.10
 
httpd_access deny testacl
 
如果需要在某段时间内拒绝和允许某些用户使用代理，也可以使用http_access选项来实现。
 
acl　　localhosts1　src　　　192.168.60.20
 
acl　　localhosts2　src　　　192.168.60.21
 
time　　hoststime1　time　　8:40～12:30
 
time　　hoststime2　time　　14:20～19:30
 
http_access　allow　　localhosts1　hoststime1
 
http_access　allow　　localhosts2　hoststime2
 
以上都是使用源IP地址来实现控制，其中，localhosts1只能在8:40～12:30这段时间可以使用代理服务器连接到互联网上，在其他的时间段都拒绝使用代理。而 localhosts2 除了可以在14:20～19:30时间段内使用代理服务器以外，其他的时间段都不能使用。如果在http_access这行的最后没有设置时间或其他的值，则表示对此客户端使用代理不进行限制，即可以不限时上网。
 

 
23.3.3 用户认证设置
 
在默认情况下，不仅可以自由使用 squid 服务进行自由上网，而且它不带任何认证程序。若要实现对用户的身份进行认证，一般都通过外部程序任何来实现。这些可以帮助 squid 实现认证的程序主要有SMB认证程序、LDAP认证程序和NCSA认证程序等。
 
其中，NCSA认证程序是最常用于帮助Squid实现进行用户认证的程序之一。对于squid来说， NCSA 认证程序是一个外部程序，它位于/lib/lib/squid 目录下，可以使用如下命令来查看关于ncsa_auth的相关信息：
 
[root@Scat ～]# ll /usr/lib/squid/ncsa_auth
 
-rwxr-xr-x 1 root root 10144 Oct 19 2004 /usr/lib/squid/ncsa_auth
 
我们可以通过使用NCSA认证程序来实现对通过squid服务进行上网的用户进行认证。
 
auth_param basic program /usr/lib/squid/ncsa_auth /etc/squid/pasquid
 
auth_param basic children 8
 
auth_param basic credentialssttl 3 hours
 
auth_param basic realm “Input username&passwork”
 
acl users proxy_auth REQUIRED
 
http_access allow users
 
这里使用的是Basic认证方式，使用的认证程序是ncsa_auth，但要给出该认证程序的路径以及需要使用它来认证的密码文件的位置，位置为/etc/squid/pasquid。
 
接着定义在进行认证是所使用的进程数，进程数可以自选，这里定义 8 个。接着使用auth_param basic credentialssttl 来对已经过认证的用户可以连续使用squid 服务的有效时间进行设置，即在3个小时后squid将拒绝为该用户提供服务。
 
auth_param basic realm定义认证窗口中的提示信息，若提示信息之间由空格分开，建议使用双引号将它们括起来。
 
而最后两行定义用户只有经过认证才可以使用 squid 服务进行上网。其中，ACL 定义 users列表名称，使用的列表类型是proxy_auth，通过外部程序来实现认证，而REQUIRED即为列表值。然后通过使用http_access选项来允许users列表。
 
完成之后，回到终端提示符，然后使用Apache的口令管理程序工具htpasswd来为squid服务配置用户，如下创建一个usqu用户：
 
[root@Scat squid]# htpasswd-c pasquid usqu # pasquid 为密码文件
 
New password:
 
Re-type new password:
 
Adding password for user usqu
 
若还需要创建Squid用户，则将选项-c去掉就可以了，如下命令创建usqu1用户：
 
[root@Scat squid]# htpasswd pasquid usqu1
 
New password:
 
Re-type new password:
 
Adding password for user usqu1
 
[root@Scat squid]# cat pasquid# 列出pasquid 文件中的信息
 
usqu:EcpSBZXuuFFcg
 
usqu1:uUmZA3czInMbE
 
完成之后对squid进行重启，当用户需要上网时，要使用squid对用户进行认证，否则squid代理服务器将拒绝提供服务。
 

 
23.3.4 日志文件管理
 
代理服务器组件 squid 拥有非常完善的日志文件系统，对日志文件进行查看可以了解代理服务器的运行情况以及用户上网时对网络流量的需求情况，及时发现问题并对服务器进行管理。
 
在安装squid之后，它将在/var/log/squid目录下存放日志文件，其中包括access_log、cache.log和store.log三种类型的日志文件，可以使用cd命令进入该目录，并查看该目录下的内容。
 
[root@Scat squid]# cd /var/log/squid
 
[root@Scat squid]# ll
 
total 148
 
-rw-r--r--　1　squid　squid　14523　Oct　12　08:37　access.log
 
-rw-r--r--　1　squid　squid　164　Oct　11　08:40　access.log.1.gz
 
-rw-r--r--　1　squid　squid　89804　Oct　12　11:00　cache.log
 
-rw-r--r--　1　squid　squid　2015　Oct　11　08:40　cache.log.1.gz
 
-rw-r--r--　1　root　root　4022　Oct　12　10:03　squid.out
 
-rw-r--r--　1　squid　squid　21000　Oct　12　08:37　store.log
 
-rw-r--r--　1　squid　squid　256　Oct　11　08:40　store.log.1.gz
 
从列出的信息可以看到，有三种类型的日志文件，而以.gz格式结尾的是该类型的日志文件大到一定的程度之后自动打包备份的。
 
1．access_log日志文件
 
squid服务的最为重要的日志文件为access_log日志文件，它分为原始日志文件和普通日志文件。默认情况下使用原始日志文件，主要负责记录包括客户端使用代理服务器的时间、客户端的IP地址、所访问的站点等相关的信息，以下是该日志文件中的节选内容：
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Access_log中的每行记录都包括10部分，如下是其中一行记录及其格式：
 
1318322312.687 912 192.168.60.0 TCP_DENIED/403 1388 GET http://www.taobao.com/-NONE/-text/html
 
time eclapsed remotehost code/status bytes method URL rfc931 peerstatus/peerhost type
 
其中：1318322312.687表示时间，是客户端访问的时间，从1970/0101开始算起，以毫秒计时。
 
第二项，即912，它表示用户发出请求所花的时间，以毫秒计算。
 
192.168.60.0：表示发出请求的客户端的IP地址。
 
而TCP_DENIED/403则表示客户端请求的类型和返回的代码。
 
1388用于表示客户端发送请求时数据包的大小，以字节为单位。
 
GET表示客户请求的方法，有GET和POST两类。
 
http://www.taobao.com/表示用户请求访问的URL。
 
接着表示是否包含用户认证信息，若无则用“—”来表示。
 
NONE/- ：表示缓冲级别和目的IP。
 
最后一项text/html表示要请求访问的内容类型。
 
2．cache.log日志文件
 
cache.log日志文件记录的内容是与squid服务进程相关的信息，如包括进程启动信息、错误的信息等。如下是该日志文件中的节选内容：
 
2011/10/11 10:05:18| Waiting 30 seconds for active connections to finish
 
2011/10/11 10:05:18| FD 10 Closing HTTP connection
 
2011/10/11 10:05:19| Shutting down...
 
2011/10/11 10:05:19| FD 11 Closing ICP connection
 
2011/10/11 10:05:19| Closing unlinkd pipe on FD 9
 
2011/10/11 10:05:19| storeDirWriteCleanLogs: Starting...
 
2011/10/11 10:05:19|　Finished.　Wrote 0 entries.
 
2011/10/11 10:05:19|　Took 0.0 seconds (　0.0 entries/sec).
 
CPU Usage: 0.217 seconds = 0.040 user+0.177 sys
 
Maximum Resident Size: 0 KB
 
Page faults with physical i/o: 0
 
Memory usage for squid via mallinfo():
 
total space in arena:　2112 KB
 
Ordinary blocks:　　　2028 KB　　5 blks
 
Small blocks:　　　　0 KB　　6 blks
 
Holding blocks:　　　200 KB　　1 blks
 
Free Small blocks:　　　0 KB
 
Free Ordinary blocks:　　83 KB
 
Total in use:　　　2228 KB　105%
 
Total free:　　　　84 KB　4%
 
2011/10/11 10:05:19| Squid Cache (Version 2.5.STABLE6): Exiting normally.
 
对于该日志文件所记录的信息的详细程度，可以使用debug_options选项来实现所记录的内容的详细程度。
 
3．store.log日志文件
 
保存在缓存中的一些与对象相关的信息将被store.log日志文件记录，这些信息包括对象的大小、存储时间等，如下是该日志文件的节选内容。
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23.3.5 日志分析软件
 
能够对 squid 服务的日志文件进行分析的软件不少，而且很多都是免费使用的。这里主要介绍的是名为webalizer的日志及流量分析软件，它是一款高效、免费的Web服务器日志分享软件，所以在安装后，其主配置文件默认为httpd服务。
 
使用如下命令检查系统是否安装了此软件。若系统还没安装此组件，则需要先进行安装：
 
[root@Scat ～]# rpm-q webalizer
 
webalizer-2.01_10-25
 
安装完成之后，接着对其主配置文件中的某些内容进行修改，使得其可以对 squid 的日志文件及流量进行分析，做法如下：
 
该软件的主配置文件为/etc/webalizer.conf，使用vi打开主配置文件。
 
[root@Scat ～]# vi /etc/webalizer.conf
 
打开主配置文件之后，在该主配置文件中的第28行处找到如下所示的行1，然后改为行2所示的内容：
 
LogFile　/var/log/httpd/access_log　# 源行
 
LogFile　　/var/log/squid/access.log　# 更改过后的内容
 
接着在第37行处找到如下行，在默认情况下，此行没有使用，所以将其前面的#号去掉。
 
#LogType clf　# 源行
 
LogType squid　# 更改后的行
 
然后在第43行处找到如下行，并做相关的修改。
 
OutputDir　/var/www/html/usages　# 原先的内容
 
OutputDir　/var/www/html/squid　# 改后的内容
 
完成之后保存所做修改并退出，然后使用如下命令来实现使webalizer软件自动运行分析。
 
使用带有-e选项的crontab命令来开启一个新的任务，使得webalizer每天能都在某个时间段生成日流量的统计分析表：
 
[root@Scat ～]# crontab-e
 
在新开启的窗口中输入以下内容，然后保存所做修改并退出：
 
15 0 * * * /usr/bin/webalizer-c /etc/webalizer.conf
 
设置在每天的 15 点进行一次流量分析并生成报告。若需要查看所生成的报告，则先要启动Apache，接着再启动webalizer。
 
[root@Scat ～]# service httpd start
 
Starting httpd:　　　　　　　　　　[　OK　]
 
[root@Scat ～]# /usr/bin/webalizer-c /etc/webalizer.conf　# 启动webalizer
 
完成之后，每天的15点webalizer都进行一次日志和流量分析，可以使用浏览器来查看所生成的报告，如输入http://192.168.60.0/squid，之后就可以看到所生成的分析报告。
 

 
第24章 电子邮件服务器
 
本章主要内容
 
● 电子邮件服务器概述。
 
● 电子邮件服务器应用。
 
● 电子邮件服务管理。
 
在当今的社会生活中，在互联网上使用最为广泛的联络服务算是电子邮件，电子邮件的出现使得人们之间信息的交流更加地快捷。只要通过互联网就可以实现电子邮件的发送、接收和存储等处理并且在很短的时间内就可以传送到世界的每个角落。
 

 
24.1 电子邮件服务概述
 
目前，电子邮件已成为互联网用户不可缺少的工具，由于电子邮件的广泛使用，使得电子邮件服务器成了互联网上使用最为广泛的服务器之一。
 

 
24.1.1 电子邮件服务流程
 
电子邮件（Electronic Mail，E-Mail）又称电子邮箱，它使用一种非交互式的通信方式，使得信息的交流和数据的传输速度有所加快。除了可对文本邮件进行传输之外，E-Mail还可以对图片、媒体等各类信息进行传输。E-Mail工作的流程如图24-1所示。
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  图24-1 电子邮件的传送流程 

 
每个E-mail系统模型基本可以由邮件用户代理（MUA）、邮件传输代理（MTA）和邮件投递代理（MDA）三个部分组成。要使得这些部分之间可以沟通，需要相关的协议来完成，与电子邮件系统相关的协议主要有POP3、IMAP和SMTP等。
 
1．邮件用户代理
 
邮件用户代理（Mail User Agent，MUA）是一个应用程序，主要负责帮助邮件服务器接收和发送电子邮件，如协助编辑邮件、获取邮件和发送邮件。最为常见的 MUA 算是微软的 Outlook客户端邮件代理。
 
2．邮件传送代理
 
邮件传递代理（Mail Transfer Agent，MTA）是一种可以接收和发送邮件的服务器软件。该邮件服务器软件可根据MUA传送过来的邮件中的信息来决定其需要做的下一步工作，邮件上的地址若是本地的，则直接交给本地的MDA进行投递；而若是网络上的用户，则会将地址经过适当的改写后通过网络投递到远端的MDA上。
 
3．邮件投递代理
 
邮件投递代理（Mail Delivery Agent，MDA）是一种负责将邮件投递到本地对应的邮箱上的服务程序。而所投递到邮箱中的信息的类型可以是普通的目录，也可以是专用的数据库，但都要对邮件进行保存直到用户读取。
 

 
24.1.2 邮件传递协议
 
在发送邮件和接收邮件的整个过程中，最为常用的协议是SMTP和POP，POP的版本有多种，现在主要使用的是POP3版本。
 
1．SMTP
 
SMTP 的全称为Simple Mail Transfer Protocol（简单邮件传输协议），它是一组建立在应用层之上并用于由源地址到目的地址传递邮件的规则。SMTP采用请求/应答的工作模式，属于TCP/IP协议簇，默认使用25号端口进行传递。
 
SMTP 拥有可靠、高效并且可以使用连续的方式进行邮件的传递特点，该协议提供如下命令来测试协议工作是否正常。
 
● HELO<domain>：客户端向服务器发送身份标识。
 
● MAIL FROM ：用于标识邮件发送者身份，格式如MAIL FROM <发件者地址>。
 
● RCPT TO：用于标识各个邮件接收者的地址，格式如RCPT TO<收件者地址>。
 
● RSET：取消当前的会话并进行重置。
 
● DATA：以DATA 为标志后的是邮件的正文内容。
 
● HELP：返回包括服务器命令的信息。
 
● NOOP：协助命令和应答的同步。
 
● QUIT：停止传送并关闭TCP 连接。
 
2．POP3
 
POP3 的全称为 Post Office Protocol 3（邮局协议版本 3），采用客户端/服务器的工作模式，其是建立在TCP/IP的应用层上的协议，主要负责帮助客户端连接到Internet邮箱并下载邮件。
 
POP3是一种互联网电子离线协议的标准，默认使用TCP的110号端口。POP3可按照允许事务处理阶段、事务处理阶段和事务更新阶段这三个阶段来处理邮件。
 

 
24.1.3 Postfix服务器组件
 
1．用命令安装Posfix服务器组件
 
目前在Linux系统下的邮件服务器组件不少，而且是开源的。在Linux下，现在使用得较为广泛的E-Mail组件有Sendmail、Postfix以及Qmail等。
 
其中，Postfix采用一种基于半驻留、互操作进程的体系结构，具有高效、可靠、灵活和易用并且兼容Sendmail的特点。它是由IBM资助而开发出来的自由软件，主要目的是为弥补Sendmail的不足。
 
在RHEL AS4中都带有sendmail、postfix等邮件服务器组件，此次选择安装的E-Mail服务器组件是Postfix。先使用如下命令来查看系统是否已安装了该组件，并在未安装的情况下进行安装。
 
[root@Scat ～]# rpm-q postfix
 
postfix-2.1.5-2.3.RHEL4.1
 
若系统还没安装，则需要先安装。不过，建议在安装 Postfix 之前，检查系统是否已安装了Sendmail并在发现系统已安装Sendmail服务器组件之后则需将其卸载。
 
[root@Scat ～]# rpm-qa sendmail
 
执行以上命令后，若发现输出 Sendmail 已安装的信息，则先将查看 Sendmail 是否已启动，并在已启动的情况下停止它，然后再卸载（不卸载也可以）。
 
[root@Scat ～]# service sendmail status　# 查看sendmail的状态
 
[root@Scat ～]# service sendmail stop　　# 停止sendmail服务
 
[root@Scat ～]# rpm-e sendmail　　　# 卸载sendmail组件
 
若使用只带有-e 选项的 rpm 命令不能将其卸载，则可以使用如下 rpm 命令来进行强行卸载。
 
[root@Scat ～]# rpm-e–nodeps sendmail
 
完成卸载之后，接着安装Postfix 邮件服务器组件。在RHEL AS4 中插入第三张光盘并将其挂载到系统下，接着使用cd命令切换到/media/cdrom/RedHat/RPMS目录下，然后使用ll命令列出Postfix组件的详细信息。
 
[root@Scat RPMS]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll postfix*
 
-rw-r--r-- 29 root root 2872085 Jan 6 2005 postfix-2.1.5-2.3.RHEL4.1.I386.rpm
 
-rw-r--r-- 29 root root 46313 Jan 6 2005 postfix-pflogsumm-2.1.5-2.3.RHEL4.1.I386.rpm
 
列出来的组件有两个，不过只须安装第一个组件，即postfix-2.1.5-2.3.RHEL4.1.i38组件。接着使用如下命令来安装Postfix组件：
 
[root@Scat RPMS]# rpm-ivh postfix-2.1.5-2.3.RHEL4.1.i386.rpm
 
安装完成之后，为了确认是否已经成功安装了Postfix邮件服务器组件，可以再使用rpm命令来查看刚才是否已成功为系统安装了邮件服务器组件。
 
[root@Scat ～]# rpm-q postfix
 
postfix-2.1.5-2.3.RHEL4.1
 
到此为止，已完成了安装邮件服务器组件Postfix，在完成安装工作之后，接着就可以启动并使用Postfix服务。
 
若在系统中安装有多个邮件服务组件，且想根据自己的爱好选择使用不同类型的邮件服务器组件进行邮件发收的工作，也许就需要一款工具来管理这些邮件服务器组件。在RHEL AS4 下由system-switch-mail组件来管理这些服务器组件，就像当喜欢使用Sendmail时就可以使用此工具来切换到Sendmail服务器组件。
 
可以使用带有-q选项的rpm命令来查看系统是否已安装了该组件，并在未安装的情况下安装。
 
[root@Scat ～]# rpm-q system-switch-mail
 
system-switch-mail-0.5.25-3
 
若未安装，将第三张光盘插入并挂载到系统下，然后切换到/media/cdrom/RedHat/RPMS目录下，接着列出system-switch-mail的详细信息。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll system-switch-mail*
 
-rw-r--r-- 149 root root 42147 Jan 6 2005 system-switch-mail-0.5.25-3.noarch.rpm
 
-rw-r--r-- 149 root root 16572 Jan 6 2005 system-switch-mail-gnome-0.5.25-3.noarch.rpm
 
在获得名为system-switch-mail工具的详细信息之后，接着可使用rpm命令来进行安装。
 
[root@Scat RPMS]#rpm–ivh ystem-switch-mail-0.5.25-3.noarch.rpm
 
安装完成之后，在图形界面下，可使用步骤Applications→Preferences→More Preferences→Mail Transport Agent Switcher（如图24-2所示）来打开system-switch-mail窗口，如图24-3所示，在此窗口中可以选择自己喜欢的邮件服务组件进行邮件收发工作。
 
2．用图形界面安装Posfix服务器组件
 
若不喜欢使用命令行来安装邮件服务器组件，可以选择图形界面下提供的Package Management界面来安装。使用 Package Management 界面可更加直观地看到需要安装的组件，可使用步骤Applications→System Settings→Add/Remove Applications（如图24-4所示）来打开该界面，之后将弹出如图24-5所示的Package Management界面。
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  图24-2 打开system-switch-mail窗口的步骤 
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  图24-3 system-switch-mail窗口 
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  图24-4 打开Package Management窗口的步骤 
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  图24-5 Package Management界面 

 
接着将滚动条往下拉，并在Servers选项区下找到Mail Server 选项，如图24-6所示。然后单击Mail Server 右边的Details 链接来打开Mail Server 组件的详细信息，如图24-7所示。
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  图24-6 Mail Server选项 

 

 [image: figure_0392_0572]

 

  图24-7 Mail Server组件的详细信息 

 

 
24.2 电子邮件服务应用
 
不同于Sendmail的Postfix邮件服务器组件采用模块化设计，构成整个系统的组件都可以通过配置文件来实现控制。而这些模块在不需要的情况下可以移除，这得益于它的整个系统使用了多个不同的进程和子进程。
 
在Postfix运行时，它会尽可能减少对系统资源的占用，以确保在运行时不影响其他系统服务的运行。
 

 
24.2.1 Postfix服务进程
 
在完成了对电子邮件服务器组件Postfix的安装工作之后，现在就可以启动Postfix服务。不过，在使用service命令来启动postfix服务时，将看到如下的启动失败提示，说明经验不是万能的。
 
[root@Scat ～]# service postfix start
 
Starting postfix:　　　　　　　　　[FAILED]
 
接下来启动postfix服务，并在启动之后接着使用service命令查看是否已成功启动了postfix。
 
[root@Scat ～]# postfix start
 
postfix/postfix-script: starting the Postfix mail system
 
[root@Scat ～]# service postfix status
 
master (pid 2849) is running...
 
结果显示，postfix处于运行状态中，说明我们已成功启动了postfix服务。当然，也可以使用如下命令来停止postfix服务，然后查看其运行状态。
 
[root@Scat ～]# postfix stop
 
postfix/postfix-script: stopping the Postfix mail system
 
[root@Scat ～]# service postfix status
 
master is stopped
 
结果显示，postfix处于停止状态。这里将再次启动postfix，以便后面使用。
 
[root@Scat ～]# postfix start
 
postfix/postfix-script: starting the Postfix mail system
 
为了避免在下次开机使用E-Mail服务时再次启动的麻烦，可以使用ntsysv命令来将该服务进程设置为开机启动项。打开Services界面之后，找到postfix并选中它，然后跳到OK按钮上确认即可，如图24-8所示。
 
[root@Scat～]#ntsysv
 
当然，若不喜欢使用命令来启动postfix服务进程，就使用Service Configuration 窗口来启动。在图形系统下，可使用步骤Applications→System Settings→Server Settings→Services来打开Service Configuration窗口，如图24-9所示。
 
Service Configuration 窗口如图24-10所示。
 
在打开的Service Configuration 窗口中，找到postfix服务选项并将其启动，如图24-11所示。
 

 
24.2.2 电子邮件客户端配置
 
1．在Linux下配置E-Mail客户端
 
完成了启动任务之后，接着就可以对客户端进行配置。客户端的配置过程也很简单，主要配置发信者和收信者的地址以及其他的一些相关信息。如下是Linux下客户端的配置。
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  图24-8 将postfix设为开机启动项 
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  图24-9 打开Service Configuration窗口的步骤 
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  图24-10 Service Configuration窗口 
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  图24-11 启动postfix服务 

 
以普通用户（如scat）的身份进入Linux图形系统，然后单击菜单栏上的Mail图标，如图24-12所示，或者使用步骤Applications→Internet→Email（如图24-13所示）来打开E-mail客户端的配置窗口。
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  图24-12 菜单栏上的Mail图标 
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  图24-13 打开Email客户端的配置窗口的步骤 

 
接着将弹出如图24-14所示的Welcome界面，此界面也没什么好看的，还是单击其右下方的Forward按钮吧。
 
在单击Forward按钮之后，弹出Identity界面。在Required Information选项区的Full Name框中填入用户名字（如scat），而在Email Address中的内容保持默认设置。在Optional Information选项区下，可以选择指定路径或者不选择，如图24-15所示。完成之后单击其右下方的Forward按钮。
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  图24-14 Welcome界面 
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  图24-15 Identity界面 

 
接着Receiving Mail设置界面，单击Server Type选项并在其弹出的下拉菜单中选择POP，如图24-16所示。之后弹出其他的设置项，在Configuration选项区的Host框中填入主机名，如Scat.com或IP地址，在Username框中填入用户名，如scat（收件人的名字），然后在Security选项区的Use Secure Connection（SSL）中选择Always，然后在Authentication Type 中选择使用登录密码，如图24-17所示。完成之后单击Forward按钮。
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  图24-16 选择POP 
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  图24-17 配置Receiving Mail 

 
在图24-18所示的界面中，设置每隔多少时间进行一次新邮件的检查。勾选Checking for New Mail 下的复选框，时间可以设置为10 分钟，也可以自选。而在Message storage选项区不勾选任何复选框。然后单击Forward按钮。
 
接着弹出的界面有些类似于图24-17，不过设置不同。如图24-19所示，在Server Type选项中选择SMTP，然后在Server Configuration 选项区的Host 中输入主机名，如Scat.com或IP地址，然后将其下的选项勾选。在Security选区中选择Always。接着是Authentication选项区的设置，在Type 中使用登录密码，在Username 中填入用户名，如 scat（发件人的名字，也可以设为其他人，如root用户）。完成之后单击Forward按钮。
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  图24-18 时间设置 
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  图24-19 配置Sending Mail 

 
接着弹出如图24-20所示的Account Management界面，只须单击Forward 按钮就可以。接着弹出Timezone界面，在Selection选项下找到Asia/Shanghai，如图24-21所示。当然也可以选择别的，选好之后单击其右下方的Forward按钮。
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  图24-20 访问管理设置 
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  图24-21 时区设置 

 
当看到如图24-22所示的界面时，说明已经成功配置了E-mail的客户端，这时应该毫不犹豫地单击Forward按钮。
 
当看到如图24-23所示的界面时，接下来怎么做相信你应该知道了！若需要发送邮件，单击工具栏中的New图标就可以。
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  图24-22 完成设置提示界面 
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  图24-23 接收和发送邮件窗口 

 
2．在Windows下配置E-mail客户端
 
在Windows 下，微软最为常用的E-mail 客户端程序之一算是Outlook Express 服务组件。以下以Microsoft Office Outlook 2007 为例来演示如何在Windows 下配置客户端。
 
首先打开Outlook Express并进入其工作窗口，如图24-24所示。然后，在该窗口的菜单栏上依次选择“工具”→“账户设置”，之后就弹出如图24-25所示的“账户设置”界面。
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  图24-24 Outlook Express 窗口 

 

 [image: figure_0397_0590]

 

  图24-25 “账户设置”窗口 

 
在图24-25所示的界面下，选择“电子邮件”选项卡并在其下单击“新建”图标，接着就弹出如图24-26所示的界面，选择电子邮件服务的类型。在此处选择第一项，然后单击“下一步”按钮。
 
在弹出的如图24-27所示的界面中，选择其左下方的启用手动配置方式。接着就弹出图24-28所示的界面，选择电子邮件服务的类型。在此处选择Internet电子邮件选项，然后单击“下一步”按钮。
 
之后将看到“Internet电子邮件设置”界面。在“用户信息”选项区中分别填入用户名和电子邮件地址；在“账户类型”中选择POP3，并在其下的两行中填入IP地址或主机名，接着是“登录信息”选项区，输入用户名和密码即可，如图24-29所示。
 
接着看到的是提示信息，如图24-30所示，单击“完成”按钮即可。
 
完成之后，将返回主界面，若需要发送电子邮件，单击主界面上工具栏中的“新建”图标，之后就弹出如图24-31所示的新建邮件窗口。
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  图24-26 服务类型的选择 
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  图24-27 选择手动配置 
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  图24-28 选择Internet电子邮件 
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  图24-29 电子邮件账户设置 
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  图24-30 完成设置的提示信息 
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  图24-31 新建邮件窗口 

 

 
24.3 电子邮件服务管理
 
在安装Postfix服务器组件之后，其包括主配置文件在内的很多 mail 设置文件都保存在/etc/postfix目录下。但对于Postfix服务器组件的配置，还是有些复杂，这是由于对邮件系统的配置需要涉及很多方面的内容。
 

 
24.3.1 电子邮件配置文件
 
在安装 Postfix 服务器组件之后，在默认情况下电子邮件已经可以正常运行，但由于使用的是默认配置，因此有可能出现不能正常发送和接收邮件的现象，所以需要对主配置文件中的相关选项进行更改。
 
Postfix的主配置文件位于/etc/postfix目录下，名称为mail.cf。可以使用cd命令切换到/etc/postfix目录下并列出该目录下的内容。
 
[root@Scat ～]# cd /etc/postfix ；ll
 
total 276
 
–rw–r––r––　1　root　root　13424　Nov　30　2004　access
 
–rw–r––r––　1　root　root　9053　Nov　30　2004　canonical
 
–rw–r––r––　1　root　root　14716　Nov　30　2004　header_checks
 
–rw–r––r––　1　root　root　25204　Nov　30　2004　LICENSE
 
–rw–r––r––　1　root　root　25204　Nov　30　2004　main.cf
 
–rw–r––r––　1　root　root　13213　Nov　30　2004　main.cf1
 
–rw–r––r––　1　root　root　998　Nov　30　2004　main.cf1.default
 
–rw–r––r––　1　root　root　9631　Nov　30　2004　makedefs.out
 
–rw–r––r––　1　root　root　15828　Nov　30　2004　master.cf
 
–rw–r––r––　1　root　root　5800　Nov　30　2004　postfix-files
 
……
 
可以使用如vi或cat等命令来获取mail.cf中的内容。在主配置文件下的默认配置如下所示。
 
queue_directory = /var/spool/postfix　# Postfix队列的安装路径
 
command_directory = /usr/sbin　　# Postfix命令文件的路径
 
daemon_directory = /usr/libexec/postfix　# Postfix守护进程程序的路径
 
mail_owner = postfix　　　# 指定mail的拥有者
 
inet_interfaces = localhost　　# 指定所要监听的网络端口
 
mydestination = $myhostname, localhost.$mydomain, localhost　# 定义收件人域名
 
unknown_local_recipient_reject_code = 550
 
alias_maps = hash:/etc/aliases
 
alias_database = hash:/etc/aliases
 
debug_peer_level = 2　　　# 定义错误级别
 
sendmail_path = /usr/sbin/sendmail.postfix　# 指定sendmail的安装路径
 
newaliases_path = /usr/bin/newaliases.postfix　# 指定sendmail的安装路径
 
mailq_path = /usr/bin/mailq.postfix　　　# 指定mailq命令的路径
 
setgid_group = postdrop　# 指定管理Postfix邮件和命令的组
 
html_directory = no　　# no表示不安装HTML文件
 
manpage_directory = /usr/share/man
 
sample_directory = /usr/share/doc/postfix-2.1.5/samples
 
readme_directory = /usr/share/doc/postfix-2.1.5/README_FILES　# 说明文件位置
 
主配置文件中第68行的myhostname参数选项用于指定运行Postfix服务的主机名，如在配置文件中默认的设置：
 
#myhostname = host.domain.tld
 
#myhostname = virtual.domain.tld
 
默认情况下，myhostname参数选项是不使用的，若要使用它，则将主机名改为自己的主机名,如在笔者的系统中改为myhostname=Scat.com。
 
第76行的mydomain参数选项用于指定运行Postfix服务器的主机域名。
 
#mydomain = domain.tld
 
默认情况下，在该行的前面要加上#号，若使用该参数，可以将其值改为domain.com并去掉#号。
 
在第91行是myorigin参数选项，此参数拥有设定发送邮件的人所在的域名，其格式为user@domain.com。不过，该行的值在使用时可以保持默认值，如下是myorigin参数的默认设置值。
 
#myorigin = $myhostname
 
#myorigin = $mydomain
 
第109行的inet_interfaces参数选项用于设定Postfix服务系统所需要监听的网络端口。如下是此参数选项的相关设定。
 
#inet_interfaces = all
 
#inet_interfaces = $myhostname
 
#inet_interfaces = $myhostname, localhost
 
inet_interfaces = localhost
 
在默认情况下监听的是 localhost，也就是说，只监听本地主机而没有监听所有的网络接口。若将Postfix服务器设为只在一个固定的IP地址上运行，则可做如下设置。
 
inet_interfaces = all
 
inet_interfaces = 192.168.50.70
 
以下是配置后的参考内容。
 
myhostname = mail.Scat.com　　#68行
 
mydomain = Scat.com　　　　#76行
 
myorigin = $myhostname　　　#91行
 
mynetworks_style = subnet　　　#240行
 
relay_domains = $mydestination　#286行
 
更改完成之后保存所做修改并退出，然后在/etc目录下的hosts文件中加入以下信息。
 
127.0.0.1　　　mail.Scat.com
 

 
24.3.2 电子邮件安全配置
 
1．安装SASL配置SMTP
 
在默认情况下，SMTP（简单邮件传输协议）不能为用户提供身份验证功能，在信息传递过程中有可能被截获，并进行改写后再发到收件人的邮箱，由于不能进行身份验证，有可能导致邮件的真实性很难判断。
 
在RHEL AS4 系统中提供为SMTP 进行身份验证的辅助软件，这种辅助软件是为一种基于连接的网络协议（如SMTP等）提供认证和可选安全性服务的安全组件，其名为SASL，全称为Simple Authentication and Security（简单身份验证和安全层）。
 
可以使用rpm命令来检查系统是否已安装了该辅助软件，并在未安装时进行安装。
 
[root@Scat ～]# rpm-q cyrus-sasl
 
cyrus-sasl-2.1.19-5.EL4
 
若系统中还没安装该软件，则将第二张光盘换上并将其挂载到系统下，然后进入/media/cdrom/RedHat/RPMS目录中，并列出cyrus-sasl详细信息，之后再安装。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll cyrus-sasl*
 
-rw-r--r-- 63 root root 1231996 Jan 6 2005 cyrus-sasl-2.1.19-5.EL4.i386.rpm
 
-rw-r--r-- 63 root root 58645 Jan 6 2005 cyrus-sasl-md5-2.1.19-5.EL4.i386.rpm
 
-rw-r--r-- 63 root root 27562 Jan 6 2005 cyrus-sasl-plain-2.1.19-5.EL4.i386.rpm
 
列出来的是三个软件，但我们只安装第一个，即 cyrus-sasl-2.1.19-5.EL4.i386.rpm。接着使用如下命令来安装。
 
[root@Scat RPMS]# rpm-ivh cyrus-sasl-2.1.19-5.EL4.i386.rpm
 
完成安装之后，接着检查/etc/sysconfig目录下saslauthd文件中第7行MMECH的值是否为MECH=shadow，若不是，则改为shadow。接着使用如下命令来启动它。
 
[root@Scat ～]# service saslauthd start
 
Starting saslauthd:　　　　　　　　　[　OK　]
 
也可使用带有-ef选项的ps命令来查看SASL是否已启动。
 
[root@Scat ～]# ps-ef | grep sasl
 
root 5175　1 0 19:12 ?　00:00:00 /usr/sbin/saslauthd-m/var/run/saslauthd–a shadow
 
root 5176 5175 0 19:12 ? 00:00:00 /usr/sbin/saslauthd-m/var/run/saslauthd–a shadow
 
root 5178 5175 0 19:12 ? 00:00:00 /usr/sbin/saslauthd-m/var/run/saslauthd–a shadow
 
root 5179 5175 0 19:12 ? 00:00:00 /usr/sbin/saslauthd-m/var/run/saslauthd–a shadow
 
root 5180 5175 0 19:12 ? 00:00:00 /usr/sbin/saslauthd-m/var/run/saslauthd–a shadow
 
root 5228 3604 0 19:14 pts/0 00:00:00 grep
 
完成启动之后，可以使用 testsaslauthd 命令来测试 SASL 是否可以进行正常的验证，下面使用scat用户进行测试。
 
[root@Scat ～]# testsaslauthd-u scat-p '123456'-s smtp
 
0: OK "Success."
 
通过以上配置之后，为了测试SASL是否可以使用，我们使用授权网络以外的客户端使用25号端口进行测试。测试的内容是使用root用户向sdog用户发送邮件，测试过程如下（注意，以数字开头的是服务器响应的内容）。
 
在终端提示符后面使用telnet命令和25号端口进行连接测试。
 
[root@Scat ～]# telnet 127.0.0.1 25　　# 使用25号端口与Postfix进行连接
 
Trying 127.0.0.1...
 
Connected to Scat.com (127.0.0.1).
 
Escape character is '^]'.
 
220 Scat.com ESMTP Sendmail 8.13.1/8.13.1; Sat, 15 Oct 2011 17:53:48+0800
 
EHLO 192.168.60.0　　　# 输入本机的IP地址
 
250-Scat.com Hello Scat.com [127.0.0.1], pleased to meet you
 
250-ENHANCEDSTATUSCODES
 
250-PIPELINING
 
250-8BITMIME
 
250-SIZE
 
250-DSN
 
250-ETRN
 
250-AUTH GSSAPI DIGEST-MD5 CRAM-MD5
 
250-DELIVERBY
 
250 HELP
 
MAIL FROM:<scat@Scat.com>　　# 设置发件人的地址（身份验证时间有些长）
 
250 2.1.0 <scat@Scat.com>... Sender ok
 
RCPT TO:<sdog@Scat.com>　　# 设置收件人的地址
 
250 2.1.5 <sdog@Scat.com>... Recipient ok
 
DATA　　　　# 以DATA命令来表示开始输入正文内容
 
354 Enter mail, end with "." on a line by itself
 
This a test mail !　　# 输入正文内容
 
.　　　　　# 以“.”来结束正文内容的输入
 
250 2.0.0 p9F9rmZG005121 Message accepted for delivery
 
quit　　　　# 操作结束退出
 
221 2.0.0 Scat.com closing connection
 
Connection closed by foreign host.
 
完成了发送之后，为了验证是否可以收到邮件。接着使用su命令切换到sdog用户下，然后使用mail命令来查看是否收到scat用户发来的邮件。
 
[root@Scat ～]# su- sdog
 
[sdog@Scat ～]$ mail
 
Mail version 8.1 6/6/93. Type ? for help.
 
"/var/spool/mail/sdog": 1 message 1 new　　# 提示有新的邮件
 
>N　1 scat@Scat.com　　Sat Oct 15 17:56　11/374
 
& 1　　　# 输入数字1来查看邮件内容
 
Message 1:
 
From scat@Scat.com　Sat Oct 15 17:56:47 2011
 
Date: Sat, 15 Oct 2011 17:53:48+0800
 
From: scat <scat@Scat.com>
 
This a test mail !　　# 邮件的内容
 
&
 
2．安装Dovecot配置POP3
 
在收到邮件后需要使用相关的协议来从服务器中进行邮件的读取，而本章介绍的协议是POP3，而POP3并不像其他协议那样从服务器中读取，而是需要下载后才可以读取邮件中的信息。因此就需要一个能够协助 POP3 进行工作的软件。这里使用 Dovecot，通过使用 Dovecot 来协助POP3完成从服务器中下载邮件的任务。
 
Dovecot 拥有运行速度快、扩展性强以及安全性高等特点，在RHEL AS4 中自带有该软件，只是版本比较低，若需要更高版本的Dovecot软件，可以直接到网上下载并进行安装。下面使用系统自带的Dovecot进行安装。
 
首先应该检查系统是否已安装了该软件，并在未安装时进行安装。
 
[root@Scat ～]# rpm-q dovecot
 
dovecot-0.99.11-2.EL4.1
 
若系统还没安装该软件并需要使用该软件，就需要先安装该软件。将第四张光盘插入并将其挂载到系统下，然后使用cd命令切换到/media/cdrom/RedHat/RPM目录下，然后列出该软件的详细信息，并在获得详细信息之后进行安装。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPM
 
[root@Scat RPMS]# ll dovecot*
 
-rw-r--r-- 29 root root 615143 Jan 6 2005 dovecot-0.99.11-2.EL4.1.i386.rpm
 
接着使用如下命令安装该软件：
 
[root@Scat RPMS]# rpm-ivh dovecot-0.99.11-2.EL4.1.i386.rp
 
完成安装之后，接着需要对该软件的主配置文件中的某些内容进行修改，使得它可以支持POP3进行工作。其主配置文件位于/etc目录下，名为dovecot.conf，使用vi编辑器将该主配置文件打开。
 
[root@Scat ～]# vi /etc/dovecot.conf
 
打开之后在第14行处找到“#protocols = imap imaps”行，然后为其增加POP3 协议，下面是添加POP3协议之后的行。
 
protocols = imap imaps pop3 pop3s
 
接着在第30行处找到“#ssl_disable = no”行，这行设置是否使用ssl，如果想使用，那么将其前的#号去掉，如果不想使用，则将其前的#号去掉之后把no改为yes即可。
 
然后在该行下加入系统认证文件进行安全认证，完成之后保存所做修改并退出即可。如下是配置后的信息：
 
protocols = imap imaps pop3 pop3s　# 启用IMAP和POP3服务
 
ssl_disable = no　　# 使用SSL连接
 
与SMTP一样，POP3也可以使用telnet命令来测试Dovecot是否正常。但不同之处是，POP3采用明文的方式进行传送，看如下配置过程：
 
[root@Scat ～]# telnet 127.0.0.1 110 # 测试本机的110 端口
 
Trying 127.0.0.1...
 
Connected to Scat.com (127.0.0.1).
 
Escape character is '^]'.
 
+OK dovecot ready.
 
user scat　　　# 使用user scat来设定登录用户
 
+OK　　　# 配置成功
 
pass 123456　# 为scat用户配置登录密码，若密码位数过短，则需要重新设置
 
+OK Logged in.　# 认证成功
 
下面测试143号端口：
 
[root@Scat ～]# telnet 127.0.0.1 143　# 使用143号端口连接到IMAP服务器
 
Trying 127.0.0.1...
 
Connected to Scat.com (127.0.0.1).
 
Escape character is '^]'.
 
* OK dovecot ready.
 
A LOGIN scat 123456 # 输入用户名和密码进行登录
 
A OK Logged in..
 
A SELECT INBOX　　# 选择要读取的邮件
 
* FLAGS (\Answered \Flagged \Deleted \Seen \Draft)
 
* OK[PERMANENTFLAGS(\Answered\Flagged\Deleted\Seen\Draft\*)]Flag　　s permitted.
 
* 0 EXISTS
 
* 0 RECENT
 
* OK [UIDVALIDITY 1318675652] UIDs valid
 
* OK [UIDNEXT 1] Predicted next UID
 
A OK [READ-WRITE] Select completed.
 
A FETCH 1 body[header]
 
A BAD Message sequence 1 larger than message count (0) # 没有邮件
 
A LOGOUT　　# 退出
 
* BYE Logging out
 
A OK Logout completed.
 
Connection closed by foreign host.
 

 
24.3.3 安装反垃圾邮件软件
 
现在的垃圾邮件非常多，而且这些垃圾邮件的内容也非常广。而这些邮件我们根本就不需要，过多的垃圾邮件占用了大量的磁盘空间，有可能导致系统的性能有所下降。
 
要防止垃圾邮件，手动方式很不实际，因此就需要安装反垃圾软件对垃圾邮件进行过滤。其中，SpamAssassin反垃圾软件是一款使用Perl来对邮件中的内容进行分析以达到对垃圾邮件进行过滤的软件。
 
在RHEL AS4 系统中自带这款反垃圾软件，可以使用rpm命令检查系统是否已安装此软件，并在还没安装时进行安装。
 
[root@Scat ～]# rpm-q spamassassin
 
spamassassin-3.0.1-0.EL4
 
当完成安装之后，可以使用如下命令来启动spamassassin反垃圾软件进程。
 
[root@Scat ～]# service spamassassin start # 启动
 
Starting spamd:　　　　　　　　　　[　OK　]
 
[root@Scat ～]# service spamassassin restart # 重启
 
Shutting down spamd:　　　　　　　　　[　OK　]
 
Starting spamd:　　　　　　　　　　[　OK　]
 
或者使用命令ntsysv来将其设置为开机启动项（如图24-32所示）：
 

 [image: figure_0403_0597]

 

  图24-32 设置spamassassin为开机启动项 

 
[root@Scat～]#ntsysv
 
SpamAssassin的主配置文件位于/etc/mail/spamassassin目录下，其名为local.cf。可以使用vi等命令对其中的内容进行查看。主配置文件中的参数选项类型可以分为以下类型。
 
（1）评分类参数；
 
（2）白名单和黑名单类参数；
 
（3）基本消息标识类参数；
 
（4）语言类参数；
 
（5）网络测试类参数；
 
（6）学习类参数；
 
（7）规则定义与特殊权限类参数；
 
（8）管理员设置类参数。
 

 
24.3.4 构筑Web界面客户端
 
本章最后一节将介绍一款可以构筑Web界面进行邮件管理的软件。之前也介绍了一些关于客户端软件，而本节将介绍如何通过使用浏览器来管理邮件。要使用浏览器来管理邮件，只需要有浏览器就可以读取和发送邮件而不需要再额外安装其他的软件。
 
可以使用Squirrelmail来构筑Web的客户端，Squirrelmail是一款使用PHP4语言编写且基于IMAP的Webmail邮件客户端开源软件，其拥有功能强大、配置简单以及兼容性好的特点。
 
在RHEL AS4 中自带这款软件的组件，即php-mbstring和squirrelmail。可以使用命令rpm来检查系统是否已经安装了这两个组件，并在未安装时进行安装。
 
[root@Scat ～]# rpm-q php-mbstring
 
php-mbstring-4.3.9-3.1
 
[root@Scat ～]# rpm-q squirrelmail
 
squirrelmail-1.4.3a-7.EL4
 
若系统中还没安装，则将第四张光盘插入光驱然后切换到/media/cdrom/RedHat/RPMS目录下，将列出如下详细信息。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll squirrelmail*
 
-rw-r--r-- 134 root root 3394472 Jan 6 2005 squirrelmail-1.4.3a-7.EL4.noarch.rpm
 
[root@Scat RPMS]# ll php-mbstring*
 
-rw-r--r-- 29 root root 938469 Jan 6 2005 php-mbstring-4.3.9-3.1.i386.rpm
 
在获知这两个组件的详细信息之后，接着使用rpm命令来安装。
 
[root@Scat RPMS]# rpm-ivh squirrelmail-1.4.3a-7.EL4.noarch.rpm
 
[root@Scat RPMS]# rpm-ivh php-mbstring-4.3.9-3.1.i386.rpm
 
当安装完成之后，若此时想使用浏览器打开 Web 的邮件客户端（此时可以打开，这在安装Squirrelmail之后就可以直接使用），需要启动Apache进程。
 
打开浏览器后输入主机IP地址或者主机名后接webmail就可以打开登录界面。如输入http://Scat.com/webmail或者http://127.0.0.1/webmail。之后就可以看到如图24-33所示的登录界面。
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  图24-33 webmail登录界面 

 
在完成安装之后，接着对该软件进行配置。除了可以通过使用主配置文件来修改之外，还可以进入/usr/share/squirrelmail/config中，使用Squirrelmail所提供的conf.pl文件来对Squirrelmail进行配置。
 
[root@Scat ～]# cd /usr/share/squirrelmail/config
 
[root@Scat config]# ll
 
total 172
 
-rw-r--r-- 1 root root 23637 Nov 20 2004 config_default.php
 
lrwxrwxrwx　1 root root　45 Oct　1 09:50 config_local.php-> ../../../../etc/
 
squirrelmail/config_local.php
 
lrwxrwxrwx　1 root root　39 Oct　1 09:50 config.php-> ../../../../etc/
 
squirrelmail/config.php
 
-rwxr-xr-x　1　root　root　122824　Nov　20　2004　conf.pl
 
-rw-r--r--　1　root　root　470　Nov　20　2004　index.php
 
从该目录的内容中看到有一个名为conf.pl的文件，此文件允许我们以菜单的形式来对Squirrelmail进行配置。
 
接着使用该文件进行配置，在提示符下执行perl conf.pl命令，之后就以菜单的形式显示各类选项。
 
[root@Scat config]# perl conf.pl
 
SquirrelMail Configuration : Read: config.php (1.4.0)
 
---------------------------------------------------------
 
Main Menu--
 
1. Organization Preferences
 
2. Server Settings
 
3. Folder Defaults
 
4. General Options
 
5. Themes
 
6. Address Books (LDAP)
 
7. Message of the Day (MOTD)
 
8. Plugins
 
9. Database
 
D. Set pre-defined settings for specific IMAP servers
 
C. Turn color off
 
S Save data
 
Q Quit
 
Command >>
 
接着选择使用D选项来选择IMAP的Server，输入D并按Enter键之后，将看到如下所示的信息（省略了部分输出）。
 
Please select your IMAP server:
 
cyrus　　= Cyrus IMAP server
 
uw　　　= University of Washington's IMAP server
 
exchange　= Microsoft Exchange IMAP server
 
courier　　= Courier IMAP server
 
macosx　　= Mac OS X Mailserver
 
quit　　= Do not change anything
 
由于之前我们已安装了cyrus-sasl，因此在此处选择cyrus选项，然后按任意键返回主菜单界面。
 
接着输入2来对访问进行设置。
 
General
 
-------
 
1.　Domain　　　　: localhost
 
2.　Invert Time　　　: false
 
3.　Sendmail or SMTP　　: Sendmail
 
A.　Update IMAP Settings　: localhost:143 (cyrus)
 
B.　Change Sendmail Config　: /usr/sbin/sendmail
 
R　Return to Main Menu
 
C.　Turn color off
 
S　Save data
 
Q　Quit
 
Command >> 3　# 更改第3行的信息，输入数字3然后按Enter键
 
You now need to choose the method that you will use for sending
 
messages in SquirrelMail.　You can either connect to an SMTP server
 
or use sendmail directly.
 
1.　Sendmail
 
2.　SMTP
 
Your choice [1/2] [2]:2　# 选择第2个选项，输入2
 
退到主菜单之后，使用S键来保存设置。并在退出主菜单时选择y选项确定保存修改。当然，也可以进入/etc/squirrelmail下，然后对config.php文件中的相关内容进行修改，只是没有使用perl语言的conf.pl命令显得那么直观。
 
如果在未保存的情况下退出，则将出现如下提示：
 
Command >> Q
 
You have not saved your data.　# 提示信息
 
Save?　[Y/n]: Y　# 若要保存，则选择Y
 
Data saved in config.php　# 保存到config.php文件
 
在完成设置并返回终端提示符后，接着使用service命令来对Apache进行重启（当然，也可以用别的方式）。
 
[root@Scat config]# service httpd restart
 
Stopping httpd:　　　　　　　　　[　OK　]
 
Starting httpd:　　　　　　　　　[　OK　]
 
完成对 Apache 的重启之后，接着检查其他相关的服务是否都启动了，若未启动则将它们都启动，然后就可以打开浏览器进行登录，成功登录后将看到如图24-34所示的界面。
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  图24-34 登录后的Squirrelmail主界面 

 

 
第25章 Webmin管理工具
 
本章主要内容
 
● Webmin 工具概述。
 
● Webmin 窗口界面。
 
● Webmin 功能模块概述。
 
在对系统进行管理的过程中，除了通过使用命令行和系统提供的图形界面来管理之外，还可以使用一款可以通过远程登录进行管理的工具，即Webmin。Webmin 是一款支持使用浏览器通过远程登录并且基于 GUI 的管理工具。
 
当然，Webmin也只是属于Linux系统的一个工具，是一个独立的服务进程，在一些特定的场合下，该工具可能不能使用，因此在系统维护时直接修改系统的配置文件是最有效的方法。
 

 
25.1 Webmin工具概述
 

 
25.1.1 Webmin工具简介
 
所谓的Webmin，其实是一款基于Web的系统、服务器管理工具，它是一款使用Perl语言编写、支持HTTPS协议的UNIX/Linux系统管理工具。
 
Webmin可以安装在多数的Linux/UNIX系统上，在安装之后，就可以在客户端上使用浏览器来登录。Webmin 具有很强的扩展性和伸展性，这得益于其采用了插件式的结构，使得可以通过安装一些插件来增强它的功能。除了采用插件式的结构设计，它还采用模块化的设计，并且支持多种语言，当然，也包括我们可爱的中文。
 

 
25.1.2 Webmin服务组件
 
目前，在多数的Linux系统中都没有自带Webmin这款管理工具，所以在安装之前应将先下载它，其官网地址为http://www.webmin.com，进入官网页面之后选择Downloads选项，之后就可以看到Webmin软件包，如图25-1所示。
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  图25-1 Webmin软件包下载主页 

 
用户可以根据自己的偏好来选择 Webmin 软件包，本书所使用的是版本为 webmin-1.570.tar.gz的Webmin软件包。当然，若下载webmin-1.570-1.noarch.rpm软件包，安装过程也更省时间。
 
在这里介绍两种安装方法，你可以选择自己喜欢的安装方法进行安装。首先安装webmin-1.570.tar.gz软件包。若觉得第一种安装方法麻烦，则可选择第二种方法。
 
我们知道，编写Webmin管理程序使用的语言是标准的Perl语言，所以在安装Webmin之前，先检查系统是否已安装了Perl语言解释器，若还没安装，则先安装Perl语言解释器，然后再安装Webmin 软件。下面检查RHEL AS4 系统是否安装了Perl语言解释器：
 
[root@Scat ～]# rpm-q perl
 
perl-5.8.5-12
 
若系统还没安装Perl语言解释器软件，则先将第二张光盘插入并挂载到系统下，然后使用cd命令切换到/media/cdrom/RedHat/RPMS目录下。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
接着使用ll命令列出perl软件包的详细信息，虽然其中与perl相关的软件包很多，但我们只安装perl-5.8.5-12.i386.rpm这个软件包。使用如下命令行来安装此解释器软件包：
 
[root@Scat RPMS]# rpm-ivh perl-5.8.5-12.i386.rpm
 
安装Perl语言解释器之后，接着就可以安装Webmin软件。将下载好的Webmin软件放到Linux系统上，然后解压缩进行安装，以下是安装步骤。
 
将webmin-1.570.tar.gz软件包放到root目录下（当然，也可以放到别的目录下），然后查获该软件包的详细信息，之后进行解压缩。
 
[root@Scat ～]# ll webmin*
 
-rwxrw-rw- 1 root root 15200156 Oct 16 10:04 webmin-1.570.tar.gz
 
[root@Scat ～]# tar-vzxf webmin-1.570.tar.g# 进行解压缩
 
执行解压缩命令并在解压缩完成之后，可使用带有-d选项的ll命令来获取有关Webmin的相关信息。
 
[root@Scat ～]# ll-d webmin*
 
drwxr-xr-x 128 3001 wheel12288 Oct 3 09:02 webmin-1.570
 
-rwxrw-rw-1 root root 15200156 Oct 16 10:04 webmin-1.570.tar.gz
 
结果发现多了一个名为webmin-1.570的目录。接着使用cd命令进入此目录，然后执行命令进行安装（下面使用默认的安装方式）。
 
[root@Scat ～]# cd webmin-1.570
 
[root@Scat webmin-1.570]# ./setup.sh　# 执行./setup.sh命令进行安装
 
************************************************************************
 
*　　Welcome to the Webmin setup script, version 1.570　　*
 
***********************************************************************
 
Webmin is a web-based interface that allows Unix-like operating
 
systems and common Unix services to be easily administered.
 
Installing Webmin in /root/webmin-1.570 ...
 
***********************************************************************
 
Webmin uses separate directories for configuration files and log files.
 
Unless you want to run multiple versions of Webmin at the same time
 
you can just accept the defaults.
 
Config file directory [/etc/webmin]:　　# 为webmin选择安装路径，默认按Enter键
 
Log file directory [/var/webmin]:　　# 按Enter键选择默认安装
 
***********************************************************************
 
Webmin is written entirely in Perl. Please enter the full path to the
 
Perl 5 interpreter on your system.
 
Full path to perl (default /usr/bin/perl):　# 按Enter键，使用默认路径
 
Testing Perl ...
 
Perl seems to be installed ok
 
***********************************************************************
 
Operating system name:　Redhat Enterprise Linux
 
Operating system version: 4AS
 
***********************************************************************
 
Webmin uses its own password protected web server to provide access
 
to the administration programs. The setup script needs to know :
 
- What port to run the web server on. There must not be another
 
web server already using this port.
 
- The login name required to access the web server.
 
- The password required to access the web server.
 
- If the webserver should use SSL (if your system supports it).
 
- Whether to start webmin at boot time.
 
Web server port (default 10000):　# 端口的选择，若不想使用此端口就改
 
Login name (default admin):　　　# 设置Webmin登录用户，可更改
 
Login password:　　　　# 设置登录密码，输入是不可见的
 
Password again:　　　　# 再次确认登录密码
 
The Perl SSLeay library is not installed. SSL not available.　# 提示没有安装和启动
 
# 传输安装组件
 
Start Webmin at boot time (y/n):　# 设置是否将Webmin作为开机启动项
 
***********************************************************************
 
Creating web server config files..
 
..done
 
Creating access control file..
 
..done
 
Inserting path to perl into scripts..
 
..done
 
Creating start and stop scripts..
 
..done
 
Copying config files..
 
..done
 
……省略部分输出……
 
Attempting to start Webmin mini web server..
 
Starting Webmin server in /root/webmin-1.570
 
Pre-loaded WebminCore..done
 
***********************************************************************
 
Webmin has been installed and started successfully. Use your web
 
browser to go to
 
http://Scat.com:10000/　# 远程登录Webmin时的地址，默认使用10000号端口
 
and login with the name and password you entered previously.　# 重要提示信息
 
为了保证浏览器和Webmin数据传输的安全，一般都先安装net_ssleay和openssl组件。光盘自带opensll组件，但是若要安装net_ssleay组件，则需要从网络上下载然后进行安装。并在安装完成后进行启动，否则在安装Webmin软件时会提示这些组件还没启动。
 
在使用源代码安装包进行安装之后，接着介绍第二种安装方法，使用.rpm格式的软件包。此格式的软件安装非常简单，只需要使用带有选项的rpm命令就可以安装，以下是安装webmin-1.570-1.noarch.rpm的方法。
 
[root@Scat ～]# rpm-ivh webmin-1.570-1.noarch.rpm
 
warning: webmin-1.570-1.noarch.rpm: V3 DSA signature: NOKEY, key ID 11f63c51
 
Preparing...　　　########################################### [100%]
 
1:webmin
 
########################################### [100%]
 
Webmin install complete. You can now login to http://Scat.com:10000/
 
as root with your root password.
 
需要注意的是，如果先使用第一种方法安装，再使用第二种方法安装（即重复安装），则进行远程登录时，用户名使用的是admin而非root，但使用Webmin工具进行管理时，它们的权限是相同的，而admin用户是不能登录系统的。但若是只使用第二种方法安装，则默认的登录用户及其密码为系统的root用户及其密码。
 

 
25.1.3 Webmin服务进程
 
在安装完Webmin之后，接着就可以启动它。若使用第一种安装方法且在安装时将Webmin设置为开机启动项，则此时Webmin的状态是运行状态，可以使用如下命令行来查看Webmin的运行状态：
 
[root@Scat ～]# service webmin status
 
Webmin (pid 3137) is running
 
若在安装过程中没有启动Webmin服务，此时可以使用service命令来对Webmin服务进行启动或者重启等操作。
 
[root@Scat ～]# service webmin start　　# 启动Webmin服务
 
[root@Scat ～]# service webmin restart　　# 重启Webmin服务
 
Stopping Webmin server in /usr/libexec/webmin
 
Starting Webmin server in /usr/libexec/webmin
 
Pre-loaded WebminCore
 
当使用第二种安装方法时，Webmin 默认设置为开机启动项。也可以使用如下命令来查看Webmin在开机时默认在哪个系统运行级别下自动启动运行，或者更改其运行级别。
 
[root@Scat ～]# chkconfig--list webmin
 
webmin　　0:off　1:off　2:on　3:on　4:off　5:on　6:off
 
[root@Scat ～]# chkconfig--level 35 webmin on # 将设置为在3 和5 时自动启动
 
[root@Scat ～]# chkconfig--list webmin
 
webmin　　0:off　1:off　2:on　3:on　4:off　5:on　6:off
 
若系统的防火墙是启动的，则应设置开放10000号端口。在图形界面下，按步骤 System Settings→Security Level 来打开Security Level Configuration窗口，然后在Other ports:（1029:tcp）行中输入“10000:tcp”，然后单击OK按钮即可，如图25-2所示。
 

 [image: figure_0411_0601]

 

  图25-2 开放10000号端口 

 
除了使用命令行来启动Webmin服务之外，还可以使用图形系统所提供的 Service Configuration 窗口启动或者重启 Webmin服务。
 
假设现在是在图形系统下，然后使用步骤Applications→System Settings→Server Settings→Services打开Service Configuration窗口，如图25-3所示。在打开的 Service Configuration 设置窗口上找到Webmin选项，如图25-4所示，然后就可以对其进行启动等操作。
 

 [image: figure_0411_0602]

 

  图25-3 打开Service Configuration窗口的步骤 

 

 [image: figure_0411_0603]

 

  图25-4 Service Configuration窗口 

 

 
25.2 Webmin窗口界面
 
通过以上安装和启动的操作之后，Webmin服务已经可以使用。Webmin管理工具可以对整个系统进行统一的管理，其将系统各个不同的模块分开，这样可以更直观、更方便地对系统和服务器进行有效的管理。
 

 
25.2.1 设置语言种类
 
完成安装并启动之后，现在就可以使用浏览器进行登录。打开浏览器后输入IP地址及端口号就可以看到登录的身份验证界面。
 
在Linux系统下，在使用浏览器进行连接登录时，可选择的URL有三种，分别是http://localhost: 10000、http://localhost.localdomain:10000和http://IP 地址:10000，如http://192.168.60.0: 10000。这里选择在Windows下进行操作。打开浏览器，输入http://IP地址:10000之后将看到如图25-5所示的登录界面，在图25-6所示窗口中输入身份验证信息。
 

 [image: figure_0412_0604]

 

  图25-5 登录界面 

 

 [image: figure_0412_0605]

 

  图25-6 输入身份验证信息 

 
成功通过身份验证之后，将看到如图25-7所示的Webmin主页面。整个页面可分为两部分内容，左边是一些选项名称，而右边是一些关于系统的基本信息。
 

 [image: figure_0412_0606]

 

  图25-7 Webmin主界面 

 
其中左上角显示登录的用户名，以及其下的各类模块名称。而右边显示系统主机名、操作系统类型、Webmin版本等各类信息。
 
在主界面上，可以很直观地看到系统的CPU的负载、Real memory（物理内存）、Virtual memory （虚拟内存）、Local disk space（本地磁盘空间）等信息。这些信息都很直观地显示出来，使得我们非常清楚系统的磁盘和内存的使用情况。
 
整个界面都以英文的形式显示，而且界面又不好看。还是中文界面更容易看懂。接着将语言类型改为中文，单击左边的Webmin选项，然后看到其弹出下拉菜单，在其下拉菜单中有Change Language and Theme 子菜单，如图25-8所示。
 
单击Change Language and Theme 子菜单之后，将看到其右边出现如图25-9所示的界面。
 

 [image: figure_0413_0607]

 

  图25-8 Webmin的子菜单 

 

 [image: figure_0413_0608]

 

  图25-9 Change Language and Theme 

 
在 Webmin UI language 选项中选择第二项，即 Personal choice，然后在下拉菜单中选择Simplified Chinese（ZH_CH.UTF-8）。在Webmin UI theme 选项中选择第二项，即Personal choice，然后在下拉菜单中选择MSC.Linux Theme。完成之后单击其左下角的Make Changes按钮即可，如图25-10所示。
 

 [image: figure_0413_0609]

 

  图25-10 更改语言类型 

 
单击Make Changes 按钮并在系统完成更改设置之后，将看到如图25-11所示的非常漂亮的显示界面。
 

 [image: figure_0414_0610]

 

  图25-11 更改后的Webmin中文显示界面 

 

 
25.2.2 功能模块说明
 
我们看到，在Webmin管理界面上，其主要的功能模块一共包括9个，分别是Webmin功能模块、“系统”（system）功能模块、“服务器”（server）功能模块、“网络”（network）功能模块、“硬件”（hardware）功能模块、“群集”（cluster）功能模块和“其他”（others）功能模块，每个功能模块都可以对系统进行不同功能的设置。
 
以下对各个功能模块进行简单的介绍。
 
1．Webmin功能模块
 
Webmin功能模块主要的选项如图25-12所示。这些选项主要包括Backup Configuration Files、Change Language and Theme、Webmin 活动日志、Webmin 用户管理以及Webmin 配置等。
 

 [image: figure_0414_0611]

 

  图25-12 Webmin功能模块的选项 

 
2．“系统”功能模块
 
“系统”功能模块包含的选项较多。从如图25-13所示的界面上看到，其一共包括23个选项。
 

 [image: figure_0415_0612]

 

  图25-13 “系统”功能模块的选项 

 
其中我们常见选项的有Change Passwords、使用手册、引导和关机、用户与群组、磁盘和网络文件系统以及系统日志和软件包等。我们可以通过使用不同的选项来对系统某些功能进行设置。当然，还不支持使用有些选项，如“磁盘限制”选项。
 
3．“服务器”功能模块
 
在“服务器”功能模块中，包括我们之前讲过和还没讲过的服务器。如图25-14所示，从图25-14 中看到，讲过的服务器主要有Apache 服务器、Postfix 服务器、SSH Server、Samba 服务器、Sendmail服务器以及Squid代理服务器。
 

 [image: figure_0415_0613]

 

  图25-14 “服务器“功能模块的选项 

 
还没讲的服务器主要有DNS服务器、DHCP服务器和MySQL数据库服务器等。这些服务器都可以通过使用Webmin工具所提供的界面来进行管理和配置。
 
4．“网络”功能模块
 
“网络”功能模块主要用于设置网络，该模块中的选项主要包括ADSL Client、Linux Firewall、NFS输出、Network Services、Network Services以及Bandwidth Monitoring等选项，如图25-15所示。
 

 [image: figure_0416_0614]

 

  图25-15 “网络”功能模块的选项 

 
5．“硬件”功能模块
 
如图25-16所示，在“硬件”功能模块的选项中，我们看到有一个非常重要的选项，即GRUB Boot Loader 选项。除了此选项之外，还包括 Linux 启动管理、Linux 磁盘阵列、Logical Volume Management（逻辑卷组管理）选项以及打印机管理和本地磁盘分区、系统时间等选项。
 

 [image: figure_0416_0615]

 

  图25-16 “硬件”功能模块的选项 

 
6．“群集”功能模块
 
“群集”功能模块是用于配置 RHEL AS4 系统群集的选项，当我们对系统的某个功能进行检测时也同时也检测了其他的设置。例如，在对系统的故障进行检测时，也同时对用户、用户组等进行检测。图25-17所示的是“群集”功能模块的选项。
 

 [image: figure_0416_0616]

 

  图25-17 “群集”功能模块的选项 

 
7．“其他”功能模块
 
“其他”功能模块主要提供用户自定义命令、文件管理器以及系统和服务器的状态等选项，如图25-18所示。
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  图25-18 “其他”功能模块的选项 

 

 
25.3 Webmin功能模块概述
 

 
25.3.1 Webmin功能模块
 
在Webmin模块中包括7个选项，在这里只介绍Webmin用户管理和Webmin配置这两个选项，其他的选项感兴趣的读者自己操作练习。
 
1．Webmin用户管理
 
该小节的主要内容是创建一个Webmin组，然后在这个组中添加一个用户。其操作过程如下所示。
 
（1）在Webmin功能模块的主界面中，单击“Webmin用户管理”选项，如图25-19所示。
 
（2）在弹出的界面中选择“Webmin工作组”选项，然后单击该选项下的“建立新的Webmin工作组”链接，如图25-20所示。
 

 [image: figure_0417_0618]

 

  图25-19 “Webmin用户管理”选项 

 

 [image: figure_0417_0619]

 

  图25-20 建立新的工作组 

 
（3）单击“建立新的Webmin工作组”链接之后，接着切换到如图25-21所示的“创建Webmin工作组”界面。
 
（4）在此界面中，在“Webmin工作组访问权限“下的“工作组名称”中输入工作组名gweb，对此工作组的描述是webmin group，如图25-22所示。
 
（5）工作组的基本信息设置完成之后，接着单击Available Webmin modules 选项，然后选择赋予gweb工作组相关的权限，也就是该组的用户所拥有的权限。如图25-23所示。完成之后单击左下角的“新建”按钮即可完成工作组的创建。
 
完成了工作组gweb的创建之后，接着为gweb工作组添加名为ugweb的用户，并设置密码，以及一些其他的配置，过程如下。
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  图25-21 “创建Webmin工作组”界面 

 

 [image: figure_0418_0621]

 

  图25-22 创建工作组gweb 

 

 [image: figure_0418_0622]

 

  图25-23 工作组权限的选择 

 
（1）单击“Webmin用户”选项下的“创建新用户”链接，如图25-24所示。
 
（2）在切换到的另一个页面上的“用户名”框中填入 ugweb，其工作组成员选择 gweb，并设置口令认证，不勾选Force change at next login复选框，Real name框中可填ugweb，如图25-25所示。
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  图25-24 创建新用户 

 

 [image: figure_0418_0624]

 

  图25-25 新用户的基本信息 

 
（3）单击User interface options 选项，在该选项下可根据自己的喜欢选择。但要想登录后看到美丽的中文，还是将语言选为简体中文，如图25-26所示。
 
（4）单击Security and limits options 选项，将看到如图25-27所示的界面，在此界面上，可根据实际情况来做相应的设置。
 
（5）单击Available Webmin modules 选项，根据自己的爱好进行选择。完成之后单击“新建”按钮即可完成为Webmin工作组gweb添加新用户的工作。
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  图25-26 User interface options 设置 

 

 [image: figure_0419_0626]

 

  图25-27 Security and limits options设置 

 
完成之后，就可以使用刚创建的新用户 ugweb 来进行登录。成功登录后显示的是 System Information的页面，可以单击“系统”→“用户和群组”，就可以看到如图25-28所示的“用户与组”界面。
 

 [image: figure_0419_0627]

 

  图25-28 系统下的用户与组 

 
2．Webmin配置
 
本小节主要介绍的是“记入日志”这个选项的设置，而其余的选项感兴趣的读者可自己操作。需要注意的是，SSL 加密和证书颁发结构（CA）这两个选项是需要先安装 OpenSSL 库与 Net_SSLeay模块才可以进行设置的。
 
日志的主要作用就是记录在系统上活动的信息，我们可以通过日志中所记录的来查看系统以及服务器有哪些故障或者设置不合理，使得不合理的配置能够及时得到修改，避免导致对系统性能的影响。
 
单击Webmin配置下的“记入日志”选项，之后将看到如图25-29所示的记入日志的主要配置内容（部分截图）选项。
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  图25-29 Webmin记入日志的主要选项 

 
当打开记入日志时，可以看到提示指出可选择是否记录 IP 地址或主机名，以及多长时间清除一次日志和被记录的信息文件的位置 /var/webmin/miniserv.log。可以使用 cat 命令来查看日志中的内容。
 
[root@Scat ～]# cat /var/webmin/miniserv.log
 
192.168.60.1-- [16/Oct/2011:22:11:10+0800] "GET / HTTP/1.1" 401 2377
 
192.168.60.1--[16/Oct/2011:22:11:13+0800]"POST/session_login.cgiHTTP/1.1"4012425
 
192.168.60.1--[16/Oct/2011:22:11:16+0800]"POST/session_login.cgiHTTP/1.1"4012425
 
192.168.60.1- admin [16/Oct/2011:22:11:28+0800] "POST /session_login.cgi HTTP/1.1" 302 0
 
192.168.60.1- admin [16/Oct/2011:22:11:28+0800] "GET / HTTP/1.1" 200 716
 
192.168.60.1- admin [16/Oct/2011:22:11:29+0800] "GET /left.cgi HTTP/1.1" 200 14271
 
192.168.60.1　　-　　admin　　[16/Oct/2011:22:12:10　　+0800]　　"GET　　/right.cgi?open=system&open=status HTTP/1.1" 200 2423
 
192.168.60.1　-　admin　[16/Oct/2011:22:16:19　+0800]　"GET　/change-user/change.cssHTTP/1.1" 200 2536
 
……
 
从图25-29中可以看到，此界面的选项包括是否启用日志、需要多长时间进行一次日志的清理工作、Webmin的用户以及记录哪些用户中的动作等。
 
日志还是需要启用的，但隔多长时间进行一次日志内容的清理，这项还是根据实际的环境来设置，若服务器比较繁忙，还是将时间间隔设置得短一些。而在Users to log 选项中指定是否要记录所有用户的动作，还是按照实际的环境来配置比较好。
 

 
25.3.2 “服务器”功能模块
 
在“服务器”功能模块中，包含众多的服务器，其中最为显眼的就是 Apache 服务器（也许是因为它排在第一位）。通过使用Webmin工具可以更加便捷地管理服务的配置。
 
1．Apache服务器
 
单击Apache服务器的图标，如图25-30所示。之后将切换到Apache Web服务器的配置界面，其配置界面主要包括有三个部分，分别是 Global configuration 和 Existing virtual hosts 和 Create virtual host选项卡。
 
如图25-31所示，Global configuration 选项卡包括“进程和限度”、“网络和地址”以及“用户和组”等选项图标。
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  图25-30 Apache服务器的图标 

 

 [image: figure_0421_0630]

 

  图25-31 Global Configuration选项卡 

 
第二个选项卡是Existing virtual hosts，它记录目前系统中共有的虚拟主机。如图25-32所示的界面中显示目前系统共有一个虚拟主机。当然，也可以单击这个虚拟主机的图标来查看虚拟主机的相关选项信息。
 

 [image: figure_0421_0631]

 

  图25-32 Apache的虚拟主机 

 
最后一个选项卡是Create virtual host，此选项卡的主要作用就是创建新的虚拟机。如图25-33所示，有处理到地址的连接、端口、根文件、服务器名称等。输入相关的设置信息，单击Create Now按钮即可完成虚拟主机的创建。
 

 [image: figure_0421_0632]

 

  图25-33 创建虚拟主机界面 

 
2．Squid代理服务器
 
接下来看看我们可爱的Squid代理服务器（排行最后，地位好像有点低），单击Squid代理服务器的图标，如图25-34所示。
 
单击Squid代理服务器的图标之后，将看到如图25-35所示的界面。其中包含17个设置选项，可以通过此界面来查阅内存的使用情况、访问控制以及缓存等信息。
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  图25-34 Squid代理服务器的图标 

 

 [image: figure_0422_0634]

 

  图25-35 Squid代理服务器的选项配置窗口 

 
3．Postfix邮件代理
 
就目前而言，Postfix邮件代理还是一个安全性比较高的邮件代理组件。当然，在默认配置下安全性还是偏低。单击Postfix邮件代理的图标进行相关的配置，如图25-36所示。
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  图25-36 Postfix图标 

 
Postfix邮件代理的主配置界面如图25-37所示。可以看到其配置的对象主要包括虚拟域、规范映射配置、本地投递以及SMTP服务器选项和SMTP客户选项等。
 

 [image: figure_0422_0636]

 

  图25-37 Postfix邮件代理的主配置界面 

 

 
25.3.3 “网络”功能模块
 
从互联网发展起来的Linux操作系统是一个网络非常健全的系统，说它是一个网络操作系统一点都不过分。在“网络”功能模块中包含Linux Firewall、NFS输出和Network Services等众多的选项。
 
1．Linux Firewall
 
如图25-38所示，单击Linux Firewall的图标来打开Linux Firewall的主配置界面，如图25-39所示。
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  图25-38 Linux Firewall的图标 

 

 [image: figure_0423_0638]

 

  图25-39 Linux Firewall的主配置界面 

 
当然，也可以单击其下的Setup Firewall按钮来进行更多的配置，单击Setup Firewall按钮之后弹出的配置界面如图25-40所示。
 

 [image: figure_0423_0639]

 

  图25-40 Linux Firewall的详细配置界面 

 
2．网络配置
 
在“网络配置”选项中，可以单击“网络配置”的图标来查看或者对系统的网络进行配置，如图25-41所示。单击“网络配置”的图标后可看到其下共有4个选项，其中有“网络接口”的图标，如图25-42所示。
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  图25-41 网络配置的图标 

 

 [image: figure_0424_0641]

 

  图25-42 网络接口的图标 

 
单击“网络接口”的图标之后，将看到包括“接口当前活动”和“启动时启用接口”这两个选项卡，如图25-43和图25-44所示。
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  图25-43 接口当前活动的配置界面 

 

 [image: figure_0424_0643]

 

  图25-44 启动时启用接口的配置界面 

 

 
25.3.4 “群集”功能模块
 
所谓的群集即由两个或两个以上的服务器平台相互协同工作的集合，这个群集系统需具备数据共享存储设备、拥有串口线、群集软件等设备。
 
一个群集系统提供的服务远比单一服务更加高效、稳定以及拥有更好的可扩展性。组成群集的单个服务器则称为一个群集节点，而且这些节点之间可以相互通过心跳监控或者使用单张网卡来跑心跳进行通信。
 
群集的种类可分为高可用群集、负载均衡群集和科学计算群集这三类。其中高性能群集主要提供最大程度的、持久不间断的服务；而负载均衡群集的主要作用是将系统的高负载应用分散完成，如一些访问量很大的应用系统、繁忙的业务等；科学计算群集主要提供一些如数据处理和数值运行的高强度计算能力，其更加倾向于满足性能的要求。
 
看如图25-45所示的“群集”功能模块的选项，我们可以通过多个服务器构造成一个群集来提供单个服务器不能提供的服务。
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  图25-45 “群集”功能模块的选项 

 
在一些大型的网站中基本都采用Linux群集系统来构建成一个性能非常高的Web应用，这样不仅降低了成本，而且可以提供稳定、高性能的服务。
 

 
25.3.5 “其他”功能模块
 
在“其他”功能模块中，包括多个选项。如Text Login，如图25-46所示，它允许以文本界面的形式登录系统，不过，root 用户好像不能登录系统。在使用普通用户 scat 登录后执行 whoami命令，如图25-47所示。
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  图25-46 Text Login的图标 
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  图25-47 登录系统并执行命令 

 
可能常用到的还有“系统和服务器的状态”选项，如图25-48所示。单击此选项之后将看到如图25-49所示的“系统和服务器的状态”界面，可以通过此界面中的选项来对服务器的状态进行监视和更改。
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  图25-48 “系统和服务器的状态”的图标 
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  图25-49 “系统和服务器状态”界面 

 

 
第26章 轻量级目录访问协议
 
本章主要内容
 
● 轻量级目录访问协议简述。
 
● 轻量级目录访问协议服务组件。
 
● 轻量级目录访问协议配置管理。
 
目录是一种包含有描述性及属于信息的特殊数据库系统，通过使用目录服务可实现资源的统一管理，保证数据的完整性。同时目录服务也具备实现用户身份验证、用户访问控制及关于用户的信息查询、网络安全等众多的功能。
 

 
26.1 轻量级目录访问协议概述
 
所谓目录，其本身其实就是一个数据库，在这个所谓的数据库中可以存放网络资源等信息。当然，也包括这些资源的位置以及属性信息等。
 
目录服务（Directory Service）则是一种以树状结构来描述其下信息组织的模式，这是可以实现对信息的管理和服务接口的一种方法。
 
目录服务具有灵活方便、安全可靠及支持分布式环境的特点。目录服务系统主要由一种描述数据的分布式数据库和一种进行访问及处理数据库相关的访问协议组成。但它与数据库不同的是，目录服务适用于大量数据的检索且只支持一些简单的数据更新，不提供事务处理的功能。
 
目录服务所提供的功能主要有以下几个。
 
（1）提供强行管理的策略来保证目录信息的安全。
 
（2）支持分布式的目录数据库，以提高访问效率。
 
（3）提供将目录划分成多个存储区的技术支持。
 
（4）支持复制目录的能力。
 

 
26.1.1 轻量级目录访问协议的概念
 
轻量级目录访问协议是一种基于TCP/IP协议并且主要在Internet/Intranet上使用的目录访问协议。它是一种使用客户端/服务器的新型目录服务技术。它的出现主要是代替饱受批评的X.500目录服务标准。
 
轻量级目录访问协议的英文名为Lightweight Directory Access Protocol，简称为LDAP。是美国的密歇根大学开发出来的，于1993年LDAPv1版本获得批准，并在1997年发布LDAPv3版本。
 
LDAP 是一款专为快速响应大量读、浏览以及搜索操作进行优化的应用软件，其可以保证在用户量较大的情况下进行工作，也实现了使用单个用户名及密码就可以访问网络中的所有目录服务的功能。
 
在LDAP出现前，使用的是X.500。X.500是由ITU-T和ISO定义的一个协议簇目录服务标准，其定义的是一个机构如何在全局范围内共享名称和与名称相关联的对象。
 
X.500 标准包含的内容有如下几个：信息模型、功能模型、分布操作模型、目录模型、命名空间和认证框架。
 
X.500的主要特征有分散维护、强大的功能索引、单一的命名空间和基于标准的目录服务。
 

 
26.1.2 LDAP结构原理
 
LDAP 以一种倒置的树状结构存在，这种以树状结构的形式存在，有利于迅速查找和信息的定位。LDPA建立在Entry（条目）的基础之上，由一个或多个属性组成一个或多个Entry，也就是说，Entry是一个或多个属性的集合。
 
目录数据库使用目录信息树（Data Information Tree，DIT）的形式将信息分级存储在目录树的结构中，看如图26-1所示的目录树结构简化图。
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  图26-1 目录树状结构图 

 
树的最顶端（即根节点）称为组织的域名，用o（organization）来表示，比如，其值为Scat.com。下层目录表示组织单位，使用ou（organization unit）来表示，其类似于Linux操作系统的文件系统中的一个子目录。
 
接着是公共名称（common name，cn）和用户ID（user ID，uid）。除了这些之外，还可以再增加更多的分支，在这些分支之间的节点上都保存数据，但这些数据有可能不同。
 
为了保证能够准确定位到这些目录及其下的数据，因此都要保证每个 Entry 都有一个唯一的dn（distinguished name），通过dn 就可以找到所需要的节点数据。
 
表26-1是一些关键字及其相关的说明。
 

  表26-1 关键字及其相关说明 
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26.1.3 LDAP功能及特点概述
 
我们知道，LDAP 建立在条目之上。所谓条目，即为 LDAP 目录存储和组织的基本数据结构，这些条目的唯一标识符则由dn来表示。LDAP也提供一些功能来对这些条目进行操作。
 
LDAP的功能由功能模型来定义，此功能模型定义LDAP如何利用其协议来进行一系列的操作。该操作类型的功能模块定义的内容类似于数据库操作时所使用的SQL语句，主要包括如下4个部分。
 
（1）查询类操作：此类操作主要包括查询目录以及获取目录下的数据信息。
 
（2）更新类操作：提供对条目等进行删除、添加、修改等操作。
 
（3）验证和管理类操作：允许客户端在条目中进行绑定、解绑定和放弃认证等操作，并且允许功能控制一个会话的性质。
 
（4）其他类操作：其类型操作，主要是一些扩展性的操作，如复制主服务器的数据到从服务器中等。
 
从X.500的DAP协议发展起来的LDAP具有如下特点。
 
（1）LDAP 是一种将数据保存在特殊数据库中的目录服务，这些数据包括文本资料、二进制图片等，而且其读取速度远大于数据写入速度。
 
（2）LDAP是一个跨平台、标准的协议，其采用客户端/服务器的工作模式，且支持分布式结构。
 
（3）大多数的LDAP服务器安装比较简单、易配置而使得维护显得更方便，而且提供的功能可以满足程序对目录服务的需求。
 
（4）LDAP并不像关系数据库那样，其不支持事务操作、不能进行数据的回滚。
 
（5）采用树状结构将条目进行组织和存储的 LDAP，其通过引用机制来实现分布式访问，且支持使用客户端API进行分布式操作。
 

 
26.2 轻量级目录访问协议服务组件
 

 
26.2.1 LDAP产品概述
 
对于LDAP的服务器软件，其种类有很多类，而且基本上都支持LDAP。以下是比较主流的LDAP服务器软件。
 
1．Active Directory
 
Active Directory（活动目录）是微软开发的目录服务产品，它是Windows平台的核心组件、构建Windows分布式系统的基础。它是一个企业级的目录服务器，具有良好的可伸缩能力，并且能够很好地与系统结合在一起进行服务。
 
微软的Active Directory使用的是一种结构化的数据存储方式，并以此作为基础对目录的信息进行逻辑分层，使得不仅可以让管理员准确定位到需要的信息，而且用户也能够轻松地查找和使用需要的信息。
 
2．Novell eDirectory
 
Novell eDirectory 是一款基于目录身份验证的 LDAP 服务器软件，它具备动态、持久地搜索和实时的连续备份的功能，这得益于其支持动态组的功能。
 
eDirectory 环境支持 LDAP 的应用，并且可以进行对目录的信息进行浏览、查阅和更新，同时还允许在树状结构中的任何节点定义目录分区，对目录分区的复制等操作，更重要的是可以实现事件在时间上的同步。
 
3．OpenLDAP
 
在Linux系统上使用最为广泛的LDAP服务器软件算是OpenLDAP，它是一款开源的LDAP软件，在Internet上发展起来的OpenLDAP可以算是一个智慧的结晶。
 
OpenLDAP 不仅是一个服务器软件，它还包括开发工具。RHEL AS4 系统自带此软件。
 
4．Sun ONE Directory Server
 
Sun ONE Directory Server是一个可以提供大型目录服务的LDAP 服务器软件，而且在安全性和伸缩性方面尤为出众。
 
Sun ONE 目录服务器是一款符合商业界标准的LDAP 软件，不仅适用于管理数量大的数据信息，还为企业提供用户可管理的基础构架进行管理。
 

 
26.2.2 LDAP服务组件安装
 
本节将开始安装LDAP服务器的组件。要比较完整地安装LDAP服务器的组件，这需要一定的工作量，而在本节中主要安装的组件包括以下几个：
 
openldap-servers-2.2.13-2
 
db4-4.2.52-7.1
 
db4-utils-4.2.52-7.1
 
db4-devel-4.2.52-7.1
 
openldap-clients-2.2.13-2
 
只要安装这几个组件就可以使用LDAP进行服务。当然，所需要安装的组件不仅仅是这些，这些组件只是基本的，若需要实现更多的功能，需要从互联网上下载并进行安装。
 
幸运的是，所需安装的这些LDAP 服务组件都可以在RHEL AS4 的系统安装光盘中找到。在安装这些组件前，先使用rpm命令检查系统是否已安装了这些组件或者只安装个别组件，并在还没安装时进行安装。下面检查系统是否已安装了服务组件：
 
[root@Scat ～]# rpm-q openldap-servers
 
openldap-servers-2.2.13-2
 
[root@Scat ～]# rpm-q db4
 
db4-4.2.52-7.1
 
[root@Scat ～]# rpm-q db4-utils
 
db4-utils-4.2.52-7.1
 
[root@Scat ～]# rpm-q db4-devel
 
db4-devel-4.2.52-7.1
 
[root@Scat ～]# rpm-q openldap-clients
 
openldap-clients-2.2.13-2
 
若系统还没安装，则进行安装。先将第三张系统安装光盘插入光驱并将其挂载到系统下，然后使用cd命令切换到/media/cdrom/RedHat/RPMS目录下，接着使用ll命令列出所需安装的组件的详细信息。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll db4*
 
-rw-r--r-- 29 root root 1933761 Jan 6 2005 db4-devel-4.2.52-7.1.i386.rpm
 
-rw-r--r-- 29 root root 106946 Jan 6 2005 db4-utils-4.2.52-7.1.i386.rpm
 
在获得所需安装的组件的详细信息之后，接着使用rpm命令进行安装（安装不需要区分顺序）。
 
[root@Scat RPMS]# rpm-ivh db4-devel-4.2.52-7.1.i386.rpm
 
[root@Scat RPMS]# rpm-ivh db4-utils-4.2.52-7.1.i386.rpm
 
安装这两个组件之后，接着将第三张光盘卸载并将第四张光盘换上，然后使用cd命令切换到/media/cdrom/RedHat/RPMS下，并将所需组件的详细信息列出。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll openldap-clients*
 
-rw-r--r-- 32 root root 117854 Jan 6 2005 openldap-clients-2.2.13-2.i386.rpm
 
[root@Scat RPMS]# ll openldap-serve*
 
-rw-r--r-- 32 root root 3335675 Jan 6 2005 openldap-servers-2.2.13-2.i386.rpm
 
-rw-r--r--32 root root 88580 Jan 6 2005 openldap-servers-sql-2.2.13-2.i386.rpm
 
在列出所需安装的组件的详细些信息之后，接着就可以使用rpm命令进行安装。也搜索到名为openldap-servers-sql的组件，如果想安装它也无妨。下面安装所需的LDAP服务组件：
 
[root@Scat RPMS]# rpm-ivh openldap-clients-2.2.13-2.i386.rpm
 
[root@Scat RPMS]# rpm-ivh openldap-servers-2.2.13-2.i386.rpm
 
当然，若不喜欢使用命令行来安装LDAP服务器组件，也可以使用Linux系统图形界面所提供的Packages Management界面进行安装。不过，不容易找到这些组件。
 
在图形系统中，使用步骤Applications→System Settings→Add/Remove Applications（如图26-2所示）来打开Package Management界面，图26-3所示的是Packages Management界面。
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  图26-2 打开Packages Management界面的步骤 

 

 [image: figure_0432_0652]

 

  图26-3 Packages Management界面 

 

 
26.2.3 LDAP模型类别
 
在LDAP中，其所定义的模型类别主要包括以下几个部分。
 
1．信息模型
 
信息模型描述LDAP的信息表达方式，它是目录信息存储的数据类型和基本单位。以树状形式存在的LDAP目录是以entry（条目）为基本的数据单位。而entry中所记录的信息则对应一个真实的值，如其值可以是某个公司下的部门，或者这个部门下的某位员工等真实存在的对象。
 
2．功能模型
 
功能模块描述对LDAP的数据操作的方式。这些操作方式有搜索、比较的查询类操作、对entry的增减和更新类操作以及进行绑定等认证类操作和扩展等的其他类操作。
 
3．命名模型
 
命名模型描述对LDAP如何定义数据的组织，它以entry的方式进行定位。而且这些entry都有自己在整个目录中唯一的标识名（dn）和在父目录下唯一的相对标识名（rdn）。
 
也就是说，dn可以为entry在整个目录中定位，而rdn则可以为entry在父目录下进行定位。
 
4．安全模型
 
对于LDAP的安全模型，由安全模型进行描述。它所定义的安全模式主要包括用户身份的认证、信息传输安全和权限的访问控制这三个方面的信息。
 
用户身份的验证包括三种类型：将目录对所有人开放，不对用户进行验证，包括匿名用户在内的匿名验证；采用用户名和密码进行验证的基本认证；在安全管道上进行身份验证的SASL认证。
 

 
26.2.4 LDAP服务进程
 
在完成了安装 OpenLDAP 服务器的组件后，接着就可以启动 OpenLDAP 服务。可以使用以下命令进行启动OpenLDAP服务。
 
[root@Scat ～]# service ldap start
 
Checking configuration files for : config file testing succeeded
 
Starting slapd:　　　　　　　　　[　OK　]
 
在第一次启动 OpenLDAP 服务时都会进行配置文件的检查，若在检查时有错误产生提示信息。当出现错误提示时，则需按照提示进行相关操作。
 
若想将LDAP服务进程设置为随机启动项，可以使用ntsysv命令来打开Services界面将ldap服务选项设为开机启动项，如图26-4所示。
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  图26-4 设置ldap服务选项 

 
OpenLDAP 默认监听的是 389 号端口，在启动OpenLDAP服务之后，也可以使用netstat命令来查看LDAP服务的slapd进程是否处于运行状态。
 
[root@Scat ～]# netstat-tnlp | grep 389
 
tcp　0　0 0.0.0.0:389　　0.0.0.0: *　　LISTEN　　3750/slapd
 
tcp　0　　　0 :::389　　　::: *　LISTEN　　3750/slapd
 
当然，除了使用命令行来启动OpenLDAP服务之外，还可以选择使用图形系统提供的Service Configuration 窗口来启动。若是不喜欢使用命令行来启动该服务，就可以选择使用 Service Configuration窗口来启动。
 
可以使用步骤 Applications→System Settings→Server Settings→Services 来打开此窗口，如图26-5所示。打开之后将看到如图26-6所示的是Service Configuration 窗口。
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  图26-5 打开Service Configuration窗口的步骤 
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  图26-6 Service Configuration窗口 

 
打开 Service Configuration 窗口之后，找到 ldap 服务选项，就对它进行启动、重启和停止等操作，如图26-7所示。
 
完成启动之后，可以使用如下命令行来测试已检查服务是否可以正常使用，测试结果如图26-8所示。
 
[root@Scat ～]# ldapsearch-x-b ''-s base '(objectclass=*)' #-b 后的''是两个单引号
 
从搜索的结果中看到有如下这几行内容，这些内容说明搜索到一个目录。由于还没向 LDAP服务中添加入任何数据信息，因此只能搜索到一个不包含有任何数据的根目录。
 
dn:
 
objectClass: top
 
objectClass: OpenLDAProotDSE
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  图26-7 ldap服务选项 
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  图26-8 搜索测试结果 

 

 
26.3 轻量级目录访问配置管理
 
在完成了对OpenLDAP服务的启动之后，接着就可以使用主配置文件进行entry的添加、删除等操作，以下是对LDAP服务进行管理的简单介绍。
 

 
26.3.1 LDAP配置文件
 
在安装OpenLDAP服务软件之后，其主配置文件存放在/etc/openldap目录下，可以使用cd命令进入该目录，并找到名为 sladp.conf 的文件，此文件即为主配置文件。下面对主配置文件中的部分内容进行简单的介绍。
 
使用cd命令切换到/etc/openldap目录，之后可使用ll命令列出其下的内容。
 
[root@Scat ～]# cd /etc/openldap
 
[root@Scat openldap]# ll
 
total 24
 
-rw-r--r--　1　root　root　284　Oct　1　10:00　ldap.conf
 
drwxr-xr-x　3　root　root　4096　Oct　1　09:59　schema
 
-rw-r-----　1　root　ldap　3320　Aug　20　2004　slapd.conf
 
之前说过，在对一些重要的文件进行操作之前，最好进行备份，千万不要太大意。使用 vi等命令打开主配置文件slapd.conf，在第5行处看到如下内容：
 
include　　/etc/openldap/schema/core.schema
 
include　　/etc/openldap/schema/cosine.schema
 
include　　/etc/openldap/schema/inetorgperson.schema
 
include　　/etc/openldap/schema/nis.schema
 
这些文件都以.schema格式结尾，这类文件称为schema文件。保存在LDAP目录中的信息是以一种标准的文本格式即LDIF（LDAP Interchange Format）来对数据信息进行保存的。LDIF文件常用于向目录中导入信息，非常方便对目录中的数据信息进行读取和修改。
 
LDAP中的schema是用于指定某个目录中所包含的object（对象）的objectClass（对象类型）。当然，这也包括了在objectClass中所必须提供的Attribute（属性）和可选的属性。
 
可以说schema是一个数据模型，在目录中所存储数据的格式按照schema的格式进行存储，这也包括对存储在不同entry下的数据进行定义。但值得注意的是，schema需要在主配置文件中进行定义。
 
在第11行处将看到如下内容：
 
allow bind_v2
 
此行所定义的内容允许第2版的LDAP客户端进行连接。在第17行处的内容如下：
 
pidfile　　/var/run/slapd.pid
 
argsfile　　/var/run/slapd.args
 
其中，pidfile定义slapd进程的PID文件所存放的位置，而argsfile选项定义在启动slapd时所使用命令的文件位置。
 
在第21行处的内容如下，其中，modulepath定义动态模块的位置，而其余命令动态转载的后端模块名称。
 
# modulepath　/usr/sbin/openldap
 
# moduleload　back_bdb.la
 
# moduleload　back_ldap.la
 
# moduleload　back_ldbm.la
 
# moduleload　back_passwd.la
 
# moduleload　back_shell.la
 
在第51行处的内容如下，此处所定义的内容是访问控制列表。
 
# access to dn.base="" by * read
 
# access to dn.base="cn=Subschema" by * read
 
# access to *
 
#　　by self write
 
#　　by users read
 
#　　by anonymous auth
 
从所定义的内容中可以看出，它所定义的是允许任何人对根dse及其子dse进行读操作的。
 
在access to *行处定义自己（管理员）可写，而用户需要经过身份验证之后才拥有可读权，并且允许匿名用户进行身份验证。
 
以下信息是第64～75行的内容，这些内容是一些初始内容：
 
##########################################################
 
ldbm and/or bdb database definitions
 
##########################################################
 
database　　bdb
 
suffix　　　"dc=my-domain,dc=com"
 
rootdn　　"cn=Manager,dc=my-domain,dc=com"
 
# Cleartext passwords, especially for the rootdn, should
 
# be avoided.　See slappasswd(8) and slapd.conf(5) for details.
 
# Use of strong authentication encouraged.
 
# rootpw　　　secret
 
# rootpw　　　{crypt}ijFYNcSNctBYg
 
其中，database定义数据库的类型，可以使用的类型有bdb和ldbm。而suffix是用于指定LDAP目录树的后缀。使用rootdn来指定管理员的名称，此管理员类似于Linux系统的超级管理员。选项rootpw用于设置管理员密码，其中，secret表示密码使用明文，而第二项使用加密的密码。
 
而第80行处的direction所定义的是目录数据库在文件系统中的位置，其内容如下：
 
directory　　/var/lib/ldap
 
在第83行后的内容如下，它们所定义的是slapd进程进行索引时所用到的属性和匹配规则，这主要是为了加快信息查询的速度。
 
index objectClass　　　　　　　eq,pres
 
index ou,cn,mail,surname,givenname　　　eq,pres,sub
 
index uidNumber,gidNumber,loginShell　　eq,pres
 
index uid,memberUid　　　　　　eq,pres,sub
 
index nisMapName,nisMapEntry　　　　eq,pres,sub
 
虽然配置文件的内容有点多，但需要修改的数量非常少，需要修改的包括 suffix、rootdn 和rootpw这三行就可以。如下是修改过后的内容：
 
##########################################################
 
ldbm and/or bdb database definitions
 
##########################################################
 
database　　bdb
 
suffix　　　"dc=scat,dc=com"　　# 可将第一个dc的值改成主机名
 
rootdn　　"cn=Manager,dc=scat,dc=com"
 
# Cleartext passwords, especially for the rootdn, should
 
# be avoided.　See slappasswd(8) and slapd.conf(5) for details.
 
# Use of strong authentication encouraged.
 
rootpw　　　secret　　# 将此行前的#号取消
 
# rootpw　　　{crypt}ijFYNcSNctBYg
 

 
26.3.2 目录数据库操作
 
在安装LDAP服务之后，在初始状态下LDAP的目录是一个不含有任何数据的空目录。也就说，若使用LDAP服务，则需要向其加入数据信息。
 
1．创建LDIF文件
 
向LDAP服务目录中加入数据信息，可以用代码来实现。向LDAP服务目录中加入数据所使用的格式是LDIF格式文件，一个entry（条目）的基本信息简单的格式如下：
 
dn:目录名
 
objectClass: 值
 
objectClass:值
 
……
 
每个entry都可以拥有多个objectClass（属性描述），但dn的值是不能重复的。看如图26-9所示的树目录结构图，现在创建名为scat.ldif的LDIF文件。
 
现在将图26-9所示的数目录结构关系以数据信息的形式添加到LDAP服务目录中，使用vi等命令创建一个名为scat.ldif的文件，并根据图26-9所示的关系以代码的形式写入此文件中。特别注意的是，每行的冒号与其后的内容都以空格分开，而且每行的结尾处都不可以留有空格。若不分开在数据导入时将出现错误提示，而且导入数据的操作失败。如下所示的是根据图26-9得到的LDIF文件的内容。
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  图26-9 数目录结构图 

 
[root@Scat ～]# vi scat.ldif
 
dn: dc=scat,dc=com　　# 每个冒号“：”后都有一个空格符
 
objectclass: top
 
objectclass: dcobject
 
objectclass: organization
 
dc: scat
 
o: scat,lnc
 
# 可以使用空格将每个dn 条目隔开，但其他地方不可以留有空格
 
dn: ou=managers,dc=scat,dc=com
 
objectclass: organizationalUnit
 
ou: managers
 
dn: cn=sdog,ou=managers,dc=scat,dc=com
 
cn: sdog
 
sn: user
 
objectclass: person
 
dn: cn=root,ou=managers,dc=scat,dc=com
 
cn: root
 
sn: Super User　　　# 若是两个单词，建议使用大写开头
 
objectclass: person　　# 结尾处不可以留有任何空格
 
在创建LDIF文件数据时，要非常细心，特别在格式上需要注意。除了使用空格来将这4个dn条目隔开之外，其余地方不可以留有空格，否则在数据导入时将产生错误的提示。
 
2．条目的添加和查询
 
创建了LDIF文件，接着将刚才创建的LDIF文件中的数据添加到目录数据库中。向目录数据库添加LDIF文件数据，可在客户端使用ldapadd命令来完成添加数据的操作，该命令的使用格式如下所示。
 
ldapadd options(选项) ldif_files(LDIF 文件)
 
当使用ldapadd命令将LDIF文件中的数据添加到目录数据库时，常使用到一些选项，这些常用的选项主要有如下几个。
 
●-D：用于绑定服务器的dn。
 
●-f：使用LDIF 文件进行条目添加的文件。
 
●-h：目录服务器的地址。
 
●-w：绑定dn 密码。
 
●-x：进行简单的认证。
 
将以上创建的LDIF文件scat.ldif的数据条目添加到目录服务数据库中，执行带有选项的ldapadd命令即可进行添加，下面向目录服务数据库添加条目。若添加数据的操作是成功的，则将看到如图26-10所示的提示（在执行以下命令之前，先再次确认所创建的LDIF文件中的数据格式是否正确，否则只要执行命令时出现错误，之前所做的工作就全部白费了）。
 
[root@Scat ～]# ldapadd-x-D "cn=Manager,dc=scat,dc=com"-w secret-f scat.ldif
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  图26-10 成功添加条目 

 
在完成条目的添加之后，可以通过目录数据库来查看刚刚添加的条目的相关信息。要查看目录数据库中条目的信息，可以使用ldapsearch命令来查看，该命令的格式如下所示。
 
ldapsearch options（选项） attribute（属性值）
 
在使用 ldapsearch 命令来查看条目信息时，正在进行查询的条目常与选项一起使用，常用的选项有如下几个。
 
●-b：用于指定要查询的根节点。
 
●-D：用于绑定服务器的dn。
 
●-H：制定要查询的服务器。
 
●-w：绑定dn 的密码。
 
●-x：进行简单的认证。
 
接着使用ldapsearch命令来查看刚才所添加的条目的信息。在之前已使用ldapadd命令添加了名为“dc=scat,dc=com”的条目，现在可以使用如下命令来查看此条目的信息，在命令执行之后将看到如图26-11所示的条目信息。
 
[root@Scat ～]# ldapsearch-x-b "dc=scat,dc=com"
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  图26-11 “dc=scat，dc=com”条目的信息 

 
若条目中的数据比较多，而且所需查看的内容只是其中的一小部分；若执行以上命令来查找，而显示出来的内容太多，也许会有些“应接不暇”。
 
对于这个问题，不用担心，只要使用ldapsearch命令就可以完成这个任务。如要查看以Sup为开头的条目的相关信息，可以执行如下命令并在命令执行之后将看到如图26-12所示的条目信息。
 
[root@Scat ～]# ldapsearch-x-b 'dc=scat,dc=com' 'sn=Sup*' #查看以Sup 开头的条目
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  图26-12 查看单个条目的信息 

 
3．修改和删除条目数据
 
对于完成条目的添加和查看之后，有可能发现一些条目中的内容是错误的或者需要向某个条目增加描述性信息，这时就需要对条目中的内容进行修改。
 
要修改条目中的内容，可以使用交互的方式和创建临时文件的方式，而当使用交换方式进行修改时，只要某个字符出现错误就需要重新开始，当使用临时文件的方式进行修改时，有更大的灵活性。
 
（1）若使用交互式的方式进行修改，可使用ldapmodify命令进行修改。可执行如下ldapmodify命令进行单个字符输入并修改。
 
下面将sdog 的sn 的值改为Test User，并为它增加描述信息System Test User。
 
[root@Scat ～]# ldapmodify-x-D "cn=Manager,dc=scat,dc=com"-w secret # 执行命令
 
dn: cn=sdog,ou=managers,dc=scat,dc=com # 命令执行之后则是等待输入，开始输入
 
changetype: modify
 
replace: sn　　　# 修改之前的sn值
 
sn: Test User　　# 将之前的sn属性值修改为Test User
 
-　　　　　# 此处之后的内容则为增加的
 
description: System Test User　# 增加描述性信息为System Test User
 
modifying entry "cn=sdog,ou=managers,dc=scat,dc=com"　# 此行为系统提示信息
 
完成以上修改操作之后，接着查看所修改的条目，已验证修改是否成功。可执行如下命令来查看是否修改成功。若修改成功，则在命令执行之后将看到如图26-13所示的内容。
 
[root@Scat ～]# ldapsearch-x-b 'dc=scat,dc=com' 'sn=T*'
 

 [image: figure_0439_0662]

 

  图26-13 查看所修改的条目内容 

 
（2）如果使用创建临时文件的形式来修改条目中的信息，则需要先创建一个临时文件，该文件所存放的信息即为进行修改时所需的内容。
 
此次操作是对root的sn属性值进行修改，并增加相关的描述性信息。使用vi创建一个名为root的文件，然后向该文件中写入如下内容。
 
[root@Scat ～]# vi root　# 文件名字可以自选
 
dn: cn=root,ou=managers,dc=scat,dc=com
 
changetype: modify
 
replace: sn
 
sn: Super Test User　# 将原先的sn信息更改为Super Test User
 
-　　　　　# 不要遗漏了“-”
 
description: System Super User　# 增加的描述性信息
 
-
 
完成对root临时文件的创建之后并写入内容之后，接着可执行如下命令修改条目内容。
 
[root@Scat ～]# ldapmodify-x-D "cn=manager,dc=scat,dc=com"-w secret-f root
 
modifying entry "cn=root,ou=managers,dc=scat,dc=com"
 
完成命令的执行之后，接着可执行如下命令来查看修改工作是否成功，若修改成功，在命令执行之后将看到如图26-14所示的内容。
 
[root@Scat ～]# ldapsearch-x-b 'dc=scat,dc=com' 'sn=Sup*'
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  图26-14 修改后的条目信息 

 
修改了目录服务数据库中条目的信息之后，接着演示删除目录服务数据库中不再使用的条目信息。要删除条目信息，可以使用 ldapdelete 命令进行删除，如要删除目录服务数据库中名为“cn=sdog，ou=managers，dc=scat，dc=com”的条目，可以执行如下命令进行删除。
 
[root@Scat ～]# ldapdelete-x-D "cn=Manager,dc=scat,dc=com"-w secret \
 
> "cn=sdog,ou=managers,dc=scat,dc=com"
 
执行以上命令在没有产生任何提示时说明删除成功，为了验证所要删除的条目是否已删除，可以执行如下命令试图查看该条目的信息。若删除操作成功，则将看到执行删除条目的命令,如图26-15所示，在命令执行之后使用ldapsearch命令试图查看被删除条目的信息。
 
[root@Scat ～]# ldapsearch-x-b 'dc=scat,dc=com' 'sn=Te*'
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  图26-15 删除条目和查看该条目的信息 

 
从图26-15所示的内容看，“cn=sdog，ou=managers，dc=scat，dc=com”条目已不存在关于该条目的描述性信息，说明此次删除的操作工作是成功的。
 

 
26.3.3 用户认证配置
 
OpenLDAP服务器提供网络登录的功能，在默认情况下任何用户都可以登录目录服务器，使用OpenLDAP所提供的服务，在这样的情况下难免会出现一些问题。
 
不过，OpenLDAP也支持用户身份验证功能，通过为用户配置一个OpenLDAP账号使得用户可以通过此账号登录网络，并使用OpenLDAP服务器所提供的服务。
 
要实现OpenLDAP用户身份验证，需要将用户的信息迁移到LDAP目录数据库中。要实现用户信息的迁移，需要对/usr/share/openldap/migration目录下的migrate_common.ph文件的内容进行修改，可先切换到该目录下，然后使用vi打开该文件并进行修改。
 
[root@Scat ～]# cd /usr/share/openldap/migration
 
[root@Scat migration]# ll migrate_common.ph
 
-rw-r--r-- 1 root root 8880 Aug 20 2004 migrate_common.ph
 
[root@Scat migration]# vi migrate_common.ph
 
打开migrate_common.ph文件之后，在该文件中找到（第74行）如下内容，之后进入插入模式将其进行修改。
 
$DEFAULT_BASE = "dc=padl,dc=com";　# 原先的内容
 
$DEFAULT_BASE = "dc=scat,dc=com";　# 更改之后的内容
 
在对migrate_common.ph文件中的内容修改完成之后，保存文件并退出。接着使用如下命令来执行脚本migrate_base.pl创建根项。
 
[root@Scat migration]# ./migrate_base.pl > users.ldif
 
生成users.ldif文件之后，接着使用vi对该LDIF文件中的内容进行编辑。打开该文件并进入插入模式之后，需要将第一个条目进行删除（因为之前已创建了根项“dc=scat，dc=com”），其余的内容可选择性地保留。
 
由于本次认证测试的对象是用户和用户组，因此需要配置的内容至少包含修改用户条目和用户组条目这两个内容，如下所示的是修改后的配置内容。
 
[root@Scat migration]# vi users.ldif　# 打开并编辑users.ldif文件
 
dn: ou=Services,dc=scat,dc=com
 
ou: Services
 
objectClass: top
 
objectClass: organizationalUnit
 
dn: ou=Networks,dc=scat,dc=com
 
ou: Networks
 
objectClass: top
 
objectClass: organizationalUnit
 
dn: ou=People,dc=scat,dc=com
 
ou: People
 
objectClass: top
 
objectClass: organizationalUnit
 
dn: ou=Group,dc=scat,dc=com
 
ou: Group
 
objectClass: top
 
objectClass: organizationalUnit
 
修改完成之后保存所做修改并退出。接着将users.ldif文件中的条目导入目录数据库中，要向目录数据库导入数据，可使用如下命令。
 
[root@Scat migration]# ldapadd-x-D "cn=Manager,dc=scat,dc=com"-w \
 
>secret-f users.ldif
 
adding new entry "ou=Services,dc=scat,dc=com"
 
adding new entry "ou=Networks,dc=scat,dc=com"
 
adding new entry "ou=People,dc=scat,dc=com"
 
adding new entry "ou=Group,dc=scat,dc=com"
 
数据的导入完成之后，接着开始对组和用户的信息进行迁移。首先对组的信息进行迁移，可使用如下命令将组中的信息保存到临时文件groups中。然后再使用vi对新生成的groups文件进行编辑（只留几行就可以）。
 
[root@Scat migration]# cat /etc/group > groups
 
[root@Scat migration]# vi groups　# 只留几行就行，每行即为一个条目
 
ldap:x:55:
 
scat:x:500:
 
编辑完成之后保存文件并退出，然后执行如下命令来将groups文件中的数据生成LDIF条目信息。
 
[root@Scat migration]# ./migrate_group.pl groups > groups.ldif
 
[root@Scat migration]# ll groups.ldif　　# 可对文件中的条目添加描述性信息
 
-rw-r--r-- 1 root root 372 Nov 14 10:04 groups.ldif
 
将groups文件中的数据生成LDIF文件条目之后，接着对用户（/etc/passwd）的信息进行编辑，使用以上方式对/etc/passwd文件进行编辑并使其生成LDIF条目（用于之前添加了root的条目，所以不能出现重复）。
 
[root@Scat migration]# cat /etc/passwd > passwd
 
[root@Scat migration]# vi passwd
 
[root@Scat migration]# ./migrate_group.pl passwd > passwd.ldif
 
[root@Scat migration]# ll passwd.ldif
 
-rw-r--r-- 1 root root 278 Nov 14 10:28 passwd.ldif
 
生成groups.ldif和passwd.ldif这两个文件之后，接着将这两个文件导入到目录服务数据库中，执行如下命令将数据导入（在执行命令前，麻烦再次确认是否存在重复信息，若有重令信息，则导入操作失败）。
 
[root@Scat migration]# ldapadd-x-D "cn=Manager,dc=scat,dc=com"-w \
 
> secret-f groups.ldif
 
adding new entry "cn=root,ou=Group,dc=scat,dc=com"
 
adding new entry "cn=ldap,ou=Group,dc=scat,dc=com"
 
adding new entry "cn=scat,ou=Group,dc=scat,dc=com"
 
[root@Scat migration]# ldapadd-x-D "cn=Manager,dc=scat,dc=com"-w \
 
>secret-f passwd.ldif
 
adding new entry "cn=mail,ou=Group,dc=scat,dc=com"
 
adding new entry "cn=cat,ou=Group,dc=scat,dc=com"
 
数据导入操作完成之后，可以使用 ldapsearch 命令来查看数据的导入是否成功。在将数据导入之后，使用命令查看目录数据库中的信息，将出现如图26-16所示的内容（只是部分内容，可能与你看到的信息有所不同）。
 
在图形系统下，也可以使用Authentication Configuration界面进行用户身份验证的配置。在图形系统下打开终端窗口，并在终端提示符后面输入system-config-authentication命令来打开该界面。
 
root@Scat ～]# system-config-authentication
 
命令执行之后，将看到如图26-17所示的Authentication Configuration 界面。在此界面上存在User Information 和Authentication 两个选项卡。
 

 [image: figure_0442_0665]

 

  图26-16 目录数据库中新导入的不分信息 
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  图26-17 Authentication Configuration界面 

 
在此界面上，可以将Enable LDAP Support选项选中，然后单击Configuration LDAP按钮，之后将弹出如图26-18所示的 LDAP Settings 界面。在其中将目录数据库中的根条目信息和 LDAP Server的内容进行修改并保存即可。
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  图26-18 LDAP Settings界面 

 

 
26.3.4 数据导出和数据库复制
 
到目前为止，已经使用不同的命令将数据导入到目录数据库中，并对所导入的数据信息进行更改。在有些情况下，还需要将目录数据库中的数据信息导出，要将目录服务数据库中的数据进行导出，其操作也非常简单，只需要使用slapcat命令即可。
 
使用slapcat命令将数据导出，其最常使用的选项算是−l，下面使用带有−l选项的slapcat命令将所创建的目录数据库中的信息导出到此到名为data.ldif的文件中。操作的过程及data.ldif文件中的部分内容如图26-19所示。
 
[root@Scat ～]# slapcat-l data.ldif　# 将数据导出
 
[root@Scat ～]# ll data.ldif　　　# 查看是否存在data.ldif文件
 
-rw-r--r--　1　root　root　4644　Nov　14　13:20　data.ldif
 
[root@Scat ～]# cat data.ldif　　# 查看该文件中的内容
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  图26-19 数据的导出和查看 

 
在有些时候需要为目录服务器中的数据库中的重要数据进行备份，以便在需要的时候进行还原。进行备份的操作，除了直接进入到目录服务数据库之外，还可以有使用远程登录的方式进行目录数据库信息的备份。
 
可以使用如下的sftp命令远程连接到指定的主机上，在第一次进行连接时，会出现系统的警告信息。
 
[root@Scat ～]# sftp 127.0.0.1　# 连接到127.0.0.1的主机上
 
Connecting to 127.0.0.1...
 
The authenticity of host '127.0.0.1 (127.0.0.1)' can't be established.
 
RSA key fingerprint is 0f:09:5f:e2:c7:9a:2f:65:4a:06:4f:1d:64:9f:c2:81.
 
Are you sure you want to continue connecting (yes/no)? yes　# 输入yes确认连接
 
Warning: Permanently added '127.0.0.1' (RSA) to the list of known hosts.
 
root@127.0.0.1's password:　　# 输入登录密码
 
sftp>　　　　　　　# 成功登录之后将看到sftp的提示符
 
存放目录条目的数据库位于/var/lib/ldap目录下，在成功连接之后需要切换到该目录下并在获得需要备份的信息之后进行备份。
 
[root@Scat ～]# sftp 127.0.0.1
 
Connecting to 127.0.0.1...
 
root@127.0.0.1's password:
 
sftp> cd /var/lib/ldap　　# 切换到LDAP数据库
 
sftp> ls　　# 查看该目录下的信息
 
__db.001　　__db.002　　__db.003　　__db.004
 
__db.005　　cn.bdb　　dn2id.bdb　　gidNumber.bdb
 
id2entry.bdb　log.0000000001　memberUid.bdb　objectClass.bdb
 
ou.bdb　　sn.bdb　　uid.bdb
 
在获得这些信息之后，接着就可以使用 get 命令进行备份操作。若是单个进行下载和备份，显然操作有些过于繁杂，对于这类备份操作，可以借用通配符“*”来完成备份工作，在命令执行完成之后将看到如图26-20所示的提示信息。
 
sftp> get *.*
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  图26-20 进行数据的备份 

 

 
第27章 MySQL数据库
 
本章主要内容
 
● 数据库定义。
 
● MySQL 数据库。
 
● MySQL 数据库应用。
 
● 管理MySQL 数据库。
 
在当今需要使用数据库来对大量的数据进行存储、保护，数据库软件的选择就成了一个问题。MySQL 是一款可跨平台、开放源代码的关系数据库，由于它能够满足中小型企业的需求，使得其越来越受到欢迎。
 

 
27.1 数据库的定义
 

 
27.1.1 数据库软件简介
 
数据库技术是数据管理的新技术，产生于20世纪60年代中期，它是一种以后台数据库系统为基础，并利用前台的应用程序来完成数据的存储、查询、删除等操作功能的技术。
 
计算机应用系统数据处理技术的发展经历了程序数据处理、文件数据处理和数据库数据处理这三个阶段，使得数据的存储和处理成为计算机应用系统的技术手段，所以可以说数据库技术是计算机科学的一个分支，并为数量大的数据信息提供了合适、方便的管理平台，使得计算机各行业快速发展。
 
数据库技术具有以下特点：
 
（1）可对数据进行集中存储和安全管理；
 
（2）减少数据的冗余，提高数据共享能力；
 
（3）提供统一的访问标准；
 
（4）简化应用程序的开发和维护。
 
目前应用最为广泛的数据库模型算是关系数据库模型，其中的数据以二维表的形式进行存储。一个完整的关系数据库包含客户端应用程序（client）、数据库服务器端程序（server）和数据库（database）这三个部分。
 

 
27.1.2 数据库的概念
 
数据库的概念主要分为数据、数据库以及数据库系统和数据库管理系统这4个部分，每个部分都可以完成不同的任务，以下对这4个部分的基本概念进行简介。
 
1．数据
 
在生活中我们常使用数字的大小等来描述一些事物，这些数字其实就是一种数据。当然，数据的种类有很多种，如文字、图像、声音等。如某个人的档案中记录姓名、年龄、性别以及籍贯等信息，这些信息就是数据库存储的对象。
 
因此，所谓的数据就是数据库中存储的基本对象，这些对象也许就是人们最为感兴趣的特征。
 
2．数据库
 
对于我们来说，仓库这个词不会陌生，人们都会把一些东西集中放到所谓的仓库中。因此，所说的数据库（database，DB）就是存放有组织的数据的仓库，区别在于这个仓库是计算机设备上的，而且存放在这个数据仓库中的数据都是按照一定的格式进行存放的。
 
计算机上的数据库是一种有组织的、可共享的数据集合，而且这些数据都有较高的独立性和易扩展性，允许用户进行共享。
 
3．数据库管理系统
 
数据库管理系统（DataBase Management System，DBMS）是一种位于用户和操作系统之间数据管理应用软件，具有数据定义、数据操作以及对数据库进行建立、维护和运行的功能。
 
在科考、科研等项目进行大量数据的整理时，经常使用数据管理系统将这些数据科学地组织起来，然后存储到数据库中以方便日后的管理。
 
4．数据库系统
 
数据库系统（Database System，DBS）是数据库、数据库管理系统、数据库系统管理员和用户的集合，是计算机系统中引入的数据库后台系统，而数据库系统常简称为数据库。
 
在数据库系统中，用户所使用的是应用系统，而数据库管理员（DataBase Administrator，DBA）主要负责数据库系统和操作系统这两个部分。
 
数据库系统所涵盖的内容非常广，如在一些以数据库服务的计算机中，这些计算机和用户都是数据库系统的组成部分。
 

 
27.1.3 常见的关系数据库
 
目前，数据库的类型很多。其中，关系数据库主要有IBM公司的DB2、瑞典MySQL AB公司的MySQL、美国甲骨文（Oracle）公司的Oracle 以及微软的SQL Server 等主流产品。
 
1．DB2数据库软件
 
DB2（Database 2）是IBM公司开发的一款主要应用于大型应用系统的关系数据库管理系统，可运行在不同的平台上且具有良好的性能。这款关系数据库管理系统能够存储所有类型的数据，称为Universal Database（通用数据库）。
 
2．MySQL数据库软件
 
MySQL 是一款目前在开源社区中最受欢迎的开源小型关系数据库管理系统软件，由瑞典的MySQL AB公司开发。在1998年发行第一个版本，之后得到迅速发展，不过，该公司在2008年被Sun公司收购了。
 
3．Oracle数据库软件
 
在目前数据库市场上占有率最高的是甲骨文公司开发的Oracle数据库软件，它是一款关系数据库系统管理软件，并且在数据库领域一直处于领先地位，主要应用于对信息处理能力比较高的领域。
 
该关系数据库管理系统软件为各种平台提供高可用性和高伸缩性的解决方案，是目前对Linux操作系统支持最为彻底的数据库管理系统软件，目前最高的版本是Oracle 11g，其具有强大的网络功能。
 
4．SQL Server 数据库软件
 
SQL Server 最先是由众多公司联合开发的，后来微软独自开发出微软版的SQL Server 数据库管理系统软件，称为Microsoft SQL Server，虽然具备成本低廉、操作简单和工具齐全的特点，但目前只支持在Windows系统上运行，而且只适合在中、小型的领域中使用。
 

 
27.2 MySQL数据库
 

 
27.2.1 MySQL数据库概述
 
目前，在开源社区中最受欢迎的是MySQL数据库管理系统软件。MySQL是一款高性能、体积小、多用户和多线程的SQL数据库服务器软件，并且支持关键任务、重负载的生产系统使用。
 
MySQL采用客户端/服务器（C/S）的工作模式，并且具有可移植性、开源等特点，使得其在短时间内能够迅速发展。至今，很多的网站开发工作都使用MySQL关系数据库管理系统软件。
 
开源的MySQL关系数据库管理系统软件具有如下特点。
 
（1）使用多线程来实现灵活的服务，使得充分利用CPU资源且不过多地消耗系统资源，且支持多CPU的体系结构。
 
（2）支持多用户进行并发地对数据库进行访问。
 
（3）支持在多种不同的操作系统平台上运行，也就是说，可以很方便地在不同的平台之间实现移植。
 
（4）支持事务处理、子查询、行锁定和全文检索等功能。
 
（5）提供TCP/IP、ODBC等多种数据库连接的网络协议途径。
 
（6）提供C、C++、Java和PHP等多种客户端程序接口语言。
 
（7）可以支持上万条记录的数据库处理能力。
 

 
27.2.2 MySQL数据库组件
 
MySQL 关系数据库管理系统软件可安装在多种类型的系统平台上，而对于数据库软件的获取，若想使用版本比较高的软件包，可以在 MySQL 的官网上进行下载。若不想在网上下载，可以选择使用RHEL AS4 系统自带的rpm格式软件包。这些软件包都可以在RHEL AS4系统的安装光盘中找到。
 
需要安装的软件包有如下几个：
 
mysql-devel-4.1.7-4.RHEL4.1
 
mysql-4.1.7-4.RHEL4.1
 
mysql-bench-4.1.7-4.RHEL4.1
 
mysqlclient10-3.23.58-4.RHEL4.1
 
mysql-server-4.1.7-4.RHEL4.1
 
mysqlclient10-devel-3.23.58-4.RHEL4.1
 
其中，mysql-devel是开放MySQL程序时所使用的库和头文件，mysql则是客户程序和共享库，mysqlclient10 是用于兼容 3.23.x版本的客户端库， mysql-server 用于数据库服务， mysqlclient10-devel用于开发MySQL客户端程序使用的库和头文件。
 
以上这些数据库服务软件都可以在不同的系统安装盘中找到。在安装这些服务组件之前，先检查系统是否已安装了这些组件。
 
[root@Scat ～]# rpm-q mysql-devel
 
mysql-devel-4.1.7-4.RHEL4.1
 
[root@Scat ～]# rpm-q mysql
 
mysql-4.1.7-4.RHEL4.1
 
[root@Scat ～]# rpm-q mysql-bench
 
mysql-bench-4.1.7-4.RHEL4.1
 
[root@Scat ～]# rpm-q mysqlclient10
 
mysqlclient10-3.23.58-4.RHEL4.1
 
[root@Scat ～]# rpm-q mysql-server
 
mysql-server-4.1.7-4.RHEL4.1
 
[root@Scat ～]# rpm-q mysqlclient10-devel
 
mysqlclient10-devel-3.23.58-4.RHEL4.1
 
若系统还没安装，则需要先进行安装。将系统的第二张安装光盘插入光驱并将其挂载到系统下，然后使用cd命令切换到/media/cdrom/RedHat/RPMS目录下，之后使用ll命令就可以查获此软件包的详细信息。
 
[root@Scat RPMS]# ll mysql*
 
-rw-r--r-- 63 root root 3534812 Jan 6 2005 mysql-4.1.7-4.RHEL4.1.i386.rpm
 
在获得此软件包的详细信息之后就可以安装，不过此软件包存在依赖软件包，所以要先安装依赖软件包才可以安装mysql-4.1.7-4.RHEL4.1.i386.rpm软件包。
 
从图27-1中看到，在试图安装mysql软件包时出现error的提示信息，并出现perl-DBD-MySQL的提示。也就是说，若想安装mysql软件包则需先安装其依赖软件包perl-DBD-MySQL。
 
接着再使用ll命令试图列出perl-DBD-MySQL软件包的详细信息，并在获得此软件包的详细信息之后进行安装。不过，有些软件的依赖软件包与它并不在同张光盘中，如图27-1所示的perl-DBD-MySQL 软件包的依赖包并不在第二张光盘中。这就需要从别的安装光盘中寻找然后进行安装。
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  图27-1 依赖软件包 

 
软件包mysqlclient10-3.23.58-4.RHEL4.1.i386.rpm在第三张光盘中，将其安装盘插入光驱并挂载到系统下后，接着使用cd命令切换到/media/cdrom/RedHat/RPMS目录下，之后使用ll命令来查获其详细信息，然后进行安装。若出现依赖软件包，则需要先安装依赖软件包。
 
在第4 张光盘中存在余下的 4 个软件包，即 mysql-bench-4.1.7-4.RHEL4.1.i386.rpm、mysqlclient10-devel-3.23.58-4.RHEL4.1.i386.rpm、mysql-devel-4.1.7-4.RHEL4.1.i386.rpm 和 mysql-server-4.1.7-4.RHEL4.1.i386.rpm。
 
将第4张光盘换上，然后进入/media/cdrom/RedHat/RPMS目录并使用如ll命令来获取这些软件包的详细信息，接着进行安装。若这些软件包之间存在依赖关系，则需要先安装依赖软件包。
 
在第4 张光盘的/media/cdrom/RedHat/RPMS 目录下所查获的这 4 个软件包的详细信息如图27-2所示。
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  图27-2 软件包的详细信息 

 
在安装这些数据库服务组件时，特别在是安装有依赖关系的软件包时，经常将光盘进行更换，这样的操作的确挺麻烦。
 
当然，如果觉得使用命令行来安装这些服务组件麻烦，那么可以选择使用图形系统提供的Package Management 界面来安装所需的数据库服务软件包。在图形系统下，可以使用步骤Applications→System Settings→Add/Remove Applications（如图27-3所示）来打开 Package Management界面，如图27-4所示。
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  图27-3 打开Package Management界面的步骤 
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  图27-4 Package Management界面 

 
接着在Servers 选项区下找到MySQL Database，如图27-5所示。勾选该选项后，可以单击其后的Details链接来查看更为详细的信息，如图27-6所示，然后安装所需的软件。
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  图27-5 MySQL Database选项 
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  图27-6 MySQL中的详细信息 

 

 
27.2.3 数据库语言
 
结构化查询语言（Structure Query Language，SQL）是数据库的核心语言，是一种面向集合的描述性非过程化语言，拥有功能强大、效率高以及易学等特点，而且在1986年时美国国家标准化组织（ANSI）认证该查询语言为数据库工业标准语言。
 
SQL语言可分为数据定义语言（Data Definition Language，DDL）、数据查询语言（Data Query Language，DQL）、数据操纵语言（Data Manipulation Language，DML）和数据控制语言（Data Control Language，DCL）这4大类，它们的格式也有所不同。以下是它们的格式。
 
1．数据定义语言
 
数据定义语言主要用于创建、修改和删除数据库中的各类对象，这些对象包括表、视图、索引以及同义词等。所使用的命令如下所示。
 
● CREATE：CREATE 命令用于创建对象，如创建表。
 
● ALTER：ALTER命令用于修改对象，如将表的类型更改。
 
● DROP：此命令用于删除对象，它是一个非常危险的命令，使用时要小心。
 
2．数据查询语言
 
查询语言是以SELECT子句开始，后接FROM子句并包含在进行条件查询时的WHERE子句的查询语言块。
 
● SELECT：SELECT 命令后可接多个以逗号分开的字段名，格式为：SELECT <字段名>。
 
● FROM：FROM命令的格式为FROM <表名或者视图名>。
 
● WHERE：当需要进行条件查询时就可以使用 WHER 命令进行查询操作，其格式为WHERE<查询条件>。
 
3．数据操纵语言
 
当需要对表或视图等进行插入数值、更新字段值或者删除字段值等操作时，就可以使用DML语言来完成这些操作。DML命令的形式如下所示。
 
● INSERT：此命令用于将值插入表中，常与TO 结合使用。
 
● UPDATE：当需要对表中的字段值进行更新时，就可以使用此命令来完成。
 
● DELETE：此命令只能删除表中的字段值，而不能将表的结构删除，与DROP 命令不同的是，DROP命令可以将整个表的数值和结构一起删除，所以不要轻易使用DROP命令进行操作。
 
4．数据控制语言
 
数据控制语言主要用于用户权限的控制（如为新建的用户授权以及将权限回收），并数据库操纵事务发生的时间和效果以及对数据库实时监视等进行控制。DCL命令有如下所示的几个。
 
● GRANT：此命令用于对用户权限的授予，如新建一个用户时可以使用此命令为用户授予登录数据库、查询表、创建表等权限。
 
● REVOKE：当需要将某用户的权限取消时，就可以使用此命令来实现。
 
● COMMIT：在对表中的数据进行更新、修改等操作完成之后，可以使用此命令来向数据库提交更改的信息。
 
● ROLLBACK：此命令用于将数据回滚到上次的状态。不过，若是执行了COMMIT 命令， ROLLBACK命令则不能将数据回滚到上次的状态，所以在使用这些命令时要小心。
 

 
27.2.4 MySQL服务进程
 
在安装数据库服务组件之后，接着就可以启动数据库服务。启动数据库服务的命令可以使用service来完成，或者进入/etc/rc.d/init.d/mysqld目录，然后执行相关的命令来启动、重启以及关闭数据库等操作。
 
在第一次启动MySQL 数据库服务时，会出现Initializing MySQL database（初始化MySQL 数据库）。可以使用如下所示的命令之一来启动数据库服务：
 
[root@Scat ～]# service mysqld start
 
[root@Scat ～]# /etc/rc.d/init.d/mysqld start
 
[root@Scat ～]# /usr/bin/mysqladmin shutdown　# 关闭MySQL
 
如图27-7所示，在文本界面上使用不同的方式来启动、重启和关闭MySQL数据库服务等操作。
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  图27-7 启动、重启和关闭MySQL服务 

 
当然，除了使用命令来启动 MySQL 数据库服务之外，还可以选择使用图形界面下所提供的Service Configuration 窗口来启动、重启以及停止MySQL 数据库服务。
 
在图形界面下，使用步骤Applications→System Settings→Server Settings→Services（如图27-8所示）来启动Service Configuration 窗口，如图27-9所示。
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  图27-8 打开Service Configuration窗口的步骤 
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  图27-9 Service Configuration窗口 

 
在 Service Configuration 窗口上，将滚动条往下拉，并在找到 mysqld 数据库服务启动选项时对MySQL数据库服务进程进行启动、停止等操作。MySQL数据库服务进程启动选项如图27-10所示。
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  图27-10 MySQL数据库服务启动项 

 

 
27.3 MySQL数据库应用
 
MySQL 使用C/S的工作模式，这就意味着，我们通过客户端程序就可以连接到远程的MySQL数据库服务器上进行工作。在安装 MySQL 服务组件时也安装了其客户端程序，所以在客户端上就可以登录MySQL数据库服务器。本节将对数据库、数据库用户及数据库下的表进行讲解。
 

 
27.3.1 数据库操作
 
1．登录和退出MySQL服务器
 
要登录 MySQL 数据库服务器，可以先进入/usr/bin 目录，然后使用./mysql 命令就可以看到MySQL服务器的提示符，并且工作完成之后使用quit命令退出客户端工作环境，如图27-11所示。
 
[root@Scat ～]# cd /usr/bin
 
[root@Scat bin]# ./mysql # 登录MySQL 数据库
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  图27-11 登录和退出MySQL服务器 

 
2．查看与选择数据库
 
安装MySQL数据库服务器之后，默认会创建两个数据库，即mysql和test这两个。在使用客户端程序连接到数据库服务器之后，可以使用show database命令来查看数据库服务器上的所有数据库。
 
[root@Scat bin]# ./mysql　　# 登录到数据库服务器
 
Welcome to the MySQL monitor.　Commands end with ; or \g.
 
Your MySQL connection id is 6 to server version: 4.1.7
 
Type 'help;' or '\h' for help. Type '\c' to clear the buffer.
 
mysql> show databases;　# 查看所有的Database
 
+----------+
 
| Database |
 
+----------+　　# 共有mysql和test两个数据库
 
| mysql　|
 
| test　|
 
+----------+
 
2 rows in set (0.00 sec)
 
mysql>　　# 返回提示符
 
从输出中看到，默认情况下 MySQL 数据库服务器会创建两个数据库。那么在需要选择不同的数据库时，可以使用use命令来在不同的数据库之间切换。
 
mysql> use test　　# 切换到test数据库
 
Database changed
 
mysql> use mysql　# 切换到mysql数据库
 
Reading table information for completion of table and column names
 
You can turn off this feature to get a quicker startup with-A
 
Database changed
 
mysql>　　# 提示符
 
在完成了操作之后，并在需要退出MySQL的客户端程序时，就可以使用quit命令来退出。
 
mysql> quit　# 退出MySQL客户端，也可使用exit
 
Bye
 
3．创建和删除数据库
 
在工作时都需要使用不同的数据库来存储类别不同的数据，这就需要有多个名称不同的数据库。在默认情况下所创建的数据库根本就不能满足工作的需求，这就要创建不同的数据库来满足日常工作的需求。
 
可以使用CREATE 命令来创建数据库，其格式为：create database database_name。如图27-12所示，创建名为udata的数据库，然后使用show命令列出所有的数据库。
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  图27-12 创建udata数据库 

 
为了演示如何删除数据库且不损坏原先的数据库，接着再使用create命令来创建名为data的数据库。
 
mysql> create database data;　# 创建data数据库
 
Query OK, 1 row affected (0.00 sec)
 
mysql> show databases;　　# 列出所有的数据库
 
+------------+
 
| Database |
 
+------------+
 
| data　|
 
| mysql　|
 
| test　|
 
| udata　|
 
+------------+
 
4 rows in set (0.00 sec)
 
结果显示成功创建了data数据库，接着将data数据库删除。删除数据库可以使用drop命令来完成，其格式如下：drop database database_name。如图27-13所示，删除名为data的数据库，并再次列出所有的数据库。
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  图27-13 删除名为data的数据库 

 

 
27.3.2 数据库用户
 
1．为MySQL管理员设置密码
 
通过以上操作，有些读者会觉得奇怪，只要在/usr/bin 目录下执行./mysql 命令，不需要用户名和密码就可以通过客户端连接到MySQL数据库服务器上。
 
其实，在安装 MySQL 后，其管理员是 root 且密码为空，所以在/usr/bin 目录下执行./mysql就可连接到 MySQL 的客户端。接下来为 root 设置登录数据库的密码，使用带有-u 选项的mysqladmin命令来完成，密码为123root。
 
[root@Scat ～]# mysqladmin-u root password 123root #管理员密码为123root
 
设置完 root 密码之后，若进入/usr/bin 目录并执行/mysql 则会产生错误提示。此时只要使用“./mysql-u root–p”就可以进入密码认证提示符，如图27-14所示。
 
密码不是一直不变的，有时还需要更改。可以使用mysqladmin命令来更改密码，下面将原先的密码更改为456root的新密码，并在修改完成后试图使用旧密码登录。
 
[root@Scat bin]# ./mysqladmin-u root-p password 456root　# 新密码456root
 
Enter password:　　# 此处需要输入旧密码，即123root
 
[root@Scat bin]# ./mysql-u root–p
 
Enter password:　　# 输入旧密码试图登录
 
ERROR 1045 (28000): Access denied for user 'root'@'localhost' (using password: YES)
 
在试图使用旧密码进行登录时被拒绝了，这说明旧密码失效了。接着使用新密码进行登录。
 
[root@Scat bin]# ./mysql-u root–p
 
Enter password:　　# 输入新密码456root
 
Welcome to the MySQL monitor.　Commands end with ; or \g.
 
Your MySQL connection id is 18 to server version: 4.1.7
 
Type 'help;' or '\h' for help. Type '\c' to clear the buffer.
 
mysql>　　# 成功登录
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  图27-14 设置数据库管理员密码并使用密码登录 

 
结果显示，使用新密码可以登录到数据库的客户端程序上。当然，登录到数据库的客户端不一定需要在/usr/bin中，在其他目录下执行mysql命令也可以进行登录，如图27-15所示，在root的主目录下进行登录。
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  图27-15 在主目录下登录数据库 

 
2．数据库用户及权限
 
到目前为止，MySQL 数据库只有 root 用户，接着为数据库添加用户并为所添加的用户设置登录密码，创建用户可使用grant命令用户并授予权限。
 
使用grant命令创建名为scat的用户，同时授予其对数据库udata下的数据拥有SELECT的权限，并限制只能在本机上登录。
 
[root@Scat ～]# mysql-u root–p　# 使用管理员身份登录
 
Enter password:
 
Welcome to the MySQL monitor.　Commands end with ; or \g.
 
Your MySQL connection id is 4 to server version: 4.1.7
 
Type 'help;' or '\h' for help. Type '\c' to clear the buffer.
 
mysql> grant select on udata. *　# 授予对数据库udata拥有select的权限
 
-> to 'scat'@'localhost'　　# 用户为scat
 
-> identified by '123scat';　　# 用户密码为123scat
 
Query OK, 0 rows affected (0.00 sec)
 
mysql>　　# 返回提示符
 
提示成功创建了scat用户，但是否可以登录还是个未知数。接着使用scat用户登录到数据库中，可以在终端提示符后输入mysql-u scat-p 命令，如图27-16所示。
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  图27-16 使用scat用户登录 

 
从图27-16所示的结果中得知，scat用户可以登录到数据库的客户端上，不过在创建scat用户时，只授予其SELECT权限。现在要为scat用户授予对数据库udata的UPDATE、DELETE和CREATE以及INSERT这4类权限。使用root用户登录数据库，然后再执行grant命令进行授权。
 
[root@Scat ～]# mysql-u root–p　# 使用管理员身份登录
 
Enter password:
 
Welcome to the MySQL monitor.　Commands end with ; or \g.
 
Your MySQL connection id is 6 to server version: 4.1.7
 
Type 'help;' or '\h' for help. Type '\c' to clear the buffer.
 
mysql> grant update，delete，create，insert　# 每个权限之间使用逗号隔开
 
-> on udata. *　　　# 指定数据库
 
-> to scat;　　　　# 指定用户
 
Query OK, 0 rows affected (0.00 sec)
 
mysql>　# 返回提示符
 
当看到没有错误的提示时，说明 grant 命令成功执行。为了演示如何取消用户权限，接着再创建dog用户，同时授予其对udata数据库拥有SELECT和UPDATE权限，且只限于在本机登录，密码为234dog，操作如下。
 
mysql> grant select,update
 
-> on udata.*
 
-> to 'dog'@'localhost'
 
-> identified by '234dog';
 
Query OK, 0 rows affected (0.00 sec)
 
3．取消权限和更改密码及删除用户
 
将某个用户已有的权限取消，可以使用 REVOKE 来实现，接着将刚创建的 dog 用户的UPDATE权限取消。假设现在还在MySQL的提示符下，并且用户是root，取消用户权限操作。
 
mysql> revoke update # 取消update 的权限
 
-> on udata.*
 
-> from 'dog'@'localhost'; # 指定用户
 
Query OK, 0 rows affected (0.00 sec)
 
mysql>
 
结果显示已成功将dog用户的update权限取消。需要注意的是，在from后的用户名不能直接是dog，否则会出现错误提示。
 
接着将dog用户的密码更改，将原先的密码改为dog123，可以使用set命令来完成。
 
mysql> set password for 'dog'@'localhost'=password('dog123');
 
Query OK, 0 rows affected (0.00 sec)
 
mysql>
 
当执行set命令之后，没有任何错误提示，可以使用密码dog123确认dog是否可以登录，这就不再重复。
 
在创建用户、为用户授权、取消权限以及更改用户密码之后，接着是删除用户的操作。本次所要删除的用户是dog，删除用户可以使用DROP指令来删除用户。假设root用户还没退出数据库客户端，接着使用drop命令将dog用户删除。
 
mysql> drop user dog@localhost; # 删除dog 用户
 
ERROR 1268 (HY000): Can't drop one or more of the requested users # 拒绝执行
 
mysql> drop user dog; # 输出dog 用户
 
ERROR 1268 (HY000): Can't drop one or more of the requested users # 拒绝执行
 
mysql>
 
奇怪，都不能将dog用户删除，为什么呢？
 
还记得在创建dog用户时授权其SELECT和UPDATE这两个权限吧？在之前的操作过程中已把dog用户的UPDATE权限取消，但其还有SELECT权限，有可能是这个原因使得没法将其删除。
 
接着将dog用户的SELECT权限取消，然后试着将其删除。取消dog用户的SELECT权限可以使用REVOKE来完成，之后再使用DROP命令将dog用户删除。删除dog用户的格式为：
 
mysql> drop user dog@localhost;
 
不要使用格式为“drop user dog；”的命令来删除dog 用户，否则会出现错误的提示。先将dog用户的SELECT权限取消然后再删除，如图27-17所示。
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  图27-17 删除dog用户 

 
到此，对于创建数据库、更改密码、创建用户、授权以及取消权限和删除用户都介绍了，下一节是数据库中的表的操作。
 
对数据库中表的操作，使用scat用户，并且在数据库udata中进行操作，使用scat用户只是为了减少在操作过程中出现失误而对MySQL数据库服务产生不良的影响。
 

 
27.3.3 数据库中的表
 
本节是对数据库中表的操作，其中包括表的创建、删除等操作。所谓的表，是由行和列组成的二维结构，表中的行是信息的记录，而列则是属性（特征）。
 
1．数据库表的创建
 
创建表使用CREATE命令来完成，刚创建的表只是表的结构，不存在任何的数据。使用scat用户登录到数据库客户端，然后用show命令列出所有的数据库。在默认情况下MySQL自动创建test数据库，因为之前将数据库udata的权限赋予了scat，所以会看到两个数据库。接着使用use命令切换到udata数据库中，并使用show命令列出其下的表，如图27-18所示。
 
从以上的操作中得知，udata数据库中不存在任何表。接着使用CREATE命令来创建名为emp的表，表中有员工号、名字、工作号、薪水、地址等信息。
 
在mysql提示符下先使用use命令切换到udata中，然后使用如下代码来创建emp表，完成之后执行代码。
 
mysql>use udata　# 切换到udata中，然后使用以下的语句来创建emp表
 
mysql> create table emp(
 
-> empno　　int(5),
 
-> name　　char(10),
 
-> job_id　　int not null,
 
-> salary　　int default 0,
 
-> addr　　varchar(30));
 
执行以上语句之后出现的信息如图27-19所示。
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  图27-18 使用scat用户进入udata数据库中 
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  图27-19 创建emp表 

 
创建emp表之后，可以使用show命令来查看数据库udata中是否存在emp表。
 
mysql> show tables;
 
+---------------------+
 
| Tables_in_udata　|
 
+---------------------+
 
| emp　　　　|
 
+---------------------+
 
1 row in set (0.00 sec)
 
的确在数据库udata中生成了emp表，可以执行DESC命令来查看表的结构。当然，也可以使用describe命令，emp表的结构如图27-20所示。
 
mysql> desc emp; # 查看emp 表的结构
 
mysql> describe emp;
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  图27-20 emp表的结构 

 
2．插入数据及更新数据
 
刚刚创建的emp表中没有任何数据，若不信，可以使用SELECT命令来查看emp表的内容。
 
mysql> select * from emp;
 
Empty set (0.00 sec)
 
接着为emp表插入数据，向表中插入数据，可使用INSERT INTO 语句来完成，下面为emp表插入一条新的记录：
 
mysql> insert into emp
 
-> (empno,name,job_id,salary,addr)
 
-> values('0360',’CHEN’,'03601','3600',’DANZHOU’); # 各个值用单引号括起来
 
ERROR 1044 (42000): Access denied for user 'scat'@'localhost' to database 'udata'
 
看到以上的信息不要紧张，毕竟scat对emp表还有插入数据的权限。接着使用管理员来为scat授权，使用root登录之后切换到udata，然后执行grant命令授权。
 
mysql> use udata;　# 切换到udata
 
Database changed
 
mysql> grant insert,update,delete,drop,create,select,index　# 所授的权限
 
-> on emp to scat;　# 为scat指定对emp表的权限
 
Query OK, 0 rows affected (0.04 sec)
 
在成功授权之后，执行insert语句就可以。之后可以使用select语句来查看所插入的信息，如图27-21所示。
 
mysql> select * from emp; # 使用"*"表示查询emp 中的所有字段
 
以上操作说明成功为emp表插入了数据。当然，也可以按照emp的结构来插入数据。
 
mysql> insert into emp
 
-> values('0361','YAN','03602','3600','HAIKOU');
 
Query OK, 1 row affected (0.00 sec)
 
查看emp表中的数据记录，如图27-22所示。
 
mysql> select * from emp;
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  图27-21 执行插入语句并查看emp表中的信息 
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  图27-22 emp表中的数据记录 

 
对数据进行更新，使用UPDATE命令即可，下面对empno为0361的数据行进行数据更新，语句如下：
 
mysql> update emp set addr='DONGCHENG' # 将HAIKOU 更新为DONGCHENG
 
-> where empno=0361; # 使用where 来过滤
 
Query OK, 1 row affected (0.00 sec)
 
Rows matched: 1 Changed: 1 Warnings: 0
 
mysql>
 
完成之后，可以使用“select * from emp”语句来查看数据行是否已更新即可，这里就不再重复。建议数字不要使用0开头，否则会出现提示，如本例所示。
 
3．数据库表的复制
 
到目前能为止，数据库udata中只有一张名为emp的表，且该表中只存在两行数据记录。接下来使用CREATE命令并以emp表中的数据来创建一张名为emp01的新表。
 
mysql> create table emp01 # 使用create 命令创建emp01 表
 
-> select * from emp; # 从emp 表中查获数据
 
Query OK, 2 rows affected (0.01 sec)
 
Records: 2 Duplicates: 0 Warnings: 0
 
执行CREATE命令之后，接着可以使用SHOW命令来查看数据库udata中所有表的清单，以确认复制是否成功。
 
mysql> show tables;
 
+---------------------+
 
| Tables_in_udata　|
 
+---------------------+
 
| emp　　　　|
 
| emp01　　　　|
 
+---------------------+
 
2 rows in set (0.00 sec)
 
4．索引的建立和删除
 
索引的建立是为了提高数据查询的速度，通过索引的使用可以快速定位到所要的信息。但是，更多地创建索引会使得系统的性能有所下降，尽量在二者之间权衡。
 
索引采用二叉树的形式组织数据，它是一个独立于表的对象。也就是说，即使索引崩溃了也不对真实存在的数据产生影响。
 
索引可以按其逻辑设计来分类，即从应用角度来分；可以按物理实现来分，即从物理存储来分。
 
逻辑分类主要有单/多列索引、唯一/非唯一索引和基于函数的索引。
 
物理分类：主要有分区或非分区索引、B-树索引和位图索引。
 
下面在emp表的name上创建一个名为ind_emp的索引。
 
mysql> create unique index ind_emp on emp(name);
 
Query OK, 2 rows affected (0.01 sec)
 
Records: 2 Duplicates: 0 Warnings: 0
 
从以上执行的命令看，已成功为emp表中的name字段创建名为ind_emp的索引。不难看出，创建索引的命令格式为：
 
CREATE [UNIQUE | BITMAP] INDEX 索引名 ON 表名(字段名)
 
可使用UNIQUE关键字来说明所创建的索引是唯一的索引，索引名可以自取，不过建议使用与表名相似的索引名，以方便维护，而字段名可以有多个。
 
在创建索引之后，接着将索引删除，可以使用 DROP 命令来完成，下面删除刚才所创建的ind_emp索引。
 
mysql> drop index ind_emp on emp;
 
Query OK, 2 rows affected (0.01 sec)
 
Records: 2 Duplicates: 0 Warnings: 0
 
删除索引的格式为：DROP INDEX [索引名] ON [ 表名 ]
 
5．删除数据库表
 
之前说过，DELETE命令只能将表的数据删除而不能删除表的结构，如果不信，你可以尝试使用DELETE命令来删除整个表。DELETE命令的格式如下：
 
DELETE FROM 表名 WHERE 条件；
 
下面使用DELETE命令删除emp01表中name为CHEN的数据行。
 
mysql> delete from emp01
 
-> where name='CHEN';
 
Query OK, 1 row affected (0.00 sec)
 
操作完成之后，可以使用SELECT命令来查看表emp01中的数据，会发现少了一行。
 
mysql> select * from emp01;
 
+-------+------+--------+--------+-----------------------+
 
| empno | name | job_id | salary | addr　　　　　|
 
+-------+------+--------+--------+-----------------------+
 
|　361 | YAN　| 3602 | 3600　| DONGCHENG　　　　|
 
+-------+------+--------+--------+-----------------------+
 
1 row in set (0.00 sec)
 
再次执行 DELETE 命令将 emp01 表中剩余的数据行删除，之后使用 SELECT 命令来获取emp01表中的信息，将看到提示信息，指出表是空的。不过，表的结构还在，使用DESC命令就可以看到，如图27-23所示。
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  图27-23 emp01表的结构 

 
接着将整个表的结构删除，DROP命令可以将表的数据及其结构全部删除，DROP命令的使用也很简单，下面将emp01表删除。
 
mysql> drop table emp01;
 
Query OK, 0 rows affected (0.00 sec
 
mysql>
 
执行DROP命令之后，在使用SHOW命令来查看数据库udata中是否还存在表，将发现udata已只有emp表。
 
mysql> show tables;
 
+---------------------+
 
| Tables_in_udata　|
 
+---------------------+
 
| emp　　　　|
 
+---------------------+
 
1 row in set (0.00 sec)
 

 
27.4 MySQL数据库管理
 
在RHEL AS4 安装MySQL 数据库服务器之后，所运行的都是初始化的配置，使用初始化的配置虽然也可以运行，但并不能让数据库服务器运行在最佳状态。为了能够让 MySQL 数据库服务器运行于最佳状态，需要对其默认配置进行管理。
 

 
27.4.1 数据库配置文件
 
MySQL数据库服务器安装之后产生了很多的目录及文件，其中，/etc/my.cnf为默认的配置文件，不过其内容并不多，主要是一些基本的配置，如数据库的位置、日志文件的路径等信息，感兴趣的读者可以看看该文件中的内容。
 
除了该配置文件之外，在/usr/share/doc/mysql-server-4.1.7 目录下还有几个配置文件，可以使用cd命令进入该目录并列出其下的内容。
 
[root@Scat ～]# cd /usr/share/doc/mysql-server-4.1.7
 
[root@Scat mysql-server-4.1.7]# ll
 
total 72
 
-rw-r--r-- 1 root root 4900 Nov 24 2004 my-huge.cnf
 
-rw-r--r-- 1 root root 20906 Nov 24 2004 my-innodb-heavy-4G.cnf
 
-rw-r--r-- 1 root root 4876 Nov 24 2004 my-large.cnf
 
-rw-r--r-- 1 root root 4888 Nov 24 2004 my-medium.cnf
 
-rw-r--r-- 1 root root 2468 Nov 24 2004 my-small.cnf
 
在此目录下共包括有5个配置文件，这些配置文件可以根据环境的不同而选择，以下是关于这些配置文件的简单说明。
 
● my-huge.cnf：适合在1GB 或1GB 以上内存的数据库服务器主机上使用，是针对企业应用的MySQL数据库而设计的。
 
● my-innodb-heavy-4G.cnf：运行在至少4GB 内存的数据库主机上，是为使用InnoDB 引擎的MySQL数据库而设计的。
 
● my-large.cnf：适用于内存在512MB以上的专用MySQL 数据库服务器。
 
● my-medium.cnf：运行在内存为32MB～64MB之间的数据库主机上，但若该主机还需要运行其他程序，则需要128MB以上的内存。
 
● my-small.cnf：适合运行在内存小于 64MB 的小型数据库上，该数据库主机上的 mysql进程对资源的需求只是偶尔使用而没有占用过多的资源。
 
这些配置文件中的配置选项都差不多，所以就不进行一一介绍。在实际的环境中，一台数据库服务器很有可能还在运行其他程序，如Web等。根据实际需求，选择对my-medium.cnf文件做一些简单的介绍。
 
在my-medium.cnf配置文件的[client]段中有如下内容。
 
[client]
 
#password　　= your_password　# 此项配置为用户提供默认用户的密码
 
port　　　= 3306　　　　# 客户端与服务器连接时默认使用的端口号
 
socket　　= /var/lib/mysql/mysql.sock　# 指定套接字文件的路径
 
[mysqld]字段包含MySQL数据库服务器配置的指令，其内容如下（为了节省片幅，只列出部分内容）。
 
[mysqld]
 
port　　　= 3306
 
socket　　= /var/lib/mysql/mysql.sock
 
skip-locking　　　　# 避免外部数据锁
 
key_buffer = 16M　　　# 存放索引区的内存值
 
max_allowed_packet = 1M　# 系统最大的缓冲区
 
table_cache = 64　　　# 设置表高速缓存的大小
 
sort_buffer_size = 512K　# 设置排序高速缓存的大小
 
net_buffer_length = 8K　# 配置连续缓冲区和结果缓冲区的初始值
 
read_buffer_size = 256K　# 在读数据表时的读操作所保留的缓冲区值
 
read_rnd_buffer_size = 512K　# 与上个选项功能类似，但此选项是按照特定次序输出
 
myisam_sort_buffer_size = 8M　# 修复表或创建索引时，ISAM索引排序的缓冲区值
 
server-id　= 1　# 在配置主/从数据库时需要此选项，用于设置服务器的ID号
 
字段[mysqldump]中的选项如下所示。
 
[mysqldump]
 
quick　# 此项表示支持较大的数据库的转存
 
max_allowed_packet = 16M # 指定在数据库表传输到其他数据库时的最大允许包
 
字段[mysql]所配置的内容是启动MySQL服务器的设置。
 
[mysql]
 
no-auto-rehash　# 在需要服务启动较快时，可以使用此选项
 
#safe-updates　# 设置是否使用安装更新的功能
 
[isamchk]字段中是在使用isamchk工具修复isam类型表时所使用的配置，内容如下所示。
 
[isamchk]
 
key_buffer = 20M　　　# 索引块的缓冲区大小
 
sort_buffer_size = 20M　# 使用排序时缓冲区的大小
 
read_buffer = 2M　　　# 读操作时缓冲区的大小
 
write_buffer = 2M　　　# 写操作时缓冲区的大小
 
[myisamchk]字段配置的内容是修复myisam类型表时所使用的配置，内容如下所示。
 
[myisamchk]
 
key_buffer = 20M
 
sort_buffer_size = 20M
 
read_buffer = 2M
 
write_buffer = 2M
 
在[mysqlhotcopy]字段中，使用mysqlhotcopy来为热备份工具进行配置设置，内容如下所示。
 
[mysqlhotcopy]
 
interactive-timeout # 表示在数据库热备份期间，连接会被挂起
 
在不同的环境可选择不一样的配置，若需要选择my-medium.cnf作为配置文件，先将默认配置文件删除，然后再将其所需的文件复制到/etc目录下并命名为my-cnf。
 
在安装 MySQL 数据库服务器时，其默认创建的数据库都存放在/var/lib/mysql 目录下。还记得之前创建一个名为udata的数据库，而且在该数据库下还有emp表吗？可以使用ll命令来查看emp表的信息，不过emp表中的内容是不可见的。
 
[root@Scat ～]# ll /var/lib/mysql/udata
 
total 24
 
-rw-rw----　1　mysql　mysql　65　Oct　22　16:16　db.opt
 
-rw-rw----　1　mysql　mysql　8658　Oct　23　00:16　emp.frm
 
-rw-rw----　1　mysql　mysql　28　Oct　23　00:20　emp.MYD
 
-rw-rw---- 1 mysql mysql 1024 Oct 23 01:09 emp.MYI
 

 
27.4.2 数据的导入和导出
 
在 MySQL 数据库中所保存的数据都是按照一定的格式来存放的，而且还允许从外部将这种格式的数据进行导入和导出操作，实现了数据的迁移。
 
1．数据的导入
 
为了将数据导入数据库中的表，这些数据的字段数据类型要对应数据库中表的格式，而且这些导入的数据都要以制表符隔开。导入数据的语句格式如下所示：
 
load data infile file_name into table table_name;
 
接着演示如何从外部将数据导入emp表中。需要导入的数据要按照emp表的格式来导入，否则失败。如果不记得emp的结构，就需要了解其结构。在终端提示符后使用vi创建一个名为emp.txt的文件，然后按照emp表的格式将数据写入emp.txt文件中，如图27-24所示。
 

 [image: figure_0464_0693]

 

  图27-24 emp.txt文件的内容 

 
需要注意的是，每个字段的开始处（如0362）要顶格写，在它前面不要有任何字符。之后的每个字段都是仅以一个制表符分开，而且格式都要一样。完成之后保存并退出，接着使用scat用户登录到MySQL数据库（若还没启动数据库服务器，则先启动），然后切换到udata数据库中，再执行导入数据的命令。
 
[root@Scat ～]# mysql-u scat–p　# 使用scat用户登录
 
Enter password:　　　# scat登录密码
 
Welcome to the MySQL monitor.　Commands end with ; or \g.
 
Your MySQL connection id is 5 to server version: 4.1.7
 
Type 'help;' or '\h' for help. Type '\c' to clear the buffer.
 
mysql> use udata;　　　# 切换到udata数据库中
 
Reading table information for completion of table and column names
 
You can turn off this feature to get a quicker startup with-A
 
Database changed
 
mysql>load data local infile "emp.txt" into table emp； # 执行命令导入数据
 
命令执行之后，可以使用SELECT来查看结果，操作结果如图27-25所示。
 
2．数据导出
 
将数据库中的数据导出，可以达到备份数据的目的，可使用mysqldump命令来完成，该命令的格式如下：
 
myasqldump–u user_name–p database_name table_name
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  图27-25 将数据导入emp表 

 
其中user_name是数据库管理员的名字，database_name用于指定数据库，table_name则指定database_name 下的表名。下面从 udata 数据库中的 emp 表导出数据。在终端提示符下执行mysqldump命令并输入数据库管理员的登录密码。
 
[root@Scat ～]# mysqldump-u root-p udata emp > emp01.db # 备份表为emp01.db
 
Enter password:　　　# 数据库root的密码
 
[root@Scat ～]# ll emp01.db　# 列出emp01.db的详细信息
 
-rw-r--r-- 1 root root 1572 Oct 23 15:55 emp01.db
 
将数据导出到emp01.db表之后，接着就可以使用vi或者cat命令来查看emp01.db中的信息，如图27-26所示。
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  图27-26 emp01.db中的内容 

 

 
第28章 域名系统服务器
 
本章主要内容
 
● 域名系统服务安装。
 
● 域名系统服务应用。
 
● 域名系统服务配置管理。
 
目前，在Internet上使用最为广泛的分布式数据库服务器之一为DNS，它也是WWW的重要组成部分之一，主要是为各个主机对IP地址与域名进行解析从而使得这些主机和客户端进行通信。
 

 
28.1 域名系统服务安装
 

 
28.1.1 域名系统概述
 
在互联网上的每一台计算机都有一个唯一的IP地址，可以通过不同的IP地址就可以连接到对应的主机。
 
IP地址使用的是二进制数来表示，每个IP地址由4个具有严格层次关系、以点（“.”）分开来的、小于256的数字组成，如192.168.60.1。可以在Windows的DOS窗口中输入ifconfig命令来获取。
 
目前，连接到Internet上的计算机有成千上万台，这也就意味这有成千上万个IP地址，要记住那么多的IP地址好像不太现实。对于这个问题，可以通过DNS的使用就可以实现将IP地址与域名进行自动转换。
 
DNS 最早于 1983 年提出，其解决的问题是将用户输入的域名（如 www.baidu.com）自动转换成对应的IP 地址，而不再需要记住复杂的IP地址。DNS的全称为Domain Name System（域名系统），是域层次结构的计算机和网络系统的命名系统，它也是一个分布式的数据库，负责控制本地整个分布式数据库的部分段。
 

 
28.1.2 域名系统的组成
 
整个DNS服务器由域名空间、DNS服务器和解析器这3个部分组成，由这3个部分共同完成在IP地址与域名之间进行自动转换。
 
DNS域名空间的层次非常清晰，它的结构形状类似于一棵倒置的树。域名空间是用于指定组织名称的域的层次结构，域的层次主要有根域（“.”）、顶级域和二级域这三个部分，而二级域也可以再分为其他的子域。
 
每个DNS服务器都有一个完整的域名空间信息，并且对所控制的范围的域名空间中的数据进行完整性的维护。
 
解析器则是用于客户端的程序或子程序，其负责从服务器中提取信息来响应对域名空间中主机的查询。
 

 
28.1.3 域名解析的实现
 
在对其他的主机进行访问时，用户端只需要输入要访问的主机的域名就可以连接到所需要访问的主机。但要真正实现访问，则必须将域名转成 IP 地址才可以进行访问，而实现将域名与 IP地址之间转换的方式有hosts表、NDS（域名系统）和NIS（网络信息服务系统）这三种方式。
 
1．hosts表解析域名
 
在系统上存在名称一般为hosts的表，此表位于/etc目录下，是一种存放主机名和IP地址的映射关系的简单文本文件。在需要时，计算机将搜索hosts表中的信息来匹配主机名和IP地址。
 
在hosts文件中，其每行都包含一个IP地址和一个与此IP地址对应的主机名，也可以说，hosts文件中的每行记录是一个条目。如果在本地增加一台主机，则将往host表中增加一个条目，若在网络上增加一台主机，则需要更新网络上每一台主机上的hosts文件。
 
2．DNS解析域名
 
DNS使用一种分层的分布式数据库来实现Internet上众多的主机域名与IP地址之间的转换。
 
DNS服务器以层次的形式将互联网上的主机信息进行存储，在进行工作时由多台层次不同的分布的DNS服务器相互协调完成。而在本质上，这些DNS服务就相当于一个大型的分布式数据库，它们构成一个大型的DNS服务系统。
 
3．NIS解析域名
 
NIS 是由Sun Microsystems 公司开发的一种可将主机表替换成主机数据库的命名系统，其全称为Network Information System（网络信息系统）。
 
NIS 将主机信息保存在中央主机上，并由中央主机将保存在其中的所有主机的信息分配给客户机，这就导致了在主机名转换为IP地址时效率低的情况。
 

 
28.1.4 域名系统服务组件
 
在搭建DNS服务器时，最为广泛使用的是Bind软件。它最初是由美国伯克利大学开设的一个课题，后经发展而成了一款开源的DNS服务器软件，可在多种不同的主流平台上运行。目前由互联网软件联合会（Internet Software Consortium）进行开发和维护。
 
Bind 的全称为Berkeley Internet Name Daemon，其提供动态更新、动态通知和更为充实的记录功能，而且还支持进行IP地址查询控制、域间传送和修改控制权限。
 
1．使用命令安装域名系统服务组件
 
在Red Hat Enterprises 系列Linux系统中自带此DNS服务器软件，若需要更高版本的软件，可到其官网上下载源码安装包，其官网为http://www.isc.org。
 
在本章中所需要安装的软件有如下几个：
 
bind-utils-9.2.4-2
 
bind-9.2.4-2
 
bind-libs-9.2.4-2
 
caching-nameserver-7.3-3
 
bind-chroot-9.2.4-2.i386.rpm
 
这些软件都可以在系统安装盘中找到，只不过版本有点低。在安装这些软件前，先使用 rpm命令查看系统是否已安装。
 
[root@Scat ～]# rpm-q bind-utils
 
bind-utils-9.2.4-2
 
[root@Scat ～]# rpm-q bind
 
bind-9.2.4-2
 
[root@Scat ～]# rpm-q bind-libs
 
bind-libs-9.2.4-2
 
[root@Scat ～]# rpm-q caching-nameserver
 
caching-nameserver-7.3-3
 
[root@Scat ～]# rpm-q bind-chroot
 
bind-chroot-9.2.4-2
 
若在系统中没检查到这些软件，则需要先进行安装。在第一张系统安装光盘中存放名为caching-nameserver 的软件，将第一张光盘插入光驱然后使用 mount 命令将光盘挂载，接着使用cd命令切换到/media/cdrom/RedHat/RPMS目录下。
 
[root@Scat ～]# mount /media/cdrom
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
接着使用ll等命令列出caching-nameserver软件的详细信息，然后进行安装。
 
[root@Scat RPMS]# ll caching*
 
-rw-r--r-- 138 root root 22749 Jan 6 2005 caching-nameserver-7.3-3.noarch.rpm
 
[root@Scat RPMS]# rpm-ivh caching-nameserver-7.3-3.noarch.rpm
 
完成安装之后，使用umount /media/cdrom命令将第一张光盘卸载。接着将第二张光盘插入光驱然后使用mount命令进行挂载，并切换到/media/cdrom/RedHat/RPMS目录下。
 
[root@Scat ～]# mount /media/cdrom
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
接着使用ll命令列出所需安装软件的详细信息。
 
[root@Scat RPMS]# ll bin*
 
-rw-r--r-- 64 root root 574259 Jan 6 2005 bind-libs-9.2.4-2.i386.rpm
 
-rw-r--r-- 30 root root 140005 Jan 6 2005 bind-utils-9.2.4-2.i386.rpm
 
-rw-r--r-- 29 root root 2978742 Jan 6 2005 binutils-2.15.92.0.2-10.EL4.i386.rpm
 
在获取软件的详细信息之后，接着就可以进行安装。而对于binutils软件，也可不安装。
 
[root@Scat RPMS]# rpm-ivh bind-libs-9.2.4-2.i386.rpm
 
[root@Scat RPMS]# rpm-ivh bind-utils-9.2.4-2.i386.rpm
 
完成安装之后，将第二张光盘卸载，并将第四张光盘插入光驱然后进行挂载，再使用cd命令切换到/media/cdrom/RedHat/RPMS目录下，然后列出需要软件的详细信息。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll bin*
 
-rw-r--r-- 30 root root 473080 Jan 6 2005 bind-9.2.4-2.i386.rpm
 
-rw-r--r--　30　root　root　28917　Jan　6　2005 bind-chroot-9.2.4-2.i386.rpm
 
-rw-r--r-- 30 root root 2257914 Jan 6 2005 bind-devel-9.2.4-2.i386.rpm
 
在这里可以选择安装bind-devel软件，而其余的两个需要进行安装，安装bind软件的命令如下。
 
[root@Scat RPMS]# rpm-ivh bind-9.2.4-2.i386.rpm
 
[root@Scat RPMS]# rpm-ivh bind-chroot-9.2.4-2.i386.rpm
 
到此DNS服务器软件安装完成，安装方式是使用命令行进行安装。若不喜欢使用命令行进行安装，可以选择使用图形系统所提供的Package Management界面进行软件的安装工作。
 
2．图形界面安装服务组件
 
进入图形界面，然后使用步骤Applications→System Settings→Add/Remove Applications（如图28-1所示）来开启Package Management界面，如图28-2所示。
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  图28-1 开启Package Management界面的步骤 

 

 [image: figure_0469_0697]

 

  图28-2 Package Management界面 

 
接着将右边的滚动条往下拉，并在Servers 选项区下找到NDS Name Server选项，如图28-3所示。单击此选项右边的Details链接来获取更为详细的软件包信息，如图28-4所示。选择需要安装的软件，其余的需要在别处寻找，然后进行安装。
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  图28-3 DNS Name Server选项 

 

 [image: figure_0470_0699]

 

  图28-4 DNS Name Server软件包的详细信息 

 

 
28.1.5 域名系统服务器类型
 
DNS服务器可分为主DNS服务器、辅助DNS服务器和缓存服务器这3种类别的服务器。
 
1．主域名系统服务器
 
主 DNS 服务器是域中所有权威性的信息源，它从管理员所编写的本地配置文件中读取域信息。在该配置文件中包含对一部分域进行管理的权威性信息。
 
主DNS服务器的配置文件是可读写的。也就是说，可以在此配置文件中新增用户，也可以为用户提供域名解析服务。
 
2．辅助域名系统服务器
 
辅助DNS服务器向记录在主DNS服务器配置文件中的用户提供查询，而这些被提供服务的用户名单是从主DNS服务器中的配置文件复制而来的。
 
辅助DNS服务器对此配置文件中的内容只有可读的权限，这也就意味着不能接受用户注册而只提供查询服务。更重要的一点是，辅助DNS服务器的使用是为了减轻主DNS服务器的负载。
 
3．缓存域名系统服务器
 
在缓存服务器中，它并不存在区域配置文件，只是负责运行DNS服务程序。
 
缓存服务器将用户查询的结果保存在缓存中，以使得有用户进行此项查询时就可以更快地得到响应。
 

 
28.2 域名系统服务应用
 

 
28.2.1 域名空间结构
 
DNS采用分层的结构，如同一棵倒置的树。最顶层为根域，使用点“.”表示，往下则是根域的子域，子域也可再分其他子域，如图28-5所示。
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  图28-5 DNS层次结构 

 
在整个DNS层次结构中，最高层次的称为根域，根域的下级则称为顶级域，再往下则为二级域，二级域也可以再分出子域，而子域也可再分出其他的子域。
 
如要访问QQ，域名可以表示为qq.com.cn.。但需要注意的是，在之前cn后的点是需要加上去的，而现在系统已经自动加上，所以我们就不需要手动添加。
 
目前，顶级域由一个非营利的互联网组织结构进行管理，这个机构为互联网名称与数字地址分配机构（Internet Corporation for Assigned Names and Numbers，ICANM）。这是一个近年来才成立的一个负责管理互联网域名和地址系统的机构。
 
（1）根域：根域使用点（“.”）表示，由互联网名称注册机构授权管理，并把将域名空间各部分责任分配给互联网的各个组织。
 
目前，对根域进行维护的服务器全球共有13台，除了法国、日本、瑞典和英国各有一台之外，其余的全部都在美国。部分根域的信息如表28-1所示。
 

  表28-1 根域服务器及相关信息（部分） 

 

 [image: figure_0471_0701]

 
（2）顶级域：根域的下级域为顶级域，这些顶级域可分为组织域、国家/地区域和反向域这三种类型，如表28-2所示，由Internet名字授权机构进行管理。
 

  表28-2 部分顶级域 

 

 [image: figure_0471_0702]

 
（3）二级域：二级域是注册到组织、企业或者个人的名称，如sina.com.cn等。在二级域下可以包含主机或者子域，如pepper.sina.com.cn等。
 
在域的层次结构中，位于域的最底层的是主机名。主机名和域名共同组成的完成合格的域名（Fully Qualified Domain Name，FQDN），主机名为FQDN 的最左端。
 

 
28.2.2 域名系统查询类型
 
客户端要访问某个主机，首先是要得到该主机的IP地址，而要得到IP地址则需要先进行域名的解析。当使用DNS服务器进行解析查询时，可以使用的方式有本地解析、直接解析、递归查询和迭代查询这4种。
 
1．域名本地解析
 
本地解析是指用户可以直接利用本地DNS服务器中已有的记录。
 
在用户向本地DNS服务器发出域名解析请求时，这些请求将传送到本地DNS服务器上的客户端程序，客户端程序则将传送过来的信息与本地缓存的信息进行对比，然后将得到的结果直接应答查询，而不需要DNS服务器转发到根域中。
 
2．域名直接解析
 
当本地的DNS服务器客户端程序不能对客户端的请求进行解析时，客户端程序则将向客户端所设定的局部DNS服务器发送查询请求。
 
当局部的 DNS 服务器收到请求后，会对此请求进行检查，并在不能应答的情况下对本身的DNS缓存进行查看，然后利用本地缓存信息进行解析，之后直接给予应答。
 
3．域名递归查询
 
当局部的DNS服务器不能对客户端的请求进行解析时，就向其他的DNS服务器发送查询请求。
 
递归查询是指局部DNS服务器向根域发出请求，然后由根域服务器逐级进行解析，之后将结果返回局部DNS服务器，局部DNS服务器则使用解析的IP地址应答客户端。
 
4．域名迭代查询
 
迭代查询也是局部DNS服务器不能应答客户端的解析请求时向根域服务器发送解析请求。
 
与递归查询不同的是，迭代查询并不是将最后的结果交给客户端程序，而是将根域服务器返回的结果交给客户端DNS程序，客户端DNS程序再使用局部DNS服务器应答的信息再对其他的主机进行查询，直到得到解析结果。
 

 
28.2.3 域名系统服务进程
 
安装了DNS服务器组件Bind之后，接着就可以启动DNS服务。启动DNS服务可以使用命令来启动，也可以使用图形界面的Service Configuration 窗口来启动。
 
1．启动及关闭DNS服务的命令
 
对于安装后的NDS服务器，可以通过DNS服务器程序的守护进程named来启动和关闭DNS服务器。
 
[root@Scat ～]# service named start# 启动DNS 服务器
 
Starting named:　　　　　　　　　　　[　OK　]
 
[root@Scat ～]# service named restart　# 重启DNS服务器
 
Stopping named:　　　　　　　　　　　[　OK　]
 
Starting named:　　　　　　　　　　　[　OK　]
 
[root@Scat ～]# service named stop# 关闭DNS 服务器
 
Stopping named:　　　　　　　　　　　[　OK　]
 
也可以使用如下所示的命令：
 
[root@Scat ～]# /etc/rc.d/init.d/named start　# 启动DNS服务器
 
Starting named:　　　　　　　　　　　[　OK　]
 
[root@Scat ～]# /etc/rc.d/init.d/named restart　# 重启DNS服务器
 
Stopping named:　　　　　　　　　　　[　OK　]
 
Starting named:　　　　　　　　　　　[　OK　]
 
完成启动之后，可以查看DNS服务器程序的状态。
 
[root@Scat ～]# service named status
 
number of zones: 8
 
debug level: 0
 
xfers running: 0
 
xfers deferred: 0
 
soa queries in progress: 0
 
query logging is OFF
 
server is up and running
 
执行以上命令之后，其结果显示DNS服务器处于运行状态之中。当然，也可以使用命令/etc/rc.d/init.d/namedstatus来查看DNS服务器程序的状态。
 
为了在下次启动系统时DNS服务进程能随机启动，可以将DNS服务器的守护进程named设为开机启动项。使用ntsysv命令开启Services界面，然后找到named之后使用空格键将其选上，然后使用Tab键跳到OK按钮并确认即可，如图28-6所示。
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  图28-6 配置DNS服务开机启动 

 
将DNS服务设为开机启动项之后，也可以使用如下命令关闭NDS服务器程序，然后查看其状态。
 
[root@Scat ～]# /etc/rc.d/init.d/named stop　# 关闭DNS服务器
 
Stopping named:　　　　　　　　　　[　OK　]
 
[root@Scat ～]# /etc/rc.d/init.d/named status　# 查看进程状态
 
rndc: connect failed: connection refused
 
2．使用图形工具启动
 
如果不喜欢使用命令的方式来启动或者关闭DNS服务，也可以选择使用图形系统下的ServiceConfiguration窗口来完成这些工作。
 
使用图形界面的 Service Configuration 窗口进行管理，显得非常直观。可以使用命令system-config-services 来打开该窗口，或者使用步骤 Applications→System Settings→Server Settings→Services来打开，如图28-7所示。之后将看到如图28-8所示的Service Configuration窗口。
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  图28-7 打开Service Configuration窗口的步骤 
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  图28-8 Service Configuration窗口 

 
接着将滚动条往下拉，并找到名为named的DNS服务器守护进程，如图28-9所示。之后将其选中，然后单击工具栏的Start图标来启动DNS服务的named守护进程。成功启动后，将看到如图28-10所示的提示界面。
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  图28-9 named守护进程 
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  图28-10 启动成功提示信息 

 

 
28.2.4 域名系统工作过程
 
DNS 服务器使用客户端/服务器（C/S）的工作模式，而 DNS 服务器使用分层的形式来对域名和IP地址进行维护，当用户使用某个域名对这个主机进行访问时，则需要先向DNS服务器发出一个服务的请求信息，之后就等待DNS服务器对此域名进行解析后的结果。
 
因为DNS服务器是一个分布式的数据库，而且采用的是分层的结构，所以在对某个域名进行解析时就有可能需要众多的DNS服务器同时进行工作。如图28-11所示，若客户端需要对scat.com的主机进行访问，则先向本地的DNS服务器发出域名请求，在本地的DNS服务器没法对此域名进行解析后就向根域服务器发出解析请求，之后经逐级查询之后将结果返回客户端，客户端就利用解析后的结果对主机进行访问。
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  图28-11 DNS工作过程 

 
下面模拟客户端用户对scat.com主机进行访问，并由DNS服务器对此域名进行解析的过程，大致过程如下（在此例中假设本地DNS服务器不能对此域名进行解析）。
 
第1步：客户端向本地DNS服务器发出需要解析域名scat.com的请求，本地DNS服务器接到请求后就在自身的数据库中查找匹配的记录，若能够找到则将结果返回客户端并完成本次的解析工作。
 
第2 步：在本地 DNS 服务器没法对客户端发来的域名进行解析后，它就将请求转发到根域DNS服务器。
 
第3 步：根域接到请求后，它并不知道域名具体所对应的 IP 地址，而是查看域名的顶级域com，然后将管理com的服务器IP地址返回给本地DNS服务器。
 
第4步：本地DNS服务器接到com服务器IP地址后，接着向com服务器发出请求。
 
第5步：在com服务器接到本地DNS服务器发来的请求后，就将管理scat.com的服务器IP地址返回给本地的DNS服务器。
 
第6步：本地服务器接到管理scat.com的服务器的IP地址后，接着向该服务器发出请求。
 
第7步：scat.com服务器接到请求后，将scat.com主机的IP地址返回给本地DNS服务器。
 
第8步：本地DNS服务器在获得scat.com的主机IP地址之后，将结果保存起来同时复制一份返回客户端，以此来结束本次的解析工作。
 
第9步：客户端获得从本地DNS服务器发来的scat.com主机的IP地址之间，接着就使用此IP地址对scat.com主机进行访问。
 

 
28.3 域名系统配置管理
 
与其他服务器相比，DNS服务器的配置显得更为复杂，而且配置文件的结构与其他服务器的配置文件相差较大，配置不当有可能导致整个DNS服务器都无法运行。
 

 
28.3.1 域名系统配置文件
 
1．域名系统主配置文件
 
DNS服务器软件Bind的主配置文件为named.conf，其位于/etc目录下。不过，它是一个连接文件，指向/var/named/chroot/etc目录下的named.conf。可以使用ll命令来查看主配置文件的详细信息。
 
[root@Scat ～]# ll /etc/named.conf
 
lrwxrwxrwx 1 root root 32 Oct 1 10:00/etc/named.conf->/var/named/chroot/etc/named.conf
 
从命令执行的结果看，named.conf文件是一个链接到/etc目录的链接文件。可以使用ll命令列出/var/named/chroot/etc目录下的信息。
 
[root@Scat ～]# ll /var/named/chroot/etc
 
total 32
 
-rw-r--r--　1　root　root　163　Oct　1　10:03　localtime
 
-rw-r--r--　1　root　root　1323　Aug　26　2004　named.conf
 
-rw-r--r--　1　root　named　219　Oct　1　09:58　named.conf.rpmsave
 
-rw-r--r--　1　root　named　132　Oct　1　09:58　rndc.key
 
建议在对主配置文件进行操作前，先将其进行备份。下面对主配置文件进行备份，并将备份后的主配置文件副本命名为named.conf1。
 
[root@Scat ～]# cd /var/named/chroot/etc ; ll　# 进入主配置文件的目录，查看内容
 
total 32
 
-rw-r--r--　1　root　root　163　Oct　1　10:03　localtime
 
-rw-r--r--　1　root　root　1323　Aug　26　2004　named.conf
 
-rw-r--r--　1　root　named　219　Oct　1　09:58　named.conf.rpmsave
 
-rw-r--r--　1　root　named　132　Oct　1　09:58　rndc.key
 
[root@Scat etc]# cp named.conf named.conf1 ; ll　# 进行备份，然后查看是否成功
 
total 36
 
-rw-r--r--　1　root　root　163　Oct　1　10:03　localtime
 
-rw-r--r--　1　root　root　1323　Aug　26　2004　named.conf
 
-rw-r--r--　1　root　root　1323　Oct　26　18:56　named.conf1 # 备份文件
 
-rw-r--r--　1　root　named　219　Oct　1　09:58　named.conf.rpmsave
 
-rw-r--r--　1　root　named　132　Oct　1　09:58　rndc.key
 
接下来对主配置文件/etc/named.conf进行简单的介绍。执行cd命令切换到链接的主配置文件所在的目录，然后可以使用vi来查看主配置文件中的内容（已省略一些说明性内容的输出）。
 
[root@Scat ～]# vi /etc/named.conf
 
options {　　　　　# options语句主要用于设置全局选项
 
directory "/var/named";　# 定义区文件的默认路径
 
dump-file "/var/named/data/cache_dump.db";
 
statistics-file "/var/named/data/named_stats.txt";
 
};
 
controls {　　# controls语句用于定义rndc工具与Bind服务进程的通信
 
inet 127.0.0.1 allow { localhost; } keys { rndckey; };
 
};
 
zone "." IN {　　# 使用zone语句定义区，每一个zone语句定义一个区
 
type hint;　#　type语句用于设置区的类型，一般有master（主DNS服务
 
# 器）、slave（辅DNS服务器）和hint（初始化为高速缓存服务器）
 
file "named.ca";　　#　file用于设置一个区的配置文件名称
 
};
 
zone "localdomain" IN {
 
type master;
 
file "localdomain.zone";
 
allow-update { none; };
 
};
 
zone "localhost" IN {　　# 定义正向解析区
 
type master;
 
file "localhost.zone";
 
allow-update { none; };
 
};
 
zone "0.0.127.in-addr.arpa" IN {　# 定义反向解析区
 
type master;
 
file "named.local";
 
allow-update { none; };
 
};
 
zone "0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.ip6.arpa" IN {
 
type master;
 
file "named.ip6.local";
 
allow-update { none; };
 
};
 
zone "255.in-addr.arpa" IN {
 
type master;
 
file "named.broadcast";
 
allow-update { none; };
 
};
 
zone "0.in-addr.arpa" IN {
 
type master;
 
file "named.zero";
 
allow-update { none; };
 
};
 
include "/etc/rndc.key";　# include语句用于将其指定的文件添加到主配置文件中
 
除了DNS主配置文件named.conf之外，在/etc目录下还存在rndc.key文件，此文件中存有key语句。
 
[root@Scat ～]# ll /etc/rndc.key
 
lrwxrwxrwx 1 root root 30 Oct 1 09:58 rndc.key->/var/named/chroot/etc/rndc/key
 
[root@Scat ～]# cat /etc/rndc.key　# 查看rndc.key文件的内容
 
key "rndckey" {　　#　key语句用于定义识别和授权的密钥信息
 
algorithm　　hmac-md5;
 
secret "69BEEi3e0UgcQbwG1Ykb3Bz0FklEjEVsjPW3hxxnruq5bKwoZceE1gfufxv1";
 
};
 
除了以上所说的几个配置语句之外，named.conf还支持的配置语句还有如表28-3所示的几个较为常用的语句。
 

  表28-3 常用的配置语句 
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2．域名系统根区文件
 
根区文件是一个特殊的文件，它所记录的是互联网上根服务器的域名和对应的IP地址。当在本地DNS服务器中无法将用户的域名请求进行解析时，将向根DNS服务器发送请求然后进行逐级查询。
 
根区文件名为 named.ca，其位于/var/named 目录下，建议读者不要随意更改其下的内容，若需要较新的named.ca文件，可以到网上下载。如下所示是在主配置文件中使用zone语句定义的named.ca区域的信息。
 
zone "." IN {
 
type hint;
 
file "named.ca";
 
可以在/var/named目录中使用cat命令查看其内容。如下所示是/var/named/named.ca根区文件中的内容，由于其内容比较多，因此省略了大部分的输出。
 
[root@Scat ～]# cd /var/named
 
[root@Scat named]# cat named.ca
 
;　　This file holds the information on root name servers needed to
 
;　　initialize cache of Internet domain name servers
 
;　　(e.g. reference this file in the "cache　.　<file>"
 
;　　configuration file of BIND domain name servers).
 
;
 
;　　This file is made available by InterNIC
 
;　　under anonymous FTP as
 
;　　file　　　　/domain/named.cache
 
;　　on server　　　FTP.INTERNIC.NET
 
;　　-OR-　　　　RS.INTERNIC.NET
 
;
 
;　　last update:　Jan 29, 2004
 
;　　related version of root zone:　2004012900
 
;
 
;
 
; formerly NS.INTERNIC.NET
 
;
 
.　　　　　　3600000　IN　NS　A.ROOT-SERVERS.NET.
 
A.ROOT-SERVERS.NET.　3600000　　A　　198.41.0.4
 
;
 
……省略部分内容的输出……
 
; operated by VeriSign, Inc.
 
;
 
.　　　　　　3600000　　NS　J.ROOT-SERVERS.NET.
 
J.ROOT-SERVERS.NET.　3600000　　A　192.58.128.30
 
;
 
; operated by RIPE NCC
 
;
 
.　　　　　　3600000　　NS　K.ROOT-SERVERS.NET.
 
K.ROOT-SERVERS.NET.　3600000　　A　193.0.14.129
 
;
 
; operated by ICANN
 
;
 
.　　　　　　3600000　　NS　L.ROOT-SERVERS.NET.
 
L.ROOT-SERVERS.NET.　3600000　　A　　198.32.64.12
 
;
 
; operated by WIDE
 
;
 
.　　　　　　3600000　　NS　M.ROOT-SERVERS.NET.
 
M.ROOT-SERVERS.NET.　3600000　　A　202.12.27.33
 
; End of File
 
3．域名系统正向解析文件
 
在主配置文件中使用zone语句来定义正向解析区，所谓的正向解析即将域名解析为IP地址，通过解析得到IP地址之后就可以对此IP地址对应的主机进行访问。
 
在主配置文件/etc/named.conf中所定义的正向解析区的内容如下所示：
 
zone "localhost" IN {
 
type master;　　　# 区的类型设置为主DNS服务器
 
file "localhost.zone";　# 正向解析文件的名称
 
allow-update { none; }
 
正向解析文件位于/var/named目录下，可以使用cd命令进入该目录，然后查看正向解析文件的内容，如下是正向解析文件中的内容：
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4．域名系统反向解析文件
 
在主配置文件中使用zone语句来定义反向解析区，所谓的反向解析即可将IP地址解析为域名，可以通过反向解析来了解IP地址所对应的域名。
 
在主配置文件/etc/named.conf中所定义的反向解析区的内容如下：
 
zone "0.0.127.in-addr.arpa" IN {
 
type master;
 
file "named.local";　# 使用file来定义反向解析文件的名称
 
allow-update { none; };
 
反向解析文件位于/var/named 目录下，可以进入该目录，然后查看反向解析文件的内容，如下是反向解析文件中的内容：
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28.3.2 域名系统应用配置
 
默认情况下DNS服务器一般不能正常运行，要使其能够进行运行，需要做些简单的配置。本节进行一个简单应用的配置，并利用这个配置来测试DNS服务器是否可以正常工作，范例的配置过程如下。
 
首先使用vi打开DNS的主配置文件/etc/named.conf，然后在主配置文件的正向解析区和反向解析区做如下修改。
 
[root@Scat ～]# vi /etc/named.conf
 
//
 
// named.conf for Red Hat caching-nameserver
 
//
 
options {
 
directory "/var/named";
 
dump-file "/var/named/data/cache_dump.db";
 
statistics-file "/var/named/data/named_stats.txt";
 
/*
 
* If there is a firewall between you and nameservers you want
 
* to talk to, you might need to uncomment the query-source
 
* directive below.　Previous versions of BIND always asked
 
* questions using port 53, but BIND 8.1 uses an unprivileged
 
* port by default.
 
*/
 
// query-source address * port 53;
 
};
 
// a caching only nameserver config
 
controls {
 
inet 127.0.0.1 allow { localhost; } keys { rndckey; };
 
};
 
zone "." IN {
 
type hint;
 
file "named.ca";
 
};
 
zone "localdomain" IN {
 
type master;
 
file "localdomain.zone";
 
allow-update { none; };
 
};
 
zone "scat.com" IN {　　　　# 定义正向解析区为scat.com
 
type master;　　　　# DNS类型为主服务器
 
file "localhost.zone";　# 正向解析文件为/var/named/localhost.zone
 
allow-update { none; };
 
};
 
zone "60.168.192.in-addr.arpa" IN {　# 定义反向解析区为60.168.192.in-addr.arpa
 
type master;
 
file "named.local";
 
allow-update { none; };
 
};
 
zone "0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.ip6.arpa" IN {
 
type master;
 
file "named.ip6.local";
 
allow-update { none; };
 
};
 
……省略部分内容输出……
 
include "/etc/rndc.key";
 
完成之后保存文件并退出。接着创建正向解析文件的内容，先进入/var/named 目录下，然后根据在主配置文件中所定义的正向解析文件，使用vi打开并进行修改。
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在配置完正向解析文件之后，保存文件并退出。接着配置反向解析文件，根据主配置文件中所定义的反向文件名，使用vi打开然后进行修改。
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完成正向和反向解析文件的配置之后，接着对DNS客户端配置文件中的IP地址进行修改，使得其指向DNS服务器，客户端配置文件为/etc/resolv.conf，可使用vi打开并对IP地址进行更改。
 
[root@Scat named]# vi /etc/resolv.conf
 
nameserver 192.168.60.36　　# 此IP地址必须为可用的，即可以ping通的
 
完成以上配置之后，接着是对DNS进行重新启动（若DNS服务还没启动，则需要先启动），使得更改配置生效。
 
[root@Scat ～]# service named restart
 
Stopping named:　　　　　　　　　　[　OK　]
 
Starting named:　　　　　　　　　　[　OK　]
 
重新启动成功之后，接着就可以进行测试了。可使用 dig 命令进行测试，也可使用 nslookup命令进行测试，或者使用host命令。
 
在进行正向和反向解析之前，可使用 ping 命令来检查 IP 地址或域名是否可以用。对192.168.60.36和dns.scat.com进行ping测试及ping的结果如图28-12所示。
 
[root@Scat ～]# ping-b 192.168.60.36-c 4
 
PING 192.168.60.36 (192.168.60.36) 56(84) bytes of data.
 
64 bytes from 192.168.60.36: icmp_seq=0 ttl=64 time=0.021 ms
 
64 bytes from 192.168.60.36: icmp_seq=1 ttl=64 time=0.032 ms
 
64 bytes from 192.168.60.36: icmp_seq=2 ttl=64 time=0.034 ms
 
64 bytes from 192.168.60.36: icmp_seq=3 ttl=64 time=0.033 ms
 
--- 192.168.217.14 ping statistics---
 
4 packets transmitted, 4 received, 0% packet loss, time 2999ms
 
rtt min/avg/max/mdev = 0.021/0.030/0.034/0.005 ms, pipe 2
 
[root@Scat～]# ping dns.scat.com
 
PING dns.scat.com (dns.scat.com) 56(84) bytes of data.
 
64 bytes from dns.scat.com: icmp_seq=0 ttl=64 time=0.021 ms
 
64 bytes from dns.scat.com: icmp_seq=1 ttl=64 time=0.032 ms
 
64 bytes from dns.scat.com: icmp_seq=2 ttl=64 time=0.034 ms
 
64 bytes from dns.scat.com: icmp_seq=3 ttl=64 time=0.033 ms
 
--- 192.168.217.14 ping statistics---
 
4 packets transmitted, 4 received, 0% packet loss, time 3000ms
 
rtt min/avg/max/mdev = 0.021/0.030/0.034/0.005 ms, pipe 2
 
从输出的测试结果中得知，IP地址和域名是可以ping通的。接着是使用DNS进行解析，下面使用host命令进行解析测试。
 
[root@Scat ～]# host dns.scat.com　　# 正向解析
 
dns.scat.com has address 192.168.60.36
 
[root@Scat ～]# host 192.168.60.36　　# 反向解析
 
36.60.168.192.in-addr.arpa domain name pointer dns.scat.com.
 
[root@Scat ～]# host ddns.scat.com
 
ddns.scat.com has address 192.168.60.37
 
[root@Scat ～]# host 192.168.60.37
 
37.60.168.192.in-addr.arpa domain name pointer ddns.scat.com.
 
若想对host命令所使用的选项有更多的了解，可直接在终端提示符后面输入host命令来获取帮助信息。
 
[root@Scat ～]# host
 
Usage: host [-aCdlrTwv] [-c class] [-n] [-N ndots] [-t type] [-W time]
 
[-R number] hostname [server]
 
-a is equivalent to-v-t *
 
-c specifies query class for non-IN data
 
-C compares SOA records on authoritative nameservers
 
……省略大部分输出……
 
当然，也可以使用dig命令来进行域名进行解析测试，对域名ddns.scat.com进行解析以及测试的结果如图28-12所示。
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  图28-12 对域名ddns.scat.com进行解析的结果 

 
从dig的结果中看到，不仅得到域名ddns.scat.com的IP地址和其他相关的信息，还看到DNS服务器的域名dns.scat.com和其所对应的IP地址192.168.60.36，以及进行dig时所使用的时间和日期等众多的信息。
 
除了使用以上的这两个命令进行域名的解析之外，还可以使用名为nslookup的命令进行域名或者IP地址的解析。
 
当使用 nslookup 进行域名或 IP 地址的解析时，只需要在终端提示符后面输入nslookup并按Enter键即可进行解析操作（按Enter键之后将出现“>”提示符，其后的内容为用户输入）。下面使用nslookup命令对IP地址192.168.60.37和域名ddns.scat.com进行解析，图28-13所示（退出时按下Ctrl+C组合键或者使用exit命令）。
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  图28-13 使用nslookup命令进行解析 

 
[root@Scat～]# nslookup
 
在正向解析文件中定义了两个别名，接着使用nslookup命令来测试这两个别名。测试结果如图28-14所示。
 
[root@Scat ～]# nslookup
 
其实，nslookup命令还可以对配置查看进行查看。测试结果如图28-15所示。
 
[root@Scat ～]# nslookup
 
> set all　　# 显示当前设置的参数值
 
> set type=SOA　# 查看域scat.com的SOA资源配置记录
 
> scat.com
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  图28-14 别名的测试 
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  图28-15 测试结果 

 
> set type=any　# 查看域scat.com的any资源配置记录
 
> scat.com
 
Server:　　192.168.60.36
 
Address:　　192.168.60.36#53
 
scat.com
 
origin = dns.scat.com
 
mail addr = root.dns.scat.com
 
serial = 42
 
refresh = 10800
 
retry = 900
 
expire = 604800
 
minimum = 86400
 
scat.com　　nameserver = dns.scat.com.
 
除了使用命令来对DNS进行测试之外，还可以使用浏览器来测试。当使用浏览器进行测试时，需要使用Web服务器和DNS服务器，而且还需要对Web服务器的配置文件进行相关的修改。
 
对于使用Apache搭建的Web服务器，其主配置文件中所指向的主目录为/var/www/html，要使用浏览器来测试DNS服务，则需将其所指向的主目录改为/var/www/usage。使用vi打开Apache主配置文件并进行修改。
 
[root@Scat ～]# vi /etc/httpd/conf/httpd.conf
 
打开主配置文件之后，在第265行（有可能不一样）处找到如下的行，然后将“html”改为“usage”。
 
DocumentRoot "/var/www/html"　# 原先行的内容
 
DocumentRoot "/var/www/usage"　# 修改过后的行的内容
 
修改完成之后保存文件并退出。在保证DNS服务器处于运行状态时，接着启动Apache服务（若Apache处于运行状态，则需要重新启动）。
 
[root@Scat ～]# service httpd start　# 启动Apache进程
 
Starting httpd:　　　　　　　[　OK　]
 
在将Apache启动之后，接着打开浏览器并在地址栏中输入http://192.168.60.36，接着按Enter键，若正常则将看到如图28-16所示的测试界面。
 
当然，除了使用IP地址进行测试之外，也可以使用域名进行测试。如图28-17所示的是使用域名dns.scat.com进行测试。
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  图28-16 在浏览器中使用IP进行测试 
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  图28-17 在浏览器中使用域名进行测试 

 

 
28.3.3 域名系统服务器配置
 
对于DNS服务器的类型，可分为主DNS服务器、辅助DNS服务器和缓存服务器这三类，在上一节已对主DNS服务器进行配置和相关的测试，而在本节是对辅助DNS服务器和存DNS服务器的配置进行简单介绍。
 
1．辅助域名系统服务器
 
所谓的辅助DNS服务器，即为向用户机提供域名解析的功能。其具有容错能力、加快查询速度和分担主DNS服务器的负载等特点，使用辅助DNS服务器可有效减轻主DNS服务器的负担。辅助DNS服务器的配置信息使用主DNS服务器的配置信息，即在辅助DNS服务器启动时，其将与主DNS服务器建立连接，并从主DNS服务器中复制配置信息。在辅助DNS服务器上的配置信息是不可修改的，且其将定期从主DNS服务器获取新的配置信息使本身的信息得到不断的更新。配置一个辅助DNS服务器与配置主DNS服务器有些相似，使用关键字type定义DNS服务器的类型即可，如下所示是配置一个辅助DNS服务器的实例。
 
[root@Scat ～]# vi /etc/named.conf
 
// named.conf for Red Hat caching-nameserver
 
options {
 
directory "/var/named";
 
dump-file "/var/named/data/cache_dump.db";
 
statistics-file "/var/named/data/named_stats.txt";
 
/*
 
* If there is a firewall between you and nameservers you want
 
};
 
// a caching only nameserver config
 
controls {
 
inet 127.0.0.1 allow { localhost; } keys { rndckey; };
 
};
 
zone "." IN {
 
type hint;
 
file "named.ca";
 
};
 
zone "localdomain" IN {
 
type master;
 
file "localdomain.zone";
 
allow-update { none; };
 
};
 
zone "scat.com" IN {　　# 从区域名称要与主服务器名称相同
 
type slave;　　# 类型改为slave（辅助）
 
file "localhost.zone";　# 正向解析文件
 
masters { 192.168.60.36; };　# 指定主DNS的IP地址
 
};
 
zone "60.168.192.in-addr.arpa" IN {　# 反向解析声明区
 
type slave;　　# 更改type值为slave
 
file "named.local";
 
masters { 192.168.60.36; };　# 指向主DNS服务器的IP地址
 
};
 
……省略部分内容的输出……
 
include "/etc/rndc.key";
 
完成修改并在确认无误之后保存所做修改并退出，接着对DNS服务进行重新启动，使得刚做的修改生效。
 
[root@Scat ～]# service named restart
 
Stopping named:　　　　　　　　　[　OK　]
 
Starting named:　　　　　　　　　[　OK　]
 
在使用辅助DNS服务器进行提供服务时，还需要为辅助DNS服务器配置一个可用的IP地址，并将/etc/resolv.conf中nameserver的IP地址值改为辅助DNS服务器的IP地址。
 
2．缓存域名系统服务器配置
 
在DNS服务器运行时，如果对众多的域名进行解析难免出现高负载的情况，这时可以考虑使用缓存服务器来分担主DNS服务器的负担。
 
缓存DNS服务器类似于代理服务器，其没有属于自己的域名数据库，而只是将其所查询到的信息转发到DNS服务器上并由其他的DNS服务器进行处理。如下所示是一个简单的缓存服务器配置信息。
 
[root@Scat ～]# vi /etc/named.conf
 
// named.conf for Red Hat caching-nameserver
 
options {
 
directory "/var/named";
 
dump-file "/var/named/data/cache_dump.db";
 
statistics-file "/var/named/data/named_stats.txt";
 
/*
 
* If there is a firewall between you and nameservers you want
 
* to talk to, you might need to uncomment the query-source
 
* directive below.　Previous versions of BIND always asked
 
* questions using port 53, but BIND 8.1 uses an unprivileged
 
* port by default.
 
*/
 
// query-source address * port 53;
 
};
 
// a caching only nameserver config
 
forward only；
 
forwarders {
 
192.168.60.36;　# 转发到DNS服务器的IP地址，可设多个
 
192.168.60.60;
 
};
 
include "/etc/rndc.key";
 

 
28.3.4 域名系统客户端配置
 
在之前已使用命令的方式对DNS服务器客户端进行简单的配置，而本节将对使用图形界面来配置客户端进行简单的介绍。要使得DNS客户端正常工作，客户端的配置工作不可忽略，也不能出现错误，否则客户端没法使用DNS服务器进行服务。
 
1．在Linux下配置客户端
 
在Linux 下进行DNS 客户端的配置，其方法不难，可借助Network Configuration图形窗口来进行配置。参考步骤如下。
 
在图形界面下，使用步骤Applications→System Settings→Network来打开Network Configuration窗口，如图28-18所示。在Network Configuration窗口中，添加一张网卡，此网卡上的IP地址用于DNS服务器。
 
完成网卡的配置之后，在Network Configuration 窗口中选择DNS 选项卡，之后可以配置系统的主机名、域名等。在Hostname 框中可输入dns.scat.com，在Primary DNS 框中输入DNS 服务器的IP地址，其余的可选择性设置，如图28-19所示。
 

 [image: figure_0485_0720]

 

  图28-18 打开Network Configuration窗口的步骤 
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  图28-19 DNS客户端的配置 

 
DNS服务器客户端配置完成之后，然后返回Devices选项卡，然后激活DNS服务器的IP地址网卡，之后弹出如图28-20所示的警告信息，单击Yes按钮。接着再弹出如图28-21所示的信息，单击OK按钮即可。
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  图28-20 询问性信息 
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  图28-21 系统提示信息 

 
2．在Windows下配置客户端
 
在Windows下，打开如图28-22所示的“宽带连接”界面，然后单击其下的“属性”按钮。之后在弹出的界面中选择“网络”选项卡，如图28-23所示。
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  图28-22 “宽带连接”界面 
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  图28-23 “宽带连接属性”界面 

 
在“宽带连接属性”界面上，选择“Internet协议版本4（TCP/IP）”选项，然后单击“属性”按钮，之后将打开如图28-24所示的“Internet协议版本（TCP/IPv4）属性”界面。在此界面上指定所要使用的IP地址，然后输入DNS服务器的IP地址，之后单击“确定”按钮即可。
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  图28-24 DNS服务器IP地址的设置 

 
在Windows下，也可以通过使用IP地址来测试DNS服务器，如图28-25所示，使用IP地址对DNS服务器进行测试。
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  图28-25 使用IP地址测试DNS服务器 

 
若在Windows下配置DNS客户端，则可利用DNS对域名进行解析，可在Windows下使用域名（如dns.scat.com）来测试DNS服务器。
 

 
第29章 网络地址转换
 
本章主要内容
 
● 网络地址转换概述。
 
● 网络地址转换配置。
 
有一种作用类似于防火墙的路由器，它可根据已设定好的规则将一些未经请求的数据包丢弃，并且可以将内部的多个 IP 地址转换为一个共享的地址，实现多个内部用户共享一个 IP 地址的机制，此类型的路由器称为NAT服务器。
 

 
29.1 网络地址转换概述
 
当内部网的用户发送请求进行网络访问并经过NAT（Network Address Translation，网络地址转换）时，NAT将对发送来的源IP地址进行追踪以确认是哪个用户的请求，之后将此用户的IP地址转换为一个公用的网络IP地址然后进行网络的连接。
 
NAT可以实现内部网的多个用户共享一个合法的IP地址，从而解决互联网IP地址不足的问题。同时NAT也将经过它的用户的IP地址进行隐藏，使得内部计算机用户的安全性有了提高。
 

 
29.1.1 网络地址转换简介
 
随着互联网用户的不断扩大，使得IPv4标准的IP地址无法满足众多互联网用户的需求，于是通过一种能够将内部网中不同的用户IP地址转换为一个Internet合法的IP地址的技术——NAT，能显示众多用户对合法IP地址的需求。
 
NAT 是一个根据 RFC1631 而开发出来的一个互联网工程任务组（Internet Engineering Task Force，IETF）标准，但NAT不是一种网络协议而是一种过程，它可将一组IP地址映射到另一组IP地址。当然，这对用户来说是透明的。
 
对于NAT的作用，从名字都可以看出，它将IP地址进行转换。在局域网内用户“非法”的IP地址通过NAT后，就被NAT转换成互联网上合法的IP地址，NAT的出现使得IPv4拥有足够的IP地址使用至今。
 
NAT的出现，不仅解决了网络合法IP地址不足的问题，还对通过NAT服务进行互联网的访问，NAT将用户的真实IP地址进行隐藏从而使得外部无法获知真实的IP地址，避免内部计算机遭到直接的攻击。
 

 
29.1.2 私有地址分类
 
在用户的网络不连接到互联网的情况下，而为了使用TCP/IP协议进行通信，因此会转向ISP或者InterNIC获取已登录的IP地址的使用权。
 
在这种情况下，用户所取得的IP地址基本上是一种称为“私有IP地址”的内部网IP地址，这些IP地址是IANA（Internet Assigned Numbers Authority）所保留的。对于这些IP 地址，互联网上的主机是不可使用的，只是提供给局域网内的用户使用，而这些私有IP地址则是在NAT上所使用的IP地址。
 
这些由IANA所保留的IP地址是由RFC正式定义的IP地址，为了区别于互联网上的IP地址，因此将IANA上所保留的IP地址称为内部IP地址（也被称为虚拟IP地址），而互联网上的IP地址则称为外部IP地址（也称为物理IP地址）。这些私有IP地址的范围如表29-1所示。
 

  表29-1 私有IP地址范围 
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29.1.3 NAT工作原理
 
对于局域网内的用户，其拥有的IP地址一般不是互联网的合法IP地址，这也就意味着无法对互联网进行访问。当局域网内的用户需要对互联网进行访问时，其可以通过NAT服务器的协助来对互联网进行访问。
 
当局域网内的用户需要对互联网进行访问时，将向NAT服务器发送IP数据包，而所发送的IP数据包的包头中包含源IP地址和需要访问的目的IP地址以及端口的信息。当这些数据信息发送到NAT服务器之后，NAT服务器则使用一些技术手段将用户发送来的数据包的包头进行修改，如图29-1所示。
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  图29-1 NAT服务器布局图 

 
在NAT服务器中，存在内部网计算机的IP地址以及外部网服务主机的IP地址。当内部网的计算机用户发送请求对外部网的服务主机进行访问时，NAT服务器将对用户发送来的IP数据包的IP地址修改成一个公用的、合法的网络IP地址，之后将IP数据包发送到目的IP地址的主机之上进行访问。
 
而当获得信息之后，把消息传回到 NAT 服务器上，NAT 服务器则先根据预先设定的规则对一些非法数据包进行丢弃，然后将目的IP地址修改为内部计算机的IP地址，之后将数据包发往目的IP地址的计算机上。
 

 
29.1.4 NAT转换类型
 
当NAT进行IP地址的转换时，其可通过静态地址转换、动态地址转换和网络地址端口转换这三种方式之一，实现内部IP地址与外部IP地址之间的转换。
 
在进行地址的转换时，涉及内部本地地址、内部合法地址以及外部本地地址和外部合法地址这4个概念。
 
其中，用于分配给局域网计算机、不能对互联网进行访问的私有 IP 地址称为内部本地地址（Inside Local Address）；而经过注册得到的、可以对互联网进行访问的IP 地址称为内网合法地址（Inside Global Address）；外部网络主机的私有IP地址称为外部本地地址（Outside Local Address）；而外部主机合法地址则称为外部全局地址（Outside Global Address）。
 
1．静态转换NAT
 
通过使用静态地址转换NAT服务器对内部网IP地址的转换，实现局域网用户机对外网的访问，这需要预先制作一张表，在表中记录每个需要进行 IP 地址转换的局域网计算机内部全局地址，这是一种固定的映射方式。也就意味着所要访问的服务器需要有固定的IP地址，否则访问将出现错误。在NAT转换表中，所记录IP地址的对应数据是固定的，也就是说，在未对NAT表进行更改时，某个IP地址一直被某个用户占有，即使此IP地址未被使用，也不会把它分配给其他用户，这会导致IP地址的浪费。图29-2所示是静态NAT构架图。
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  图29-2 静态NAT 

 
在图29-2中，假设客户端1（IP地址为192.168.36.2）需要对某个服务器（如Web）进行访问。其需要先将数据包发往NAT服务器，NAT服务器在收到客户端1发来的数据包后，会根据数据包中的源 IP 地址查找 NAT 静态表，若能找到对应的记录（如对应的外部网的 IP 地址为92.108.36.64），则将本地客户端1的IP地址转换为全局IP地址然后进行转发，若找不到则将此数据包进行丢弃。
 
而当在互联网上的主机对信息进行响应之后，将数据包返回，静态NAT服务器在收到返回的数据包之后，再次对静态NAT表进行检查，并在得到的数据记录之后进行地址的转换然后再转发到客户端1，否则数据包将被丢弃。
 
2．动态转换NAT
 
动态NAT可将某一个公网IP地址映射到某个内网IP地址，使得内部主机可以跟互联网建立固定的连接。当连接断开之后，此公网的 IP 地址将被释放，并在其他内网用户需要时再将此 IP地址分配出去。
 
在动态NAT服务器中，它先对内部地址进行定义，从而组成全局地址，并在内部主机需要时从中筛选出一个未使用的IP地址供内部主机临时使用，如图29-3所示。
 
当局域网的客户机（如客户端2）需要对互联网进行访问时，它先向NAT服务器发送数据请求包。当NAT服务器收到客户端2发送来的数据请求包后，就对定义的全局地址NAT动态表进行检查，并在获得某个未使用的全局IP地址之后为客户端2与此IP地址建立映射，并将数据包的源IP地址修改之后发送到互联网上。
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  图29-3 动态NAT 

 
当用户与互联网的连接断开之后，NAT 将回收用户对全局 IP 地址的使用权，并在其他用户需要时再次分配出去。
 
3．端口转换NAT
 
网络端口NAT服务器以使用端口的形式为内网用户与互联网之间建立连接，这类连接方式适合使用在只有少量合法的IP地址而上网的用户比较多且上网时间比较集中的场合。
 
在使用网络端口的NAT服务器的局域网中，局域网内的用户可以共享一个合法的IP地址进行网络的访问。在进行网络连接时，NAT将每个用户的IP地址映射到同一合法IP地址而不同的端口上，然后为用户与外网建立连接，如图29-4所示。
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  图29-4 网络端口NAT 

 
局域网内的用户（如客户端3）需要对互联网进行访问时，它先向NAT服务器发送一个包含IP地址和端口号的数据请求包。在端口NAT服务器收到数据请求包之后，将客户端3的IP地址映射到一个合法的IP地址上，并为客户端3分配一个端口，之后建立合法的网络访问的连接。
 
若客户端2在这时也需要对Internet的访问，并向端口NAT服务器发送数据请求包之后，端口NAT则将客户端2的IP地址映射到与客户端3相同的IP地址但不同的端口上并建立网络访问的连接。也就是说，每个用户都可以使用相同的IP地址，但所使用的网络端口不一样。
 
当互联网对用户的请求进行响应之后，端口NAT先接收到数据信息，之后对NAT端口表进行检查，若没有检查到匹配的端口记录，数据包将被丢弃，否则数据包将被发送到对应的客户端上。
 

 
29.1.5 NAT的优缺点
 
1．NAT的优点
 
使用NAT不但可以节省IP地址的使用，而且可以对用户的IP地址进行隐藏，为用户的安全带来一定的保护。使用NAT具有如下几个优点。
 
● 减少IP 地址的使用，节省成本。
 
● 可在NAT服务器上的外部IP 之上建立多个“IP别名”，当IP 别名收到请求时，NAT服务器可将请求转发到局域网的相关服务器上。
 
● 对于IP别名的使用，其可将不同的请求分配到相同的NAT 服务器上，减轻单个NAT 服务器的工作负载。
 
2．NAT的缺点
 
事物总是存在两面性。在使用NAT服务器的优点时，其也存在不可避免的缺点，这些缺点有可能导致整个NAT服务器及其背后的客户端完全被暴露。其缺点有如下几个。
 
● NAT 可将客户端的数据请求包的包头 IP 信息进行修改，而有些数据请求包使用数字签名进行加密，若数据请求包的包头信息被修改，将导致整个数据包的信息失效。
 
● 在某些场合下，有些网络协议或者应用程序所使用的是点对点的连接，而NAT 服务器很难做到点对点的连接。
 
● NAT服务器记录其所管辖的局域网用户的IP 地址等信息，若NAT 服务器被非法控制，将导致整个局域网用户的信息被暴露在互联网上，这也就意味着NAT不能被当作防火墙来使用。
 

 
29.2 网络地址转换配置
 

 
29.2.1 网络地址转换服务组件
 
在后面的配置操作中，需要用到iptables和rp-pppoe这两个组件，为了后面配置操作的需要，先对这两个组件进行安装。
 
在安装这两个组件之前，先检查系统是否已安装了这两个组件或者只安装了其中之一，并在系统还没安装时进行安装。使用如下命令来检查系统是否已安装了所需的软件。
 
[root@Scat ～]# rpm-q iptables
 
iptables-1.2.11-3.1.RHEL4
 
[root@Scat ～]# rpm-q rp-pppoe
 
rp-pppoe-3.5-22
 
若系统还没安装，则需要进行安装。将系统的第二张安装光盘插入光驱并使用mount命令将系统安装盘挂载到系统上，然后使用 cd 命令切换到/media/cdrom/RedHat/RPMS 目录下，接着使用ll命令列出所需安装的组件的详细信息。
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll iptables*
 
-rw-r--r-- 29 root root 174074 Jan 6 2005 iptables-1.2.11-3.1.RHEL4.i386.rpm
 
[root@Scat RPMS]# ll rp-pppoe*
 
-rw-r--r-- 30 root root 100959 Jan 6 2005 rp-pppoe-3.5-22.i386.rpm
 
在获知所需安装的软件的详细信息之后，接着进行组件的安装。使用如下命令来安装所需的组件。
 
[root@Scat RPMS]# rpm-ivh iptables-1.2.11-3.1.RHEL4.i386.rpm
 
[root@Scat RPMS]# rpm-ivh rp-pppoe-3.5-22.i386.rpm
 
在完成软件的安装之后，为了在下次开机时 iptables 能够自动启动，则需将其设为开机启动项。使用ntsysv命令来打开Services界面，如图29-5所示，并在找到iptables选项之后将其选中，之后跳到OK按钮上进行确认，如图29-6所示。
 
[root@Scat ～]# ntsysv
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  图29-5 Services 界面 
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  图29-6 iptables 选项 

 
若不喜欢使用命令行的方式进行软件的安装，可以选择使用图形界面提供的 Package Management窗口进行安装。
 
在图形界面下，使用步骤Applications→System Settings→Add/Remove Applications 如图29-7所示来打开Package Management界面，之后将看到如图29-8所示的Package Management界面，找到所需的软件并将其进行安装。
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  图29-7 打开Package Management界面的步骤 
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  图29-8 Package Management界面 

 

 
29.2.2 网络地址转换服务进程
 
在将所需的组件安装后之后，接着将iptables设置为开机启动项。可使用步骤Applications→ System Settings→Server Settings→Services（如图29-9所示）来打开Service Configuration 窗口，如图29-10所示。
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  图29-9 打开Service Configuration窗口的步骤 
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  图29-10 Service Configuration窗口 

 
在Service Configuration窗口中，找到iptables选项，然后将其设为开机启动项，如图29-11所示。
 
若希望启用系统防火墙，可以使用步骤Applications→System Settings→Security Level来打开如图29-12所示的Security Level Configuration窗口。
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  图29-11 iptables 选项 
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  图29-12 Security Level Configuration窗口 

 

 
29.2.3 网络地址转换应用配置
 
在一个存在NAT服务器的网络中，至少需要两张网卡，其中一张用于内部网络计算机之间的通信，而另外一张则用于与外部网络的通信。
 
在图29-13所示的网络拓扑图中，在局域网内存在IP地址网段为10.0.0.0/24的计算机用户，一台为安全而放置在内网中的万维网（WWW）服务器，其 IP 地址为 172.16.0.1。由 IP 地址为10.0.0.36的NAT服务器进行地址转换后提供Web服务。
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  图29-13 网络拓扑图 

 
在此网络拓扑图中，需要两个合法的IP地址，其中一个用于WWW服务器，而另一个为IP地址网段为10.0.0.0/24的用户提供互联网上信息资源的共享。
 
在整个网络拓扑图中，共需要3张网卡来完成整个网络的设置。其中eth0用作内网IP，地址为10.0.0.36。eth1用于内网WWW服务器，其IP地址为192.168.60.60。eth2则用于为内网用户共享网络信息，其IP地址外192.168.60.70。
 
网卡配置文件位于/etc/sysconfig/network-scripts目录下，要配置网卡，则先进入网卡配置文件的目录中，然后查看存在的网卡数量，操作如下所示。
 
[root@Scat ～]# cd /etc/sysconfig/network-scripts
 
[root@Scat network-scripts]# ll ifcfg-eth*
 
-rw-r--r-- 1 root root 105 Nov 3 13:35 ifcfg-eth0
 
执行ll命令之后，系统中只存在一张名为eth0的网卡。根据实际需求，需要将名为eth0的网卡中的相关参数进行修改，修改后的内容如下所示。
 
[root@Scat network-scripts]# cat ifcfg-eth0
 
DEVICE=eth0
 
ONBOOT=yes
 
BOOTPROTO=static
 
IPADDR=10.0.0.36
 
NETMASK=255.255.255.0
 
NETWORK=10.0.0.0
 
GATEWAY=10.0.0.254
 
接着添加eth1的网卡，使用cat命令通过eth0的所有参数来创建eth1，之后再对eth1中的相关参数进行修改，修改过后的参数如下所示。
 
[root@Scat network-scripts]# cat ifcfg-eth0 > ifcfg-eth1
 
[root@Scat network-scripts]# cat ifcfg-eth1
 
DEVICE=eth1
 
ONBOOT=yes
 
BOOTPROTO=static
 
IPADDR=192.168.60.60
 
NETMASK=255.255.255.0
 
NETWORK=192.168.60.60
 
GATEWAY=192.168.60.60
 
接着添加名为eht2的网卡，并对eth2中的参数进行修改，修改之后的内容如下所示。
 
[root@Scat network-scripts]# cat ifcfg-eth0 > ifcfg-eth2
 
[root@Scat network-scripts]# cat ifcfg-eth2
 
DEVICE=eth2
 
ONBOOT=yes
 
BOOTPROTO=static
 
IPADDR=192.168.60.70
 
NETMASK=255.255.255.0
 
NETWORK=192.168.60.70
 
GATEWAY=192.168.60.70
 
完成了网卡相关参数的配置之后，为了确认网卡添加工作是否成功，接着使用如下命令来查看/etc/sysconfig/network-scripts目录下网卡的数量。
 
[root@Scat network-scripts]# ll ifcfg-eth*
 
-rw-r--r-- 1 root root 115 Nov 3 14:17 ifcfg-eth0
 
-rw-r--r-- 1 root root 127 Nov 3 14:22 ifcfg-eth1
 
-rw-r--r-- 1 root root 127 Nov 3 14:27 ifcfg-eth2
 
确认所添加网卡的操作成功之后，接着配置NAT服务器的主机名。对于配置NAT服务器的主机名，可以通过修改/etc/sysconfig/network文件中的内容来修改NAT服务器的主机名，修改之后的内容如下所示。
 
[root@Scat network-scripts]# cat /etc/sysconfig/network
 
NETWORKING=yes
 
HOSTNAME=natScat.com
 
接着配置NAT服务器的DNS，修改后的内容如下所示。
 
[root@Scat network-scripts]# cat /etc/resolv.conf
 
nameserver 192.168.60.1
 
nameserver 10.0.1.15
 
到此，已完成第一部分的配置工作。接着执行一些命令来使配置生效，首先执行如下命令来重置3个默认的IP链。
 
[root@Scat ～]# iptables-P INPUT ACCEPT
 
[root@Scat ～]# iptables-P FORWARD ACCEPT
 
[root@Scat ～]# iptables-P OUTPUT ACCEPT
 
接着重置NAT表，执行如下命令。
 
[root@Scat ～]# iptables-t nat-P PREROUTING ACCEPT
 
[root@Scat ～]# iptables-t nat-P POSTROUTING ACCEPT
 
[root@Scat ～]# iptables-t nat-P OUTPUT ACCEPT
 
注意，nat不能使用大写，否则会出现错误提示。下面使用大写形式的NAT并执行命令后出现的错误提示。
 
[root@Scat ～]# iptables-t NAT-P PREROUTING ACCEPT # 使用NAT 代替nat
 
iptables v1.2.11: can't initialize iptables table `NAT': Table does not exist (do you need to insmod?)
 
Perhaps iptables or your kernel needs to be upgraded.
 
完成NAT表的重置之后，接着刷新所有的过滤规则和NAT表。执行如下命令来完成过滤工作。
 
[root@Scat ～]# iptables-X
 
[root@Scat ～]# iptables-t nat-X
 
完成对规则和NAT表的过滤工作之后，接着加入一些必要的模块。可执行如下命令来加入一些必要的模块。
 
[root@Scat ～]# for i in /lib/modules/2.6.9-5.EL/kernel/net/ipv4/netfilter/*
 
# “2.6.9-5.EL”会因系统版本的不同而不同，可使用“uname-r”命令来获取
 
> do
 
> t='echo $i |
 
> sed 's/\..o$//g''
 
> mod='basename $t'
 
> /sbin/modprobe $mod
 
> done
 
接着执行如下命令来开启内核路由功能。
 
[root@Scat ～]# echo 1 > /proc/sys/net/ipv4/ip_forward
 
接着为10.0.0.0/24网段的计算机用户开放NAT地址转换功能，可执行如下命令来实现设置。
 
[root@Scat ～]# iptables-t nat-A POSTROUTING-s 10.0.0.0/24-o eth2-j MASQUERADE执行完以上命令之后，接着设置WWW服务器，执行如下命令使得WWW可以通过NAT地址转换来实现为公网提供服务。
 
[root@Scat ～]# iptables-t nat-A POSTROUTING-s 10.0.0.36-o eth1-j SNAT--to192.168.60.60
 
完成配置之后，若要查看nat表中POSTROUTING链的规则列表，可以执行如下命令来查看，执行结果如图29-14所示。
 
[root@Scat ～]# iptables-t nat-L POSTROUTING
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  图29-14 POSTROUTING链的规则列表信息 

 

 
29.2.4 通过IPTABLES实现NAT服务
 
在本次的实例中，实现在Linux下建立ADSL连接，在本次创建连接所需的基本组件已经安装，也就是PPPOE组件。
 
要建立 ADSL 连接，首先需要配置两张网卡，一张用于内部网络的连接，使用的 IP 地址为192.168.50.30，另一张是用于外部网络的连接，其IP地址为192.168.70.36。
 
先配置eth0，它是用于内部网络的连接。可以先进入/etc/sysconfig/network-scripts目录下，然后修改名为eth0的网卡中的参数，如下是修改过后的网卡参数。
 
[root@Scat ～]# cd /etc/sysconfig/network-scripts
 
[root@Scat network-scripts]# cat ifcfg-eth0
 
DEVICE=eth0
 
ONBOOT=yes
 
BOOTPROTO=none　　# 不将IP地址设为静态
 
IPADDR=192.168.50.30
 
NETMASK=255.255.255.0
 
NETWORK=192.168.50.0　# 网卡网络IP地址
 
GATEWAY=192.168.50.254
 
完成eth0网卡参数的设定之后，接着设定eth1。使用cat等命令创建eth1网卡，然后进行参数的修改。如下是完成配置eth1之后的参数。
 
[root@Scat network-scripts]# cat ifcfg-eth0 > ifcfg-eth1
 
[root@Scat network-scripts]# cat ifcfg-eth1
 
DEVICE=eth1
 
ONBOOT=yes
 
BOOTPROTO=none
 
IPADDR=192.168.70.36
 
NETMASK=255.255.255.0
 
NETWORK=192.168.70.0
 
GATEWAY=192.168.70.254
 
完成网卡的配置工作之后，接着配置NDS服务器。在图形界面下，如图29-15所示，可使用步骤 Applications→ System Settings→Network 来打开 Network Configuration 窗口，并在打开的 Network Configuration窗口上选择DNS选项卡，之后可以完成如图29-16所示的修改。
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  图29-15 打开Network Configuration窗口的步骤 
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  图29-16 Network Configuration窗口 

 
若不喜欢使用图形界面的形式来设置DNS的参数，也可以根据上一节使用命令行的方式来修改。
 
在完成以上的准备工作之后，接着开始配置ADSL参数。在终端提示符后输入命令adsl-setup来配置ADSL连接参数。
 
[root@Scat～]#adsl-setup
 
（1）执行命令之后，如图29-17所示，设置ADSL用户名，完成用户ADSL用户名的设定之后按Enter键。
 
（2）如图29-18所示，接着选择网卡，本例使用的网卡是eth1。
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  图29-17 ADSL用户名的设置 
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  图29-18 网卡的选择 

 
（3）选择网卡之后，接着设置是否按需拨号，设置按需拨号时会在一定的时间内自动断开连接。本例设置的是永久性连接，输入no，如图29-19所示。
 
（4）完成连接的设置之后，接着设置DNS服务器的地址，若不知道DNS服务器的IP地址，则可输入server来自动获取DNS服务器的IP地址，如图29-20所示。
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  图29-19 连接类型的设置 
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  图29-20 DNS服务器IP地址的设置 

 
（5）接着为 ADSL的用户名配置密码，需要经过两次的确认且密码是不可见的，如图29-21所示。
 
（6）为ADSL用户名设置密码之后，接着设置是否允许一般用户连接或者断开ADSL连接。在此次设置中不允许一般用户拥有这些权限，因此输入no，如图29-22所示。
 

 [image: figure_0500_0749]

 

  图29-21 ADSL用户名和密码的设置 
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  图29-22 设置拒绝一般用户拥有断开和连接ADSL的权限 

 
（7）接下来是系统防火墙的设置，为了方便起见，不使用防火墙，所以输入 0，如图29-23所示。
 
（8）接着设置是否将ADSL拨号连接设为开机启动项，为了方便和安全，因此不将ADSL拨号连接设置为开机启动项，输入no，如图29-24所示。
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  图29-23 选择防火墙的类型 
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  图29-24 设置是否将ADSL作开机启动项 

 
（9）完成是否将ADSL拨号设为开机启动项的设置之后，接着是以上信息是否保存的确认设定，输入y确认将以上的设置进行保存，如图29-25所示。
 
（10）当输入y并按Enter键之后，当看到如图29-26所示的返回终端提示符时，说明配置ADSL拨号的工作完成。
 
完成以上的配置之后，在需要使用ADSL进行拨号时，可以使用adsl-start命令来启动ADSL进行拨号，或者使用adsl-stop命令来关闭ADSL拨号，也可以使用adsl-status命令来查看ADSL的连接状态。
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  图29-25 配置信息的保存 
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  图29-26 完成ADSL拨号的配置 

 

 
29.2.5 客户端配置
 
为NAT配置客户端，其操作过程与之前为DHCP配置客户端差不多，不过稍有不同。要配置NAT客户端，只需要将NAT客户端的默认网关设置为NAT服务器的IP地址即可。
 
1．Linux下客户端的配置
 
在Linux 下配置NAT 客户端，需要先将Network Configuration窗口打开，如图29-27所示，可以使用步骤Applications→System Settings→Network 来打开Network Configuration 窗口。
 
之后将看到Network Configuration 窗口。在此窗口的Devices 选项卡中选择eth0，然后单击其右上角的Edit图标，之后将打开Ethernet Device 界面，对此界面上的参数进行修改之后进行保存即可，如图29-28所示。
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  图29-27 打开Network Configuration窗口的步骤 
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  图29-28 Ethernet Device界面 

 
2．Windows下客户端的配置
 
在 Windows 下配置 NAT 客户端，首先需要打开“宽带连接属性”对话框并选择“网络”选项卡，如图29-29所示。
 
接着选择“Internet 协议版本 4（TCP/IPv4）”选项，然后单击其下的“属性”按钮，之后将弹出如图29-30所示的“Internet协议版本4（TCP/IPv4）属性”配置对话框，接着输入相关的IP地址并进行保存即可。
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  图29-29 “Internet协议版本4（TCP/IPv4）”选项 
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  图29-30 IP地址的设置 

 

 
第30章 动态主机配置协议
 
本章主要内容
 
● 动态主机配置协议服务简介。
 
● 动态主机配置协议配置管理。
 
● 动态主机配置协议客户端配置。
 
在现代的互联网世界中，随着计算机数量的不断增长而所需的 IP 地址也随着增加，对于使用手动分配 IP 地址的工作也显得越来越为繁琐。而DHCP的出现，能够有效地解决IP地址动态分配的工作。
 

 
30.1 动态主机配置协议服务简介
 
在TCP/IP协议簇的应用层协议中，存在DHCP这种类型的协议，而通过DHCP服务器就可以对连接到它的计算机实现IP地址的动态分配，从而减少了网络管理的复杂性。不过，分配的这些IP地址都是预先在DHCP服务器中保留的地址集。
 

 
30.1.1 动态主机配置协议概述
 
DHCP（Dynamic Host Configuration Protocol，动态主机配置协议）服务器使用一种 S/C （Server/Client，服务器/客户端）的工作模式，也就是说，DHCP服务器由服务器端和客户端这两部分组成。其中，服务器端主要管理和分配可供动态分配的IP地址集，负责处理客户端的申请IP地址的请求，并将IP地址分配给请求的用户作为应答；而客户端只能向DHCP服务器发送包含IP地址的数据请求包，之后等待DHCP服务器的响应并将得到的IP地址作为客户端的IP地址。
 
DHCP具有如下所示的几个特点。
 
（1）允许本地系统管理员对某些资源进行管理。
 
（2）客户端可自动获取合适自己机器的配置参数，并可对所获取的参数进行设置。
 
（3）DHCP服务器可支持多台DHCP服务器提示为客户端提供服务，而客户端也可对这些提供服务的DHCP服务器做出响应。
 
（4）DHCP必须使用现存的网络协议而且通过静态配置来实现。
 
（5）在某个IP地址被使用时，将不会再将此IP地址分配给其他客户端，但使用某个IP地址的客户端，在进行重启之后，有可能分配到刚才所使用的配置参数。
 
（6）能够自动为新加入的客户端分配配置参数。
 
（7）DHCP在重启之后仍可以保留客户端的配置参数，并且支持对特定客户端进行永久性固定分配网络配置参数。
 
DHCP是从BOOTP上发展来的，而BOOTP是一个主要应用于由无盘工作站所组成的局域网中的网络协议，其可实现无盘工作组主机对网络信息的自动获取。但BOOTP的客户端主机与IP地址是静态对应的，也就是说，某个IP地址与对应的客户端计算机是固定的，即使客户端已断开，但此IP地址不能被其他计算机所使用。这种一对一的分配关系，特别在IP地址奇缺的环境中，对IP地址资源就显示相当浪费。
 
BOOTP具有如下特点。
 
（1）使用用户数据报协议封装，消息报文的最后一个字段限为64字节。
 
（2）在服务器与客户端之间使用知名的端口进行信息的发送和接收。
 
（3）在启动期间提供固定的IP地址给用户，可带有其他网络配置参数。
 
（4）在系统重启状态下，BOOTP不会进行重新绑定会更新已配置的IP地址。
 

 
30.1.2 IP地址分配方式
 
在客户机向DHCP服务器提出需要IP地址的请求时，DHCP服务器会将未使用的IP地址及相关的参数分配给客户机供其使用。DHCP服务提供三种不同IP地址分配策略来满足DHCP客户端的不同需求。
 
1．手动分配方式
 
手动分配方式需要管理员在 DHCP 服务器上以手工方式为特定的用户进行固定 IP 地址的绑定，如在FTP等服务器上使用固定的IP地址进行访问。
 
为特定的用户进行IP地址的绑定之后，当特定的DHCP用户试图连接到网络时，DHCP服务器将把已绑定好的IP地址和相关的配置参数返回到客户端供客户机使用。
 
2．自动分配方式
 
自动分配IP地址的方式不需要任何的手动干涉，DHCP服务器会自动将未使用的IP地址分配给用户，但 DHCP 服务器是以绑定的方式分配给用户的。也就是说，只要用户获得某个 IP 地址之后，将永久性地拥有此IP地址，而不再分配给其他用户。
 
使用自动分配IP地址的方式可以减轻管理员的工作负担，但以绑定的方式将IP地址给予用户，若用户长期不使用或者不再需要此IP地址，就会造成IP地址的浪费。
 
3．动态分配方式
 
使用动态分配方式进行IP地址的分配，分配出去的IP地址都有一个租借期限，只要到了租借期限，DHCP服务器将IP地址的使用权收回，然后分配给其他需要使用IP地址的DHCP客户机。
 
已回收IP地址使用权的客户机若还需要继续使用此IP地址，则需要再向DHCP服务器发送消息来告诉服务器并在 DHCP 服务器允许的情况下可以继续使用。若拒绝继续使用此 IP 地址，客户机则需要再申请其他的IP地址。
 

 
30.1.3 动态主机配置协议组件
 
DHCP服务器软件是一个开源的软件项目，并且实现了RFC文档所定义的DHCP协议，其可以在高可靠性、高负载的环境下使用。
 
安装此软件，可以选择使用系统自带的软件进行安装，也可以到网上下载源代码进行安装。下面在RHEL AS4系统中使用RPM软件包的方式进行安装。在安装之前，可以使用rpm命令来查看系统是否已经安装了软件，并在未安装的情况下进行安装。
 
[root@Scat ～]# rpm-q dhcp
 
dhcp-3.0.1-12_EL
 
若系统还没安装此软件DHCP服务器软件，则需将系统的第4张安装光盘插入光驱，接着使用mount命令将其挂载到系统下，然后使用cd命令切换到/media/cdrom/RedHat/RPMS目录下，再列出此软件的详细信息，之后进行安装。
 
[root@Scat ～]# mount /media/cdrom　# 将光盘挂载到系统上
 
[root@Scat ～]# cd /media/cdrom/RedHat/RPMS
 
[root@Scat RPMS]# ll dhcp*
 
-rw-r--r-- 29 root root 574615 Jan 6 2005 dhcp-3.0.1-12_EL.i386.rpm
 
-rw-r--r-- 29 root root 106378 Jan 6 2005 dhcp-devel-3.0.1-12_EL.i386.rpm
 
-rw-r--r-- 32 root root 189497 Jan 6 2005 dhcpv6-0.10-8.i386.rpm
 
在此只需要安装 dhcp-3.0.1-12_EL.i386.rpm 软件即可，其余的两个可以选择是否安装。使用rpm命令进行安装。
 
[root@Scat RPMS]# rpm-ivh dhcp-3.0.1-12_EL.i386.rpm
 
到此就安装完了DHCP服务器软件。若不喜欢使用命令行进行安装，可以选择使用图形界面进行安装，先进入图形系统，然后可以使用步骤 Applications→System Settings→Add/Remove Applications（如图30-1所示）来打开Package Management界面，如图30-2所示。
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  图30-1 打开Package Management界面的步骤 
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  图30-2 Package Management界面 

 
接着将滚动条往下拉到Servers 选项区下，然后找到Network Servers 选项，如图30-3所示。然后单击其后的Details链接，并在弹出的界面中找到需要安装的软件，如图30-4所示，找到之后就可以进行DHCP服务器软件的安装工作。
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  图30-3 Network Servers选项 
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  图30-4 DHCP软件 

 

 
30.2 动态主机配置协议配置管理
 
对于DHCP服务器的配置，主要通过其主配置文件来实现，DHCP服务器的所有配置，基本都可以在主配置文件中找到相关的配置选项。
 

 
30.2.1 DHCP工作流程
 
在一个使用DHCP的网络中，至少有一台DHCP服务器和一台DHCP客户机，当客户机向DHCP服务器发送请求IP地址时，DHCP服务器则从当前配置中设置的IP地址集中找出一个可用的IP地址并配置其他参数给客户机作为响应。
 
DHCP 是工作在UDP（User DatagramProtocol，用户数据报协议）之上的一种应用协议，使用的是67号端口，而客户机所使用的端口则是 68 号。从客户机获取 IP地址直到归还的这段时间称为租借期，如图30-5所示的是客户机获取IP地址的过程。
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  图30-5 客户机从DHCP服务器获取IP地址的过程 

 
（1）当客户机需要一个IP地址时，而它不知道 DHCP 服务器的 IP 地址，因此它将以广播的形式发出DHCP DISCOVER 消息来查找DHCP 服务器，而收到此信息的DHCP 服务器将给予应答。此阶段称为发现阶段。
 
（2）当DHCP 服务器收到客户机发送来的DHCP DISCOVER消息时，将从未出租的IP地址中选出一个，并带有相关的配置参数的DHCP OFFER消息发往发送请求的客户端。但此时的客户机是没有IP地址的，因此DHCP服务器也是以广播的形式发出。此阶段称为提供阶段。
 
（3）由于客户机是以广播的形式向DHCP服务器发出请求，因此有多个DHCP服务器将收到请求，导致了多个DHCP服务器向客户机发送响应。
 
在客户机接到众多的IP地址响应数据包时，将从中选出一个，然后使用单播的形式向应答此IP 地址的DHCP 服务器发送一个DHCP REQUEST 消息作为应答，即告诉此DHCP 服务器它所发送过来的IP地址被使用。此阶段称为选择阶段。
 
（4）当DHCP 服务器收到从客户机发送来的DHCP REQUEST 消息时，它将向客户机发送一个包含IP地址和其他配置参数的DHCP ACK消息来告诉客户机可以使用此IP地址以及相关的参数。此阶段称为确认阶段。
 
在获得IP地址之后，DHCP客户机若是需要连接到互联网时，就不再需要通过以上的4个步骤来重新申请，而是以单播的形式直接发送DHCP REQUEST 消息到提供此IP 地址的DHCP服务器。当服务器收到此消息时，并在此IP地址未使用的情况下将向客户机发送DHCP ACK消息来确认此IP地址可以使用。
 
若DHCP服务器发现此IP 地址已经被使用，那么将向客户机发送DHCP NACK 的消息来告诉客户机此IP 地址不可用。当客户机收到DHCP NACK 消息时，它将发送DHCP DISCOVER 消息进行重新申请IP地址。
 
由于 DHCP 服务器向客户机所出租的 IP 地址是有租用期限的，因此到了期限后若客户机还需要继续使用，则需要进行租用期的更新。
 
要更新租用期，则向DHCP 服务器发送DHCP REQUEST 消息来试图延长租用期，当客户机可以继续使用此IP 地址时，DHCP 服务器将向客户机发送DHCP ACK 消息，否则将发送DHCP NACK消息拒绝客户机继续使用此IP地址。
 

 
30.2.2 DHCP配置文件
 
在安装DHCP服务器软件之后，其默认使用的主配置文件名为dhcpd.conf，但里面只有一些注释性的信息。所以，在刚完成安装之后DHCP服务器进程是不能启动的。若不信可以使用service命令来试着启动，命令执行之后将不产生任何提示。
 
为了使DHCP服务器能启动，需要为其创建一个配置文件。可以从安装DHCP服务器后所生成的文件中查找并将某个文件作为主配置文件，使用rpm命令来查看DHCP服务器安装之后所生成的文件。
 
[root@Scat ～]# rpm-ql dhcp　# 若文件较多，可使用rpm–ql | more命令来显示
 
/etc/rc.d/init.d/dhcpd　　# 开机自动运行DHCP Server的执行脚本
 
/etc/rc.d/init.d/dhcrelay　　# 开机自动运行DHCP中继的执行脚本
 
/etc/sysconfig/dhcpd
 
/etc/sysconfig/dhcrelay
 
/usr/bin/omshell　　　　# 存放ISC DHCP服务器控制的工具
 
/usr/sbin/dhcpd　　　　# 存放DHCP服务器所执行的命令的文件
 
/usr/sbin/dhcrelay　　　# 存放DHCP中继的执行命令的文件
 
/usr/share/doc/dhcp-3.0.1　　# 存放帮助和说明性内容的文件
 
/usr/share/doc/dhcp-3.0.1/README
 
/usr/share/doc/dhcp-3.0.1/RELNOTES
 
/usr/share/doc/dhcp-3.0.1/dhcpd.conf.sample
 
/usr/share/man/man5/dhcp-eval.5.gz
 
/usr/share/man/man8/dhcpd.8.gz
 
/usr/share/man/man8/dhcrelay.8.gz
 
/var/lib/dhcp
 
/var/lib/dhcp/dhcpd.leases　　# 存放已被分配的IP地址
 
在很多时候，都使用/usr/share/doc/dhcp-3.0.1 目录下的 dhcpd.conf.sample 文件作为主配置文件，将其复制到/etc目录下并命名为dhcpd.conf即可。
 
可以使用cat命令来查看/usr/share/doc/dhcp-3.0.1/dhcpd.conf.sample文件的内容，其内容如下所示。
 
[root@Scat ～]# cat /usr/share/doc/dhcp-3.0.1/dhcpd.conf.sample
 
ddns-update-style interim;
 
ignore client-updates;
 
subnet 192.168.0.0 netmask 255.255.255.0 {
 
#--- default gateway
 
option routers　　　　　192.168.0.1;
 
option subnet-mask　　　　255.255.255.0;
 
option nis-domain　　　　"domain.org";
 
option domain-name　　　　"domain.org";
 
option domain-name-servers　　192.168.1.1;
 
option time-offset　　　　-18000; # Eastern Standard Time
 
#　　　option ntp-servers　　　　192.168.1.1;
 
#　　　option netbios-name-servers　　192.168.1.1;
 
#--- Selects point-to-point node (default is hybrid). Don't change this unless
 
#-- you understand Netbios very well
 
#　　　option netbios-node-type 2;
 
range dynamic-bootp 192.168.0.128 192.168.0.254;
 
default-lease-time 21600;
 
max-lease-time 43200;
 
# we want the nameserver to appear at a fixed address
 
host ns {
 
next-server marvin.redhat.com;
 
hardware ethernet 12:34:56:78:AB:CD;
 
fixed-address 207.175.42.254;
 
}
 
}
 
从dhcpd.conf.sample文件中可以看到该文件中有语句、参数和选项，也包括一些注释性的说明文字。以下对该文件中的相关语句及选项进行简单的说明（按顺序说明）。
 
（1）ddns-update-style参数：此参数用于指定DNS的更新模式，这些模式包括ad-hoc、interim和none，默认情况下使用的是interim，其格式如下所示。
 
ddns-update-style 类型
 
（2）subnet声明语句：该语句用于指定一个IP地址是否属于子网，一般是与rang 声明结合一起使用，其格式如下所示。
 
subnet IP 地址 netmask 子网掩码 ｛
 
[参数部分]
 
[声明部分]
 
｝
 
（3）routers选项：此选项为客户端用于指定默认网关的路由IP地址，其格式如下所示。
 
option routers 路由IP 地址；
 
（4）subnet-mask选项：该选项用于为客户端指定子网掩码，其格式如下所示。
 
option subnet-mask 子网掩码；
 
（5）domain-name选项：此选项为客户端指定DNS的名字，即域名。其格式如下所示。
 
option domain-name 域名；
 
（6）domain-name-servers选项：该选项用于为客户端指定DNS服务器的IP地址，其格式如下所示。
 
option domain-name-servers IP 地址；
 
（7）time-offset 选项：此选项用于为客户端设定与格林尼治时间的偏移时间值，使用的单位为秒，其格式如下所示。
 
option time-offset 时间偏移值；
 
（8）ntp-servers 选项：此选项用于为客户端指定网络时间协议（Network Time Protocol，NTP）服务器的IP地址，其格式如下所示。
 
option ntp-servers IP 地址；
 
（9）netbios-name-servers选项：该选项用于为客户端指定网际名称服务器（Windows Internet Name Service，WINS）的IP 地址，其格式如下所示。
 
option netbios-name-servers IP 地址；
 
（10）range语句：此语句用于定义提供动态分配的IP地址的范围，其格式如下所示。
 
range dynamic-bootp 起始IP 地址 终止IP 地址；
 
（11）default-lease-time参数：此参数用于指定默认租借IP地址的时间，以秒为单位，其格式如下所示。
 
default-lease-time 时间值；
 
（12）max-lease-time参数：此参数用于指定可租借IP地址的最大时间，使用秒为时间单位，其格式如下所示。
 
max-lease-time 时间值；
 
（13）host声明选项：此语句用于设定一个特别的主机，如设定一个固定IP地址的主机，其格式如下所示。
 
host 主机名｛
 
[参数]
 
[声明]
 
｝
 
（14）next-server声明选项：此选项应用于无盘工作站，用于设置服务器从引导文件中装入主机名，其格式如下所示。
 
next-server 主机名；
 
（15）hardware参数：此参数用于设置网卡的接口类型和硬件（MAC）地址，其格式如下所示。
 
hardware 接口类型 硬件地址；
 
（16）fixed-address 参数：此参数用于给用户设定一个或者多个固定的 IP 地址，而且只可以在host语句中出现，其格式如下所示。
 
fixed-address IP 地址 [ ，IP 地址… ]；
 

 
30.2.3 DHCP服务进程
 
为了能够使得DHCP服务进程可以正常启动和关闭，需将dhcpd.conf.sample文件复制到/etc目录并重命名为dhcpd.conf，如下所示。
 
[root@Scat ～]# cd /usr/share/doc/dhcp-3.0.1　# 先进入该文件所在的目录
 
[root@Scat dhcp-3.0.1]# ll　# 获取该目录下的信息
 
total 96
 
-rw-r--r--　1　root　root　852　Nov　18　2004　dhcpd.conf.sample
 
-rw-r--r--　1　root　root　29395　Jul　14　2004　README
 
-rw-r--r-- 1 root root 46236 Jul 14 2004 RELNOTES
 
[root@Scat dhcp-3.0.1]# cp dhcpd.conf.sample /etc/dhcpd.conf # 复制并重命名
 
完成之后，可以使用ll命令来查看操作是否成功。
 
[root@Scat dhcp-3.0.1]# ll /etc/dhcpd.conf
 
-rw-r--r-- 1 root root 852 Oct 30 08:34 /etc/dhcpd.conf
 
创建主配置文件dhcpd.conf之后，接着就可以进行启动工作。可以使用service命令进行启动，不过，第一次启动时可能会出现启动失败的情况。
 
[root@Scat dhcp-3.0.1]# service dhcpd start　# 启动DHCP服务进程
 
Starting dhcpd: Internet Systems Consortium DHCP Server V3.0.1
 
Copyright 2004 Internet Systems Consortium.
 
All rights reserved.
 
For info, please visit http://www.isc.org/sw/dhcp/
 
Wrote 0 deleted host decls to leases file.
 
Wrote 0 new dynamic host decls to leases file.
 
Wrote 0 leases to leases file.
 
No subnet declaration for eth0 (192.168.60.0).　# 重要提示信息
 
** Ignoring requests on eth0.　If this is not what
 
you want, please write a subnet declaration
 
in your dhcpd.conf file for the network segment
 
to which interface eth0 is attached. **
 
……省略部分内容的输出……
 
help directly to the authors of this software- please
 
send them to the appropriate mailing list as described in
 
the README file.
 
exiting.
 
[FAILED]　# 启动失败
 
启动失败属于正常现象，因为在安装 DHCP 服务器软件时，默认使用的 IP 地址与我们自己机器上的IP地址不同。在安装DHCP组件后，默认情况下DHCP 的子网段subnet为192.168.0.0 ，子网掩码netmask为255.255.255.0，而如在我的机器上使用的IP地址子网段则是192.168.60.0/24，所以就导致服务进程启动失败。
 
1．用命令启动DHCP服务进程
 
为了使得DHCP服务进程可以启动，接着将其默认的子网段改为我们自己机器上的子网段。使用vi编辑器打开DHCP服务器进程的主配置文件/etc/dhcpd.conf，然后进行修改。
 
[root@Scat dhcp-3.0.1]# vi /etc/dhcpd.conf# 打开主配置文件
 
在主配置文件中找到如下这两行，然后将其IP地址及范围进行更改。
 
subnet 192.168.0.0 netmask 255.255.255.0 {
 
range dynamic-bootp 192.168.0.128 192.168.0.254;
 
将subnet的值改为自己机器上的IP地址值，如在我的机器上使用的是192.168.60.0，因此需要改为：
 
subnet 192.168.60.0 netmask 255.255.255.0 {
 
range dynamic-bootp 192.168.0.128 192.168.0.254行的值也需要修改为自己机器上的值，如改为：
 
range dynamic-bootp 192.168.60.0 192.168.60.254;
 
修改完成之后保存所做修改并退出，然后使用service命令进行启动，这时将发现启动是成功的。当然，也可以进行重启。
 
[root@Scat dhcp-3.0.1]# service dhcpd start　# 启动DHCP服务进程
 
Starting dhcpd:　　　　　　　　　　[　OK　]
 
[root@Scat dhcp-3.0.1]# service dhcpd restart　# 重启DHCP服务进程
 
Internet Systems Consortium DHCP Server V3.0.1
 
Copyright 2004 Internet Systems Consortium.
 
All rights reserved.
 
For info, please visit http://www.isc.org/sw/dhcp/
 
Shutting down dhcpd:　　　　　　　　　[　OK　]
 
Starting dhcpd:　　　　　　　　　　[　OK　]
 
可以使用如下命令来查看DHCP服务进程的运行状态。
 
[root@Scat dhcp-3.0.1]# service dhcpd status
 
dhcpd (pid 5089) is running...
 
当然，也可以使用/etc/rc.d/init.d/dhcpd start 命令行来启动。完成启动之后，接着可以使用如下命令来关闭DHCP服务进程。
 
[root@Scat dhcp-3.0.1]# /etc/rc.d/init.d/dhcpd stop # 关闭DHCP 服务进程
 
Shutting down dhcpd:　　　　　　　　　[　OK　]
 
[root@Scat dhcp-3.0.1]# /etc/rc.d/init.d/dhcpd status # 查看DHCP 服务进程的状态
 
dhcpd is stopped
 
接着可以试着使用/etc/rc.d/init.d/dhcpd start 来进行启动，并查看启动命令执行之后DHCP 服务进程是否处于运行状态。
 
[root@Scat dhcp-3.0.1]# /etc/rc.d/init.d/dhcpd start
 
Starting dhcpd:　　　　　　　　　　[　OK　]
 
[root@Scat dhcp-3.0.1]# /etc/rc.d/init.d/dhcpd status
 
dhcpd (pid 5419) is running...
 
结果显示一切正常。为了下次在系统开机时，DHCP服务进程可以随开机而启动，就可以使用命令ntsysv来打开Services界面来将DHCP的服务进程设置为开机启动项。
 
2．用图形界面启动DHCP服务进程
 
在文本界面的提示符下，使用ntsysv命令来打开Services界面，然后找到dhcpd选项，并在将其设置为开机启动项之后，使用Tab键跳到OK按钮上进行确认，如图30-6所示。
 
[root@Scat～]#ntsysv
 
当然，也可以使用setup命令来设置服务开机启动项。在提示符后面输入setup命令并按Enter键之后就可以启动Choose a Tool 界面，如图30-7所示。
 
[root@Scat～]#setup
 

 [image: figure_0510_0764]

 

  图30-6 将dhcpd设置为开机启动项 

 

 [image: figure_0510_0765]

 

  图30-7 Choose a Tool 界面 

 
打开Choose a Tool界面之后，找到System services选项，之后可直接按Enter键来启动Services界面，也可以使用Tab 键跳到Run Tool按钮上然后按Enter 键来启动。
 
成功启动Services界面后，然后找到dhcpd选项，之后就可以对它进行设置，如图30-8所示。
 
若不喜欢使用命令来启动DHCP服务进程或是将其设置为开机启动项，可以选择使用图形系统提供的Service Configuration 窗口来对DHCP 服务进程进行启动及关闭的任务。
 
可以使用步骤Applications→System Settings→Server Settings→Service（如图30-9所示）来打开Service Configuration 窗口，如图30-10所示。
 

 [image: figure_0511_0766]

 

  图30-8 Services 界面 

 

 [image: figure_0511_0767]

 

  图30-9 打开Service界面的步骤 

 
打开Service Configuration 窗口之后，将滚动条往下拉并找到dhcpd 选项，然后就将其选中，如图30-11所示。之后就可以对它进行启动、重启已经关闭等操作。
 

 [image: figure_0511_0768]

 

  图30-10 Service Configuration窗口 
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  图30-11 dhcpd选项 

 

 
30.2.4 DHCP服务配置实例
 
通过对 DHCP 的主配置文件进行配置，可以实现其动态分配 IP 地址的功能，如下是一个简单的配置实例，要求如下（只供参考）。
 
● 网络中IP 地址的网段为192.168.60.0，其子网掩码为255.255.255.0；
 
● 可供进行IP 地址动态分配的IP 地址范围为192.168.60.80～192.168.60.180；
 
● 使用IP 地址为192.168.60.36 作为DNS 服务器的IP 地址；
 
● 默认网关IP 地址为192.168.60.20，特殊用途的IP 地址为192.168.60.60；
 
接着使用主配置文件dhcpd.conf来实现以上配置要求。使用vi编辑器将/etc/dhcpd.conf文件打开，然后按以上要求进行修改，修改后的内容如下（省略了部分注释性内容的输出）。
 
[root@Scat ～]# vi /etc/dhcpd.conf
 
ddns-update-style interim;　# 使用interim语句来设置DNS进行动态更新
 
ignore client-updates;
 
# 以上这两行是全局设置，在配置文件中必须存在，否则DHCP服务将不能正常启动
 
subnet 192.168.60.0 netmask 255.255.255.0 {　# 配置子网的网段和子网掩码
 
option routers　　　　192.168.60.20;　# 设置默认网关IP地址
 
option subnet-mask　　　255.255.255.0;
 
option nis-domain　　　"Scat.com";
 
option domain-name　　　"Scat.com";
 
option domain-name-servers　192.168.60.36;
 
# 以上的三行是设置DNS服务器的域名及IP地址
 
option time-offset　　　-18000; # Eastern Standard Time
 
range dynamic-bootp 192.168.60.80　192.168.60.180;　# 设置可自动分配的
 
# IP地址的范围
 
host ns {
 
next-server marvin.redhat.com;
 
hardware ethernet 12:34:56:78:AB:CD;
 
fixed-address 192.168.60.60;　# 设置特殊用途的IP地址
 
}
 
}
 
其余的设置选项可自由设置，如租用IP地址时间的长短等，修改完成之后保存所做修改并退出。之前说过，名为 dhcpd.leases 的文件是用于存放可分配 IP 地址的文件，此文件在使用 RPM包进行安装DHCP服务软件时自动生成。若使用源代码进行安装，可能没有生成此文件。
 
若没有此文件，可以在/var/lib/dhcp目录下创建一个空的dhcpd.leases文件，否则DHCP服务器在运行时会出现错误的提示。下面是在/var/lib/dhcp目录下创建dhcpd.leases文件的操作，若此文件已存在，则不需要再创建。
 
[root@Scat ～]# cd /var/lib/dhcp　　# 进入指定的目录
 
[root@Scat dhcp]# touch dhcpd.leases　# 使用touch命令创建空文件
 
[root@Scat dhcp]# ll dhcpd.leases　　# 查看结果
 
-rw-r--r-- 1 root root 0 Oct 30 09:24 dhcpd.leases
 
若使用RPM包安装DHCP服务软件，则其默认自动生成，不过，里面只有一些注释性的内容，可以使用cat等命令来查看其中的内容。
 
[root@Scat ～]# cat /var/lib/dhcp/dhcpd.leases # 查看客户端租借文件的内容
 
# All times in this file are in UTC (GMT), not your local timezone. This is
 
# not a bug, so please don't ask about it. There is no portable way to
 
# store leases in the local timezone, so please don't request this as a
 
# feature. If this is inconvenient or confusing to you, we sincerely
 
# apologize. Seriously, though- don't ask.
 
# The format of this file is documented in the dhcpd.leases(5) manual page.
 
# This lease file was written by isc-dhcp-V3.0.1
 
结果显示，除了一些注释性的内容之外，没有其他的信息。直到DHCP服务器使用一段时间之后才记录一些租借IP地址的相关信息。接着使用重启的方式来使更改生效。
 
[root@Scat ～]# service dhcpd restart
 
Internet Systems Consortium DHCP Server V3.0.1
 
Copyright 2004 Internet Systems Consortium.
 
All rights reserved.
 
For info, please visit http://www.isc.org/sw/dhcp/
 
Shutting down dhcpd:　　　　　　　　　[　OK　]
 
Starting dhcpd:　　　　　　　　　　[　OK　]
 

 
30.3 配置DHCP客户端
 
在安装了DHCP服务器软件以及做完相关的配置之后，客户端就可通过DHCP服务器获得关于TCP/IP的相关信息，但在使用客户端从DHCP服务器获取信息前，还需要对客户端进行相应的配置才使得DHCP服务器能够为用户提供正常的服务。
 

 
30.3.1 Linux下客户端配置
 
在Linux系统下配置DHCP服务器的客户端，可以通过命令和图形这两种方式来实现，以下是对这两种配置方式的简单介绍。
 
1．使用命令配置DHCP客户端
 
使用命令来配置DHCP客户端，可以通过对网络接口配置文件进行修改，网络接口配置文件位于/etc/sysconfig/network-scripts目录下，名为ifcfg-eth0。可以使用cd命令进入此目录并对网络接口配置文件进行编辑。
 
[root@Scat ～]# cd /etc/sysconfig/network-scripts
 
[root@Scat network-scripts]# ll ifcfg-eth0　　# 查看网络接口配置文件的详细信息
 
-rw-r--r-- 3 root root 105 Oct 29 12:33 ifcfg-eth0
 
网络接口配置文件ifcfg-eth0的最后一个数字为0，说明此配置文件为第一个网络接口配置文件，若为1，如ifcfg-eth1，则说明此配置文件为第二个，依此类推。
 
接着使用vi编辑器将此网络接口配置文件打开，然后进行相关的修改，使得其支持使用DHCP服务器所提供的服务。
 
[root@Scat network-scripts]# vi ifcfg-eth0　# 打开配置文件
 
DEVICE=eth0　　# 此选项为指定网络接口的设备名
 
ONBOOT=yes　　# 设置在主机启动时，此网络接口是否自动启动
 
BOOTPROTO=static　　　# 设定获取IP地址的方式，static表示通过手动配置方式获取
 
IPADDR=192.168.60.0　　# 设置网络接口的IP地址
 
NETMASK=255.255.255.0　# 指定网络接口的子网掩码
 
GATEWAY=192.168.60.254　# 设定网络接口的默认网关
 
更改过后的内容如下：
 
DEVICE=eth0
 
BOOTPROTO=dhcp　# 设置为使用dhcp方式获取IP地址
 
ONBOOT=yes
 
HWADDR=00:0C:29:2E:6E:CD # HWADDR 的值可在为修改前执行ifconfig 命令来获取
 
修改完成之后保存所做修改并退出。为了确保修改是否正确，还是先使用如 cat 命令来获取网络接口配置文件的信息。
 
[root@Scat network-scripts]# cat ifcfg-eth0
 
DEVICE=eth0
 
ONBOOT=yes
 
BOOTPROTO=dhcp
 
HWADDR=00:0C:29:2E:6E:CD
 
在确认无误之后，接着就使用如下命令对网卡进行重启：
 
[root@Scat network-scripts]# ifdown eth0　# 关闭网卡
 
[root@Scat network-scripts]# ifup eth0　　# 启动网卡
 
ip_tables：（C）2008-2002 Netfilter core team
 
Determining IP information for eth0... done.
 
若在/etc/sysconfig/network-scripts 目录下没有找到 ifcfg-eth0 文件，也不用紧张，可以使用netconfig命令来设置。
 
[root@Scat ～]# netconfig
 
命令执行之后将弹出如图30-12所示的界面，选择Yes按钮并按Enter键之后将弹出ConfigurationTCP/IP界面。
 
在Configuration TCP/IP界面上，将光标悬停在Use dynamic IP configuration（BOOTP/DHCP）选项上，然后使用空格键将其选择，如图30-13所示。之后将光标移动到OK按钮上按Enter键即可。
 

 [image: figure_0514_0770]

 

  图30-12 Network Configuration界面 

 

 [image: figure_0514_0771]

 

  图30-13 Configuration TCP/IP界面 

 
之后将回到终端提示符，接着使用ifdown eth0和ifup eth0命令来重新启动网卡，如图30-14所示。
 

 [image: figure_0514_0772]

 

  图30-14 关闭及启动网卡 

 
2．使用图形界面配置客户端
 
若在文本界面中，可以使用 startx 命令（使用init 5 也行，不过需要输入用户名和密码）进入图形界面，然后使用步骤Applications→System Settings→Network（如图30-15所示）来打开Network Configuration窗口，如图30-16所示。
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  图30-15 打开Network Configuration窗口的步骤 
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  图30-16 Network Configuration窗口 

 
选择eth0网卡，然后单击工具栏中的Edit图标，之后弹出Ethernet Device窗口。在此窗口的General选项卡下，选择Automatically obtain IP address settings with选项，并选择使用dhcp，如图30-17所示。
 
选择Hardware Device选项卡，然后选择此选项卡下的Bind to MAC address 选项，然后单击其后的Probe 按钮，如图30-18所示。单击OK 按钮返回Network Configuration 窗口重启网卡。
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  图30-17 设置获取IP地址的方式 
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  图30-18 设置HWADDR值 

 
完成了客户端的配置之后，所使用的IP地址不再是之前所用的那个IP地址，而是由DHCP服务器自动分配。可以试着使用ping命令来对之前手动配置的IP地址进行ping，将发现不能对手动配置的IP地址进行ping。
 
[root@Scat ～]# ping 192.168.60.0
 
Do you want to ping broadcast? Then-b
 
根据提示，使用选项-b 进行ping，进行ping 4 次，结果如图30-19所示。
 
可以执行ping命令，不过，所得的结果并不是所ping的IP地址，而是显示一个在可动态分配的IP地址范围内的IP地址，即192.168.60.131，而另外一个IP地址即为之前所配置的DNS服务器的IP地址（还没有更改）。客户端从DHCP服务器所获得的IP地址，可以使用ifconfig命令来查看系统网卡配置参数。
 
[root@rhl4 ～]# ping-b 192.168.60.0-c 4
 
WARNING: pinging broadcast address
 
PING 192.168.60.0 (192.168.60.0) 56(84) bytes of data.
 
64 bytes from 192.168.60.131: icmp_seq=0 ttl=64 time=0.021 ms
 
64 bytes from 192.168.60.2: icmp_seq=1 ttl=64 time=0.032 ms（DUP!）
 
64 bytes from 192.168.60.131: icmp_seq=2 ttl=64 time=0.034 ms
 
64 bytes from 192.168.60.2: icmp_seq=3 ttl=64 time=0.033 ms（DUP!）
 
64 bytes from 192.168.60.131: icmp_seq=0 ttl=64 time=0.021 ms
 
64 bytes from 192.168.60.2: icmp_seq=1 ttl=64 time=0.032 ms（DUP!）
 
64 bytes from 192.168.60.131: icmp_seq=2 ttl=64 time=0.034 ms
 
64 bytes from 192.168.60.2: icmp_seq=3 ttl=64 time=0.033 ms（DUP!）
 
--- 192.168.60.0 ping statistics---
 
4 packets transmitted, 4 received, 0% packet loss, time 2999ms
 
rtt min/avg/max/mdev = 0.021/0.030/0.034/0.005 ms, pipe 2
 
[root@rhl4 ～]# ifconfig
 
eth0　Link encap:Ethernet　HWaddr 00:0C:29:8C:98:E6
 
inet addr:192.168.60.131 Bcast:192.168.60.255 Mask:255.255.255.0
 
inet6 addr: fe80::20c:29ff:fe8c:98e6/64 Scope:Link
 
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
 
RX packets:207 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:187 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:24380 (23.8 KiB) TX bytes:21569 (21.0 KiB)
 
Interrupt:5 Base address:0x2024
 
lo　　Link encap:Local Loopback
 
inet addr:127.0.0.1 Mask:255.0.0.0
 
inet6 addr: ::1/128 Scope:Host
 
UP LOOPBACK RUNNING MTU:16436 Metric:1
 
RX packets:81 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:81 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:0
 
RX bytes:5854 (5.7 KiB) TX bytes:5854 (5.7 KiB)
 
从以上的结果可知，DHCP服务器为客户端随机分配了一个192.168.60.131的IP地址，而不是之后的IP地址。之后就可以使用此IP地址连接互联网、远程连接到各个服务器等操作。
 

 
30.3.2 Windows下客户端配置
 
在Windows 7 下配置DHCP 服务器的客户端。打开如图30-19所示的“连接宽带连接”对话框，然后单击其下的“属性”按钮。之后在弹出的“宽带连接属性”对话框中选择“网络”选项卡，然后选择“Internet协议版本（TCP/IPv4）”，如图30-20所示。
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  图30-19 “连接宽带连接”对话框 

 

 [image: figure_0516_0778]

 

  图30-20 “宽带连接属性”对话框 

 
之后弹出如图30-21所示的对话框，选择“自动获得IP地址”单选按钮即可。
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  图30-21 “Internet协议（TCP/IPv4）属性”对话框 

 

 
附录A Linux编辑器
 
在 Linux 系统出现的初期没有图形窗口，因此编辑器对于它来说是非常重要的。Linux 系统发展到现虽然已具备图形界面，但文本界面却一直占据着重要的地位。在文本界面（命令行模式）下工作时，至少需要编辑器的辅助才得以完成，因此编辑器对Linux系统依然重要。
 

 
A.1 Linux编辑器类型
 
目前，能够在UNIX/Linux系统下运行的编辑器的数量也不少，虽然这些编辑器的功能不一，但基本都支持在文本界面和图形界面下运行。本节只对这些编辑器做一个简单的概述，更多的是需要读者去了解。
 
1．NEdit编辑器
 
Nedit 编辑器的界面非常整洁，它的出现，几乎是为那些专门写代码的人而设计的。虽然它也有可记录的宏，并且功能也非常强大，而且也具备搜索和替换的功能，不过它并不适合编辑文本以及编写HTML代码。
 
2．Gedit编辑器
 
Gedit编辑器是Linux GNOME 桌面下一款小巧的文本编辑器，它支持多种文件类型的彩色编码语句，也可以自定义特性和拼写检查。在它的工具栏上具有一些图标，以及基本的菜单，不过这些菜单选项都具有特殊的用途。
 
3．Emacs编辑器
 
自Emacs编辑器问世至今已非常久远且依然被使用，说明它具有非常大的竞争力。Emacs是一款具备可扩展、可定制、自定义文档化的实时显示编辑器，它具有控制子过程、程序自动内缩、一次查看两个或更多文件、编辑格式化文本以及处理一些字词、句子、段落等功能，不过它并不适合用于拼写检查。
 
4．vi/vim编辑器
 
vi是一款UNIX/Linux系统工作在字符模式下最为基本的文本编辑器。由于vi编辑器在运行时可以不使用图形界面，这使得它在处理文本上具有很高的效率。不过vi编辑器不是一个排版程序，而只是一个文本编辑程序，它没有菜单按钮，只有命令而且非常繁多。目前，多数Linux系统使用vi的升级版vim编辑器。
 

 
A.2 Emacs编辑器
 
Emacs（Editor MACroS，宏编辑器）是目前世界上最具可移植性的重要软件之一，它能够在当前大多数的 UNIX/Linux 操作系统上运行。Emacs 编辑器具有非常强大的文本处理能力，它支持包括UTF-8在内的诸多编码系统、字符集、书写系统以及不同的书写习惯等多种方式的文本编辑，且在编辑文本时能提供菜单、工具栏和菜单列表栏等交互方式。
 
Emacs编辑器有控制台模式和图形模式，但其最初是以控制台编辑器的形式出现，且在对文件编辑时，采用的编辑方式是对不同类型的文本定义不同的模式。这些模式包括普通文本文件、各种编程语言的源文件、HTML文档以及其他类型的文本文件等。
 
Emacs编辑器虽然支持这控制台和图形模式，但是当在命令行中启动Emacs编辑器时，它会先判断是否有可用的图形会话窗口，且已经启动图形模式，否则将启动控制台模式。以下是对这两种模式下启动Emacs的简单介绍。
 

 
A.2.1 控制台工作环境
 
当在控制台上使用Emacs编辑器时，会使用到大量的按键命令来操作，而这些按键命令涉及Control（PC 键盘上的 Ctrl 键）和 Meta 键（PC键盘上对应于Alt键）。事实上，官方将Ctrl键简称为C-，而Meta键则简称为M-。
 
当在控制台中使用 Emacs 编辑器编辑文档时，可在终端提示符下使用“编辑器名+编辑的文件名”的格式来打开需要编辑的文件，如图A-1所示的界面是打开文件后的编辑界面。
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  图A-1 Emace控制台工作环境 

 
在刚打开某个文件时，可能显示一个简短的介绍和帮助界面，此时按下某个键即可加载文件到活动缓存区并显示文本内容。在缓存区中移动光标，若 Emacs 已检查到终端模拟器，则可以使用键盘的方向键来移动，否则就需要使用如表A-1所示的命令来移动。
 

  表A-1 Emace编辑器光标移动命令 
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在编辑文本时，若光标移动一定的距离，可以使用如表A-2所示的命令来操作，可通过这些命令，可以实现一定距离的跳越。
 

  表A-2 Emace编辑器光标跳跃命令 
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A.2.2 图形工作环境
 
由于Emacs默认以图形环境模式启动，若在图形环境下使用Emacs编辑器，则先需要进入到图形系统后启动，其在图形系统下的这个环境如图A-2所示。
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  图A-2 Emace图形工作环境 

 
在图形环境下Emace编辑器支持使用鼠标，而且其界面还有非常直观的菜单栏，其菜单栏中所显示的菜单选项有如下示的几个重要选项。
 
（1）File 选项：此菜单选项的作用包括在该窗口中打开文件、创建新的窗口、关闭窗口以及保存缓冲区和打印缓冲；
 
（2）Edit选项：可通过此菜单选项来将所选择的文件剪切和复制到剪贴板，也可将剪贴板中的数据粘贴到光标所在的位置，搜索文本和替换文件；
 
（3）Options选项：提供特征的设置，如突出显示、自动换行、光标类型和字体设置；
 
（4）Buffers选项：显示出当前可用的缓冲，且允许在各个缓缓冲区之间切换；
 
（5）Tools选项：提供高级特征的访问，包括命令行界面访问、拼写检查、文件之间的比较、电子邮件的发送、日历以及计算器；
 
（6）Help选项：提供在线手册，提供特定函数的帮助；
 
对于Emacs编辑器，不管是工作在控制台还是在图形界面下，都可以使用不同的命令来对文本内容编辑操作，以下是对在文本操作中所使用的命令的介绍。
 
1．字符（串）删除操作命令
 
在 Emacs 编辑器中，对于需要删除的字符（串）、字段以及单词等，都可以通过不同的命令来完成删除操作，或者是对删除之后的内容进行操作等，这些命令如表A-3所示。
 

  表A-3 字符（串）删除命令 
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2．文本内容操作命令
 
在打开文本内容后，若需要查找字符（串）或者需要编辑内容，就需要使用到一些命令来辅助操作，这些命令有如表A-4所示。
 

  表A-4 文本内容操作命令 

 

 [image: figure_0520_0785]

 

  续表 

 

 [image: figure_0521_0786]

 
对于Emacs的操作命令，其数量也不少，若想深入学习使用Emacs的读者，可参考其他更专业的书籍，在此就不再介绍了。为何要花那么长的片幅介绍这些命令呢？其实有些Linux编程的书籍，都使用Emacs来完成编写，因此了解该编辑器的简单操作还是有好处的。
 

 
A.3 vi/vim编辑器
 
目前，大多数的UNIX/Linux系统都自带vi编辑器，而且默认安装。相对于其他的编辑器来说，vi编辑器的用户量最多且不断增加，而vi升级版vim的出现，更为它注入新的活力。
 

 
A.3.1 vi/vim编辑器
 
在Linux 系统下的vi（Visual Interface）编辑器，是一款主要工作在字符模式下且功能强大的文本全屏编辑器，它是所有 UNIX/Linux 系统下标准的编辑器，目前也是 Linux 系统最基本的文本编辑器。由于它在运行时不需要图形界面的支持，因此它比其他编辑器的效率更高。
 
当启动vi编辑器时，它所占内存相对于其他的编辑器更少，而且运行的速度更快。不过，在很多 Linux 系统中运行 vi 时，实际上是调用其升级版 vim来工作。也就是说，表面上是运行 vi而实际上是在使用vim来工作，只不过vim是运行在vi兼容模式下。
 
vim在vi的基础上增加了很多新的特性，如在编程时使用不同的颜色显示不同的代码层次，在打开文档时，将光标放在最后一次退出文件时光标所在的位置等功能。
 
vim的全称为vi improved，由国际计量局、国际电工委员会、国际临床化学和实验医学联合会、国际标准化组织、国际理论化学和应用化学联合会、国际理论物理和应用物理联合会和国际法制计量组织发布，vim的图标如图A-3所示。
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  图A-3 vi升级版Vim的图标 

 
尽管vim是从vi中改良而来，还增加了不少的功能，但vim仍然是全屏编辑而且都使用键盘按键来操作。在键盘上的每个按键，几乎都有其固定的用法，而且在普通模式下（命令模式）可以完成大部分的编辑工作。其实，vim 与其他编辑器的一个很大的区别在于，它可以完成复杂的编辑与格式化功能。vim的初始化界面如图A-4所示。
 
而对于vim编辑器，它的使用方法非常简单，在终端提示符下键入vim后接所要编辑文件的名称即可。而若该文件不存在，则会打开一个新的文件；若文件已经存在，则会把它读取到缓冲区中等待编辑。
 

 [image: figure_0522_0788]

 

  图A-4 vim的初始化界面 

 

 
A.3.2 vim工作模式
 
vim 的基本工作模式有命令行模式、插入模式和末行模式这三种。其中，命令行模式是 vim启动后的初始化模式。而插入模式是用户可以编辑文件的模式。末尾模式可用于反馈编辑结果。vim 三种模式的关系如图A-5所示。
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  图A-5 vim工作模式的关系图 

 
1．命令行模式
 
对于命令行模式（command mode），在该模式下可以控制光标的移动、字符和行的删除，以及对某段的复制等操作，而且也是进入vim插入模式的必经之路。在命令行模式下，可以通过各种命令来修改文件中的内容而且同时显示在屏幕上，但所输入的内容一定是合法的，否则编辑器将拒绝输入。
 
2．插入模式
 
插入模式（Insert mode）是用来编辑、存盘和退出文件内容的模式，在该模式下输入的任何字符都保存并显示在屏幕上。从命令行模式进入插入模式，直接按I键即可，而在该模式下返回命令行模式，则直接按Esc键即可。
 
3．末尾模式
 
末尾模式（last line mode）是屏幕底部的一行，用于反馈编辑操作结果，错误的消息或者提供的消息都会在状态行中显示出来，它以“ ：”或者“/”开始的命令为标志。要从插入模式进入末尾模式，按Esc键即可，而若不能确认处于哪类模式，可以多次按Esc键，在听到蜂鸣器之后，则说明进入了末尾模式。
 
其实，在末尾模式下也可以进行工作，在该模式下也可以对文本内容进行操作，例如，查找字符串、列出文本内容的行号等操作。
 

 
A.3.3 常用的操作命令
 
在使用vim编辑器编辑文本内容时，都需要对光标进行移动，在移动光标时，除了使用键盘的方向键之外，还可以使用字符键来操作。通过键盘上的字符键就可以对光标的移动进行控制、删除字符以及保存文本内容等操作，以下是对各类字符键的作用进行简介。
 
1．光标移动操作命令
 
其实，使用vim编辑器编辑文本等操作时，多数情况下都使用键盘的方向键来移动光标，而若需要做更多的操作，则需要使用到字符键来操作，字符键及其功能简述如表A-5所示。
 

  表A-5 光标移动命令 

 

 [image: figure_0523_0790]

 
2．文本插入操作命令
 
在启动vim的命令行后，若需要对文本的内容进行插入字符等操作，就需要进入插入模式后才能够编辑文本，进入插入模式的操作命令的简述如表A-6所示。
 

  表A-6 进入插入模式的命令 
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3．删除字符（串）操作命令
 
在使用vim编辑器编辑文本内容时，在非插入模式下，可用于删除文本字符的操作命令如表A-7所示。
 

  表A-7 删除字符（串）操作命令 
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4．复制操作命令
 
对于复制操作，vim 编辑器在编辑文本时，既支持使用鼠标做复制操作，也支持使用键盘上的字符键。在使用字符键做复制操作时，经常使用的命令如表A-8所示。
 

  表A-8 复制操作命令 
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5．保存和退出命令
 
在使用vim编辑文本结束后，或者中断文本的编辑时，就需要退出vim所打开的文本。在退出的过程中，要完成保存、写内容到缓冲区等操作，都可以使用vim的命令来完成。关于这些操作的命令的相关说明，见表A-9。
 

  表A-9 vim的保存和退出命令 
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A.3.4 vim编辑器应用操作
 
目前，在Linux系统下的vim编辑器是内嵌在系统的标准交互类型的正文（文字）编辑器，通过vim就可创建和修改正文内容。然而，虽然vim拥有速度快、不依赖图形界面和鼠标，但它也具有组合键多而不易记等缺点。如下是vim的语法格式。
 
vi/vim [选项] [文件名]
 
在使用vim时，常使用到两个比较重要的选项，这两个选项分别为r和R。其中，r选项可以用于恢复一个在编辑中但由于系统崩溃而没来得及保存的文件，而R选项是以只读的方式来打开一个文件。
 
1．vim命令行模式
 
当使用vim编辑器对文件进行编辑时，若所要编辑的文件存在，则直接进入命令行模式下，如图A-6所示。在该模式下可以读取、删除信息以及移动光标等。而若所打开的文件不存在，那么将在所打开的窗口左下角有提示信息，如图A-7所示。
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  图A-6 vim命令行模式 
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  图A-7 新文件的命令行模式 

 
2．vim的插入模式
 
在进入到命令行模式下后，若需要对文本进行编辑，就需要进入vim的插入模式下。要进入插入模式，按字符键I就可以进入vim的插入模式，如图A-8所示。图A-9所示的是在插入模式下写入信息。
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  图A-8 vim的插入模式 
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  图A-9 在插入模式下编辑文件内容 

 
3．vim的末端模式
 
要进入vim的末端模式，可以直接从命令行模式进入，也可以从插入模式进入。从命令行模式进入末端模式时，直接使用冒号（：）即可，而若从插入模式进入末端模式，则需要先按 Esc键，然后再使用冒号，图A-10所示的是vim的末端模式。
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  图A-10 vim的末端模式 

 
4．退出vim编辑器
 
在完成对文本的内容编辑，并在确认无误后就退出vi编辑器。对文本的内容编辑完成之后，若要退出vim编辑器同时保存所编辑的内容，则可以使用wq，如图A-11所示。而若不保存所编辑的内容并强行退出，则可以使用q!，如图A-12所示。
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  图A-11 在末端模式下保存信息并退出 
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  图A-12 在末端模式下强行退出 

 

 
附录B 远程登录
 
远程登录就是本地计算机连接另外一台计算机，在登录到另外一台计算机后，本地计算机便能与网络上另一远程计算机取得“联系”，从而对远程计算机进行控制。在远程登录的过程中涉及到本地用户和远程系统，其中本地用户就是进行远程登录的用户，而远程系统就是本地用户远程登录的系统。
 
本小节介绍远程登录系统时需要的条件和两款远程登录软件，这两款软件都是文本远程软件，就是远程时都是进入到Linux的文本界面下。
 

 
B.1 远程登录前的准备
 
在远程登录前，先是要获取远程计算机的IP地址，接着是测试IP地址是否可用。如在Windows系统下要远程到一台Linux计算机，那么首先是要获取这台远程的Linux计算机IP地址。那么以控制台的方式进入到Linux系统，然后检查IP地址。
 
[root@rhl5 ～]# ifconfig
 
eth0　Link encap:Ethernet　HWaddr 00:0C:29:0A:30:75
 
inet addr:192.168.217.15　Bcast:192.168.217.255　Mask:255.255.255.0
 
inet6 addr: fe80::20c:29ff:fe0a:3075/64 Scope:Link
 
UP BROADCAST RUNNING MULTICAST　MTU:1500　Metric:1
 
RX packets:30 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:65 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:1000
 
RX bytes:6552 (6.3 KiB)　TX bytes:10753 (10.5 KiB)
 
Interrupt:67 Base address:0x2000
 
lo　　Link encap:Local Loopback
 
inet addr:127.0.0.1　Mask:255.0.0.0
 
inet6 addr: ::1/128 Scope:Host
 
UP LOOPBACK RUNNING　MTU:16436　Metric:1
 
RX packets:12 errors:0 dropped:0 overruns:0 frame:0
 
TX packets:12 errors:0 dropped:0 overruns:0 carrier:0
 
collisions:0 txqueuelen:0
 
RX bytes:904 (904.0 b)　TX bytes:904 (904.0 b)
 
结果显示这台Linux系统的IP地址为192.168.217.15，接着是对此IP地址进行测试，检查网络是否可用。测试IP地址，可以直接测试此IP地址的网关，或是直接测试IP地址，如在Windows上测试远程的Linux系统，那么就在DOS下测试。
 
打开Winston的DOS窗口，然后执行ping命令测试IP地址。
 
C:\Users\陈祥琳>ping 192.168.217.15
 
正在 Ping 192.168.217.15 具有 32 字节的数据:
 
来自 192.168.217.15 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.15 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.15 的回复: 字节=32 时间<1ms TTL=64
 
来自 192.168.217.15 的回复: 字节=32 时间<1ms TTL=64
 
192.168.217.15 的 Ping 统计信息:
 
数据包: 已发送 = 4，已接收 = 4，丢失 = 0 (0% 丢失)，
 
往返行程的估计时间(以毫秒为单位):
 
最短 = 0ms，最长 = 0ms，平均 = 0ms
 
测试结果显示，被测试的IP地址是可用的，此时就完成了对IP地址可用性的确认。若是在Linux系统下远程到另外一台Linux机器，那么就可以用以下的方式来测试。
 
[root@rhl4 ～]# ping 192.168.217.15-c 4
 
PING 192.168.217.15 (192.168.217.15) 56(84) bytes of data.
 
64 bytes from 192.168.217.15: icmp_seq=0 ttl=64 time=0.382 ms
 
64 bytes from 192.168.217.15: icmp_seq=1 ttl=64 time=0.206 ms
 
64 bytes from 192.168.217.15: icmp_seq=2 ttl=64 time=0.188 ms
 
64 bytes from 192.168.217.15: icmp_seq=3 ttl=64 time=0.209 ms
 
--- 192.168.217.15 ping statistics---
 
4 packets transmitted, 4 received, 0% packet loss, time 2999ms
 
rtt min/avg/max/mdev = 0.188/0.246/0.382/0.079 ms, pipe 2
 

 
B.2 远程登录系统
 
对于远程登录的软件，在本节只介绍SSH和PuTTY这两款。其中，PuTTY是一款非常小巧且功能相对齐全，操作简单的软件。而SSH则是一款需要安装的、功能比PuTTY更加齐全，能够上传和下载文件的软件。
 

 
B.2.1 PuTTY远程软件
 
PuTTY远程软件非常小巧，在使用时直接单击打开而不需要安装，不过该软件不能上传和下载文件。以下介绍该软件的简单操作。
 
1．远程登录系统
 
单击PuTTY 图标，之后就直接弹出PuTTY的配置首页，接着在Host Name（or IP address）中输入远程计算机的IP地址，其他的配置均保持默认（如图B-1所示）。
 
接着在弹出如图B-2所示的安全警告提示窗口（第一次连接某个IP时就弹出此提示信息）中选择“是（Y）”按钮即可打开用户认证窗口。
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  图B-1 输入远程主机IP地址 
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  图B-2 安全警告提示信息 

 
接着在用户认证登录窗口依次输入用户名和登录密码（如图B-3所示，密码是不可见的），并在认证成功后就看到远程Linux系统的shell工作环境，如图B-4所示。
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  图B-3 输入用户名和密码 
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  图B-4 Linux系统文本界面的远程工作环境 

 
2．远程工作环境配置
 
在成功登录到远程计算机后，远程软件PuTTY的默认字体大小为10，这样的字体相对于多数人来说是有点小（特别像我这样近视但不喜欢戴眼镜的），看这些字体的时候就显得有些吃力。现在都是人性化的时代，因此字体的大小必须要改。
 
在Linux系统远程文本系统工作窗口下，将鼠标移到上菜单栏后单击右键，并在弹出的菜单栏中选择如图B-5所示的 Change Settings 选项，并在弹出的 PuTTY Reconfiguration 窗口下的Window选项下选择Appearance后在其右边单击Change按钮，如图B-6所示。
 

 [image: figure_0529_0806]

 

  图B-5 选项菜单栏 

 

 [image: figure_0529_0807]

 

  图B-6 PuTTYY的Window选项 

 
接着在弹出如图B-7所示的字体设置界面下就可以修改字体的大小，或是修改字体的类型、字形等，并在修改完成后确定即可。
 
如果你不喜欢黑色的工作环境背景，那么可以在PuTTY Reconfiguration 窗口下Window 选项下的Colours处修改。在选择该选项后就弹出如图B-8所示的选项设置界面，之后在颜色选项控制下设置即可。
 

 [image: figure_0530_0808]

 

  图B-7 PuTTY字体设置界面 

 

 [image: figure_0530_0809]

 

  图B-8 PuTTY背景颜色设置界面 

 

 
B.2.2 Secure Shell Client远程软件
 
在使用Secure Shell Client远程登录前需安装该软件，软件安装后有Secure File Transfer Client和Secure Shell Client 两个图标，如果不想使用命令操作，那么打开Secure File Transfer Client 登录，否则就Secure Shell Client登录。
 
1．远程登录系统
 
单击Secure Shell Client图标，在弹出界面后单击Quick Connect按钮，或是直接按Enter 键。接着在弹出的如图B-9所示的Connect to Remote Host窗口下输入远程主机IP 地址和用户名（其他的保持默认）。
 
如果是第一次登录该IP 地址的远程主机，则就弹出如图B-10所示的使用Host Identification信息提示窗口，选择Yes选项继续。
 

 [image: figure_0530_0810]

 

  图B-9 IP地址和用户名输入界面 

 

 [image: figure_0530_0811]

 

  图B-10 信息提示窗口 

 
接着是弹出密码输入界面，在认证成功后就可以看到如图B-11所示的工作环境。
 
2．远程工作环境配置
 
对于Secure Shell Client工作环境字体大小的设置，在成功登录后依次选择Edit→Settings（如图B-12所示），然后在Settings界面下Appearance选项下的Font子选项即可设置字体，Font设置界面如图B-13所示。
 

 [image: figure_0531_0812]

 

  图B-11 Secure Shell Client工作环境 

 

 [image: figure_0531_0813]

 

  图B-12 打开Settings界面步骤 

 
而若是修改字体的颜色、工作环境背景颜色等，就可以选择Appearance选项下的Colors子选项，之后就打开如图B-14所示的Colors设置界面。
 

 [image: figure_0531_0814]

 

  图B-13 Font配置界面 

 

 [image: figure_0531_0815]

 

  图B-14 Colors 配置界面 

 
3．文件上传和下载
 
在需要从本地系统上传或从远程系统下载文件时，可直接打开Secure File Transfer Client 图标并在如图B-15所示的界面下直接按Enter键，接着在弹出的窗口中输入远程系统的IP地址和用户名即可。
 
或是已经使用 Secure Shell Client 登录到系统，那么直接单击该窗口上菜单栏的 New File Transfer Window 按钮，如图B-16所示。
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  图B-15 Secure File Transfer Client 登录窗口 

 

 [image: figure_0532_0817]

 

  图B-16 New File Transfer Window按钮 

 

 
附录C RHEL5系统安装
 
Red Hat Enterprises Linux 5 系列版本，是Red Hat公司的商业服务器操作系统版本的第四次重要版本发布，相对于之前的版本，该版本在很多方面都有所提高，使系统在虚拟化、储存、网络和安全等都在很大程度上提高。
 
主要体现支持存储与扩展、提供和支持各种平台上的虚拟化；系统基于2.6.18的内核、广泛支持新硬件和多核处理器和增强管道的缓存；集成目录和安全机制、提供新的搜索、报表和实时监控的能力；支持根设置多路提高可用性、支持块设备数据加密等。
 
对于Red Hat Enterprises Linux 5 系列系统的安装，虽然与之前的版本有些不同，但安装的步骤并没有发生过大的变化，以下是Red Hat Enterprises Linux 5.4 的安装过程。
 
（1）配置好虚拟机后打开电源开关，之后将看到如图C-1所示的安装方式选择的界面。
 
（2）选择图形安装方式后看到CD Found界面，为了节省时间故选择Skip按钮，如图C-2所示。
 

 [image: figure_0534_0818]

 

  图C-1 系统安装方式选择 

 

 [image: figure_0534_0819]

 

  图C-2 CD 盘查找界面 

 
（3）看到如图C-3所示的界面时单击Next按钮继续。
 
（4）在图C-4所示的界面是语言的选择，选择后单击Next按钮继续。
 

 [image: figure_0534_0820]

 

  图C-3 系统安装的首页 

 

 [image: figure_0534_0821]

 

  图C-4 系统安装语言的选择 

 
（5）接着是如图C-5所示的键盘设置界面，保持默认并单击Next按钮。
 
（6）当弹出如图C-6所示的系统提示信息时，选择Yes按钮继续。
 

 [image: figure_0535_0822]

 

  图C-5 键盘设置界面 

 

 [image: figure_0535_0823]

 

  图C-6 系统提示信息 

 
（7）接着选择磁盘分区的方式，此时可以保持默认设置然后继续。不过，在某些特定的场合下对磁盘分区的空间是有要求的，因此选择Create custom layout（如图C-7所示），其他的保持默认，然后单击Next按钮继续。
 
（8）接着弹出如图C-8所示的磁盘分区划分的界面。在Linux系统下的磁盘分区至少有/boot分区、/分区和swap分区，而且在某些特定的场合下swap分区的大小与内存要成正比关系，因此分区的划分也因环境不同而配置。在手动创建磁盘分区时是不分前后顺序的，不过为了更加合理地使得磁盘空间，建议把根分区的创建放在最后，这样就可以把剩余的磁盘空间全部划分给根分区。下面演示手动创建LVM类型分区。
 

 [image: figure_0535_0824]

 

  图C-7 分区创建方式选择 

 

 [image: figure_0535_0825]

 

  图C-8 分区划分界面 

 
首先创建/boot分区，单击New 按钮，在弹出的Add Partition 界面中设置Mount Point 后的下三角按钮，并在弹出的下拉菜单中找到/boot后选中，其他选项可保持默认设置，如图C-9所示（或者在Size（MB）框设置/boot分区的大小），单击OK按钮确认。
 
完成/boot分区的创建后，接着创建LVM，单击New 按钮，在弹出的Add Partition 界面中，在File System Type栏中选择physical volume（LVM），然后单击Full to maximum allowable size单选按钮（如图C-10所示），之后单击OK按钮。
 

 [image: figure_0536_0826]

 

  图C-9 创建/boot分区参数 

 

 [image: figure_0536_0827]

 

  图C-10 创建LVM 

 
接着创建swap 分区和根分区，单击LVM按钮，在弹出的Make LVM Volume Group界面中，单击Add按钮，如图C-11所示。
 
先创建swap分区，在弹出的Make Loglcal Volume 界面中，单击File System Type后的下三角按钮并在弹出的下拉菜单中选择swap，逻辑卷名可自取，或者保持默认值。在Size（MB）处设置swap分区的大小，如图C-12所示，完成后单击OK按钮。
 

 [image: figure_0536_0828]

 

  图C-11 添加LVM分区 

 

 [image: figure_0536_0829]

 

  图C-12 创建swap分区 

 
接着创建根分区，在Make LVM Volume Group 界面中单击Add 按钮，在弹出的Make Loglcal Volume 界面中，单击Mount Point 后的下三角按钮并选择 /，其他的选项都可以保持默认，如图C-13所示。
 
（9）在图C-14所示的是引导分区存储的位置，如果不特定指定就保持默认位置，单击 Next按钮继续。
 
（10）图C-15所示的是网卡设备和主机名配置，若不设置就采用默认配置。若需要配置一个静态IP就选择“Network Devices”选项区右侧的Edit按钮，并在弹出的Edit Interface 界面中配置IP地址；在Hostname选项区中，选择manuatly单选按钮设置主机名（如果在物理机上安装系统且要支持远程访问，还要设置网关IP地址），完成后单击Next按钮继续。
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  图C-13 创建根分区 

 

 [image: figure_0537_0831]

 

  图C-14 系统引导分区位置 

 

 [image: figure_0537_0832]

 

  图C-15 设置IP地址和主机名 

 
（11）图C-16是系统时区的设置，如果你的系统不是用中文语言且要用北京时间，那么就需要选择我国的时区，如上海。
 
（12）图C-17所示的是设置系统管理员与root的登录密码。
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  图C-16 系统时区设置 

 

 [image: figure_0537_0834]

 

  图C-17 系统管理员和密码设置 

 
（13）接着选择系统安装的类型，如果有特定的需要就选择Customize now 单选按钮来定制系统安装包，如图C-18所示。
 
（14）当看到如图C-19所示的界面时，就可以选择自己需要的安装包（建议不要取消Desktop Environments安装包），完成之后单击Next按钮继续。
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  图C-18 选择定制系统安装包 

 

 [image: figure_0538_0836]

 

  图C-19 选择系统安装包 

 
（15）当看到如图C-20的界面时，单击Next按钮继续。
 
（16）接着初始化系统其他设备，之后开始安装系统软件包，如图C-21所示。
 

 [image: figure_0538_0837]

 

  图C-20 系统安装的提示信息 

 

 [image: figure_0538_0838]

 

  图C-21 系统安装进度 

 
（17）安装完成后将看到如图C-22的界面，单击Reboot按钮重启系统。
 
（18）重启后看到的第一个界面是如图C-23所示的欢迎界面，单击Forward按钮继续。
 
（19）图C-24是一些协议，选择Yes选项，然后单击Forward按钮继续。
 
（20）接着是相同的防火墙设置，为了学习方便一般把防火墙关闭（如图C-25所示，选择Disabled选项），并在单击Forward按钮后弹出的信息框中选择Yes按钮。
 
（21）接着是SELinux设置，选择Disabled选项（如图C-26所示），然后单击Forward按钮继续，在弹出的信息提示框选择Yes按钮。
 
（22）在图C-27所示的界面中直接单击Forward按钮。
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  图C-22 系统安装完成 

 

 [image: figure_0539_0840]

 

  图C-23 重启后的欢迎界面 
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  图C-24 用户协议 
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  图C-25 设置防火墙 
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  图C-26 SELinux设置 

 

 [image: figure_0539_0844]

 

  图C-27 Kdump设置 

 
（23）如图C-28所示，设置系统的日期和时间。
 

 [image: figure_0540_0845]

 

  图C-28 设置系统时间 

 
注：如果是Server版本，就会有软件更新的设置或者要输入序列号，若是不需要系统更新或者没有序列号，则选择No选项继续。
 
（24）如图C-29所示，创建系统的普通用户。
 

 [image: figure_0540_0846]

 

  图C-29 创建系统普通用户 

 
（25）如图C-30所示，测试系统的声卡。
 
（26）如图C-31所示，添加CD。
 
（27）之后系统再次进行重启，重启之后就可以看到登录Linux的窗口如图C-32所示。
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  图C-30 系统声卡测试 

 

 [image: figure_0541_0848]

 

  图C-31 添加CD盘设置 

 

 [image: figure_0541_0849]

 

  图C-32 系统图形登录窗口 
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