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  第1章　必须掌握的Linux基础
 
 
 Linux是一款免费、开源的操作系统软件，是自由软件和开源软件的典型代表，很多大型公司或个人开发者都选择使用Linux。Linux的发行版很多，有适合个人开发者的操作系统，如Ubuntu；也有适合企业的操作系统，如Red Hat Enterprise Linux。本书主要介绍Red Hat Enterprise Linux系统。
 

 
本章主要涉及的知识点有：
 
 
 •　认识Linux
 
 •　Linux的内核版本
 
 •　Linux的发行版本
 
 •　了解Red Hat Enterprise Linux以及RHEL 7的新特性
 

 
1.1　认识Linux
 
本节主要帮助读者认识Linux，了解Linux的日常操作与Windows有什么不同，了解Linux与UNIX的区别。
 
1.1.1　Windows与Linux的区别
 
Windows和Linux都是多任务操作系统，都适用于个人开发者或者服务器领域。Windows的发行版有Windows 98、Windows NT、Windows 2000、Windows 2003 Server、Window XP、Windows 7、Windows 8、Windows10等。Linux的发行版一般基于内核（最新版本4.4），由于和内核版本配套的软件包不同，所以各个发行版之间存在比较大的差异。Windows更适用于普通用户，其界面友好，易于控制，可以方便地完成日常的办公需求。Linux更多用于服务器或者开发领域，它的图形界面与Windows相比可能比较原始，但随着各发行版的不断完善，Linux提供的图形用户接口功能也在不断丰富。
 
由于两者对文件类型的识别机制不同，从而使Linux不容易受病毒的感染，这一点是Windows无法比拟的。对于初学者而言，由于已经习惯了Windows的图形界面操作，能否较快地熟练使用Linux，取决于使用者能否快速地改变操作习惯和思维方式。
 
1.1.2　UNIX与Linux的区别
 
UNIX是一种多任务、多用户的操作系统，于1969年由美国AT&T公司的贝尔实验室开发。UNIX最初是免费的，其安全高效、可移植的特点使其在服务器领域得到了广泛的应用。后来UNIX变为商业应用，很多大型数据中心的高端应用都使用UNIX系统。
 
UNIX的系统结构由操作系统内核和系统的外壳构成。外壳是用户与操作系统交互操作的接口，称作Shell，其界面简洁，通过它可以方便地控制操作系统，完成维护任务和一些比较复杂的需求。
 
UNIX与Linux最大的不同在于UNIX是商业软件，对源代码实行知识产权保护，核心并不开放。Linux是自由软件，其代码是免费和开放的。
 
两者都可以运行在多种平台之上，在对硬件的要求上，Linux比UNIX要低。
 
UNIX系统较多用做高端应用或服务器系统，因为它的网络管理机制和规则非常完善。Linux则保持了这些出色的规则，同时还使网络的可配置能力更强，系统管理也更加灵活。
 
1.2　GNU公共许可证
 
软件是程序员智慧的结晶，软件著作权用于保障开发者的利益。而Linux开放、自由的精神是一种反版权概念，GNU就是“GNU's Not UNIX”，任何遵循GNU通用公共许可证（GPL）的软件都可以自由地“使用、复制、修改和发布”。任何对旧代码所做的修改都必须是公开的，并且不能用于商业用途，其分发版本必须遵守GPL协议。
 
GNU计划是由Richard Stallman在1983年9月27日公开发起的，其目标是创建一套完全自由的操作系统。GNU计划的形象照如图1.1所示，估计很多读者已经认识了。
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 图1.1　GNU计划的形象照
 

 
 
 注意
 
 GNU在英文中的原意为非洲牛羚，发音与new相同。
 

 
1.3　Linux的内核版本
 
Linux内核由C语言编写，符合POSIX标准，但是Linux内核并不能称为操作系统，一个完整的Linux操作系统还需要用户操作接口、应用程序等。内核只提供基本的设备驱动、文件管理、资源管理等功能，是Linux操作系统的核心组件。Linux内核可以被广泛移植，而且适用于多种硬件。
 
Linux内核版本有稳定版和开发版两种。Linux内核版本号一般由3组数字组成，比如2.6.18内核版本：第1组数字2表示目前发布的内核主版本；第2组数字6表示稳定版本，如为奇数则表示开发中版本；第3组数字18表示修改的次数。前两组数字用于描述内核系列，用户可以通过Linux提供的系统命令查看当前使用的内核版本。
 
1.4　Linux的发行版本
 
Linux有众多发行版，很多发行版还非常受欢迎，有非常活跃的论坛或邮件列表，许多问题都可以得到参与者快速解答。
 
（1）Ubuntu发行版提供友好的桌面系统，用户通过简单地学习就可以熟练使用该系统。自2004年发布后，Ubuntu为桌面操作系统做出了极大的努力和贡献。与之对应的Slackware和FreeBSD发行版则需要经过一定的学习才能有效地使用其系统特性。
 
（2）openSUSE引入了另外一种包管理机制YaST，Fedora革命性的RPM包管理机制极大地促进了发行版的普及，Debian则采用的是另外一种包管理机制DPKG（Debian Package）。
 
（3）Red Hat系列，包括Red Hat Enterprise Linux（简称RHEL，收费版本）、CentOS（RHEL的社区重编译版本，免费，目前已被Red Hat公司收购）。Red Hat可以说是在国内使用人群最多的Linux版本，资料非常多。Red Hat系列的包管理方式采用的是基于RPM包的YUM包管理方式，包分发方式是编译好的二进制文件。RHEL和CentOS的稳定性都非常好，适合服务器使用。
 
1.5　Red Hat Enterprise Linux 7的新特性
 
2014年6月份，红帽公司发布了Red Hat Enterprise Linux 7（简称RHEL 7）正式版。该版本有来自多个方面的新特性，包括扩展性、虚拟化、高性能等。按照红帽公司的惯例，RHEL7发布之后，7.1及7.2版主要针对之前版本存在的问题进行修复。本节参考发行主要对RHEL7的重大改变及新特性进行简单介绍。
 
1.5.1　systemd服务管理软件
 
从管理角度来看，RHEL 7最显著的变化是将原来的使用了许多个版本的System V（许多书中也写作SysV、SysV init等）改变为systemd。本小节简要介绍二者之间的区别。
 
一直以来RHEL发行版都使用System V作为服务管理软件。Linux的启动大致流程是系统引导完成后，引导装载程序Grub会将操作系统的内核等基本环境载入，接下来操作系统会载入驱动程序构建最基础的运行环境，启动init进程，剩下的工作将由System V来完成。System V接手后，先设置运行环境（主要是环境变量、驱动、主机名等），然后用脚本来启动需要启动的服务，这些服务会事先按不同的运行级别放置在不同的目录中，并标志启动时的优先级。
 
由于System V使用脚本控制，因此其原理简单、易于理解、服务脚本相对也比较简单，管理人员可以通过修改脚本轻易达到管理系统的目的。但缺点也比较明显，由于脚本只能顺序执行，所有的服务也只能顺序启动，启动过程相对较慢；另一个缺点是不能按需要启动服务，比如当即插即用设置接入系统后再启动相关服务等。
 
System V的缺点在服务器上问题不大，但在如安卓系统等移动设备中令用户难以接受。为了解决这些问题，systemd应运而生。为了解决System V的问题，systemd的设计思路可以概括为尽量快速启动服务、高效管理服务及尽量减少系统资源占用。
 
在服务管理方面，启动时尽量并行启动服务。当服务之间存在依赖关系时，使用缓冲池的方法解决，例如某个服务在启动时请求TCP端口，但依赖的网络服务仍没有启动，就将请求缓存起来，当网络服务启动后再传递请求。
 
在设备管理方面，systemd使用硬件服务单元配置文件来保持硬件设备的激活。当特定的硬件设备插入时，systemd启动相应的支持，反之则关闭，从而达到节约系统资源的目的。在追求性能极致化的今天，systemd无疑提供了一个较好的解决方案，这也是RHEL 7选择systemd的重要原因。
 
systemd充分利用系统内核API，并尝试在Linux系统中建立统一的配置环境，试图将Linux系统中的不同配置标准化。这样做牺牲了systemd的兼容性，但对于管理员来讲是好事情，因为只有标准化才能让运维工作更加简单、自动化。
 
除此之外，systemd还有许多其他特性，本书不再一一赘述，感兴趣的读者可以参考相关文档了解。
 
1.5.2　网络
 
1．动态防火墙守护进程firewalld套件
 
RHEL 7提供动态防火墙守护进程firewalld，它可以提供一个动态管理的防火墙，并支持网络“区域”，以便为网络及相关链接和接口分配可信度。它还支持IPv4和IPv6防火墙设置。支持以太网桥接并有独立的运行和持久配置选项。它还有一个可直接添加防火墙规则的服务和应用程序接口。虽然RHEL 7提供了firewalld套件，但用户仍可以在iptables与firewalld之间选择。
 
2．chrony套件
 
chrony用于同步计算机时钟，实现NTP协议。与之前的版本中的时钟同步不同，chrony可以在无持久网络连接的环境中保持计算机时间的准确性。此特性能更好的支持移动系统和虚拟系统。
 
3．OpenLMI
 
RHEL 7中附带了OpenLMI项目，它为管理Linux系统提供常用的基础设施。OpenLMI还可以让用户配置、管理并监控硬件、操作系统及系统服务，可以简化任务配置及产品服务器管理。
 
4．FreeRADIUS 3.0.1
 
RHEL 7包含FreeRADIUS 3.0.1，其包含了大量新功能：RadSec，用于使用TCP和TLS传输RADIUS数据包的协议；连接池在较大吞吐量的情况下仍能保持较低的资源需求；扩展服务器配置编程语言unlang语法；提高了debug功能，在详细输出结果中突出显示问题所在；生成SNMP陷阱等。
 
5．NetworkManager
 
对NetworkManager进行了大量改进，以让其更适合在服务器应用程序中使用。NetworkManager不再默认查看配置文件更改，如由编辑器或开发工具更改的配置文件。管理员可以使用nmcli connection reload命令使其意识到外部修改。
 
1.5.3　文件系统和存储
 
RHEL 7的文件系统和存储管理功能也得到了增强，主要表现在以下几个方面：
 
1．默认支持并使用XFS文件系统
 
使用Anaconda安装的RHEL 7使用的默认文件系统为XFS，不再是第四代扩展文件系统（ext4），同时仍然支持ext4和Btrfs（B-Tree，通常称为Butter FS）文件系统。
 
XFS是高度可扩展、高性能文件系统，引入的目的是为了支持更大的文件系统（最大文件系统500TB，最大文件16TB）。XFS支持元数据日志，可以加快崩溃时的恢复速度；当挂载使用时仍可以进行清理碎片和扩展文件系统操作。
 
2．LIO内核目标子系统
 
RHEL 7使用LIO内核目标子系统，它是块存储的标准开源SCSI目标，可用的存储介质有：FcoE、iSCSI、iSER（Mellanox InfiniBand）、SRP（Mellanox InfiniBand）。
 
3．LVM缓存
 
这个功能在RHEL 7时作为技术预览，从7.1开始完全支持。LVM缓存允许用户创建逻辑卷（Logical Valumn，LV），以小型快速设备作为更大、速度更慢的设备的缓存。
 
4．新的LVM/DM缓存策略
 
RHEL 7.2重新编写了LVM/DM缓存策略并作为缓存默认策略，在多数情况下此策略可以减少内存消耗并提高性能。
 
1.5.4　虚拟化
 
自RHEL 6版开始，红帽公司就在虚拟化方面进行了大刀阔斧的革新，以期给用户带来更好的体验。RHEL 7也不例外，除在性能方面的改变外，RHEL 7也带来了更多不同的技术变革。
 
1．KVM的支持
 
（1）从RHEL 7开始，KVM中将可以运行Windows 8和Windows Server 2012虚拟机。
 
（2）过去KVM只能在AMD 64和Intel 64上使用，现在RHEL 7提供了一个基于POWER8的解决方案，用于在IBM Power系统上实现Red Hat Enterprise Virtualization。
 
（3）RHEL 7的KVM中添加了多个微软Hyper-V功能，例如支持内存管理单元（MMU）和虚拟中断控制程序。微软虚拟机和主机之间提供半虚拟API，通过主机使用某些功能可以提高Windows虚拟机的性能。
 
（4）RHEL 7中的QEMU虚拟机代理支持CPU（vCPU）热添加功能，可在虚拟机运行的过程中添加CPU以满足负荷要求。
 
（5）通过压缩虚拟机内存页减小迁移数据量的方法，缩短了KVM实时迁移所消耗的时间。
 
（6）在虚拟机关机过程中qemu-kvm中添加了跟踪事件功能，现在可以在命令virsh shutdown或virt-manager程序中获得关机事件的诊断信息。
 
2．对于Hyper-V TRIM的支持
 
该功能在RHEL 7.2中添加，现在使用Microsoft Hyper-V虚拟机并且虚拟磁盘使用VHDX（Thin Provisioned Hyper-V virtual hard disk）时，可将虚拟磁盘文件缩小至实际使用大小而不是与虚拟磁盘容量相等（即按需分配）。
 
1.6　学习Linux的建议
 
学习Linux，首先要选择合适的发行版，如RedHat、CentOS、Fedora等。这些发行版使用的人数最多，因此出现问题时可以从各类论坛等途径获得帮助。
 
其次要学习如何安装Linux。采用虚拟机安装是一个不错的选择，虚拟机在一个密闭的虚拟环境中，对于虚拟机中的软件来说，虚拟机就是一个完整的计算机。基本的系统操作命令都可以在虚拟机中实践，一些破坏性的操作（如格式化硬盘）也可以在虚拟机中反复练习而不会导致物理计算机中重要数据的丢失，因为对于物理计算机而言，虚拟机只是运行在它上面的一个普通应用程序。
 
初学者使用Linux操作系统提供的GUI时，要学会去探究操作背后的原理。笔者推荐初学者通过终端来进行上机实践，在终端上练习常用命令的操作，可以更快地掌握Linux的精髓。
 
常备一本参考书在身旁是必要的，这样在遇到问题时可以快速查阅。同时Linux各种社区的活跃度也非常高，初学者有问题时可以选择一个社区去提问。网络中还有各种丰富的资源，初学者通过搜索引擎也可以快速地查找到所需要的知识点。
 
1.7　小结
 
Linux是一款免费、开源的操作系统软件，是自由软件和开源软件的典型代表，很多大型公司或个人开发者都选择使用Linux。Linux在服务器领域也具有广泛的应用。本章主要介绍了Linux的特点、Linux的应用范围及学习Linux的常见问题，其中还探讨了Linux的学习方法。
 
1.8　习题
 
一、填空题
 
1．Linux内核版本号一般由3组数字组成，比如2.6.18内核版本：第1组数字2表示____________，第2组数字6表示____________，第3组数字18表示____________。
 
2．UNIX与Linux最大的不同在于UNIX是____________，Linux是____________。
 
二、选择题
 
1．Linux内核版本有哪两种（　　）？
 
A．稳定版和开发版。
 
B．桌面版和服务器版。
 
C．Ubuntu和Red Hat。
 
2．以下关于Linux的描述哪个是错误的（　　）？
 
A．Linux可以运行在多种平台之上。
 
B．Linux的代码是开源的。
 
C．Linux没有桌面，只有命令行。
第2章　Red Hat Enterprise Linux的安装
 
 
 Linux的安装有很多种方式，尤其是Linux系统对硬件的要求不高，所以我们可以通过虚拟机、光盘、U盘等各种方式来安装。学习Linux系统，首先要学会使用虚拟机、安装Linux及登录Linux。
 

 
本章主要涉及的知识点有：
 
 
 •　了解安装Linux之前要做的准备
 
 •　学习使用虚拟机
 
 •　安装Red Hat Enterprise Linux
 
 •　Linux的启动与登录
 
 •　初次使用命令行
 

 
2.1　安装前的准备
 
安装Linux之前要进行相应的准备，要选择适合自己的发行版，另外还需要准备相应的硬件资源并选择合适的安装方式。
 
2.1.1　硬件准备
 
安装Linux前先来了解一下它所需要的硬件。硬件的更新日新月异，这也带来了硬件与操作系统之间兼容性的问题。在安装Linux之前要确定计算机的硬件能不能被Linux发行版支持。
 
首先，所有的CPU处理器基本都可以被Linux发行版支持。经过多年的发展，Linux内核不断完善，基本支持大部分主流厂商的硬件。Linux操作系统下的其他硬件驱动也得到了广泛支持，对应Linux发行版的官方网站也提供了支持的硬件列表。具体来说RHEL 7支持的架构有64-bit AMD、64-bit Intel、IBM POWER7、IBM POWER8和IBM System z（IBM zEnterprise 196及更新的硬件版本）。需要注意的是，RHEL 7只能使用64位硬件，但可以将32位操作系统作为虚拟机运行。
 
其次，Linux系统运行对内存的要求比较低，128MB内存即可支持。RHEL 7建议最小使用1GB内存，同时还建议每逻辑CPU 1GB内存。
 
最后，硬盘空间是一个必须考虑的问题，计算机必须有足够大的分区供用户安装Linux系统，建议硬盘空闲空间在20GB以上。
 
 
 注意
 
 如果直接在硬盘上安装Linux而不使用虚拟机，就需要对重要数据进行备份，包含系统分区表及重要数据等。
 

 
2.1.2　选择安装方式
 
Linux操作系统有多种安装方式，常见的有以下几种。
 
1．从光盘安装
 
这是比较简单方便的安装方法，Linux发行版可以在对应的官方网站下载，下载完成后刻录成光盘，然后将计算机设置成光驱引导。把光盘放入光驱，重新引导系统，系统引导完成即进入图形化安装界面。Red Hat Enterprise Linux安装界面如图2.1所示。
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 图2.1　Linux安装界面
 

 
2．从硬盘安装
 
Linux发行版对应的官方网站下载的光盘映像文件可以直接从硬盘进行安装。通过特定的ISO文件读取软件可以将光盘解压到指定的目录待用，重新引导即可进入Linux的安装界面。这时安装程序就会提示你选择是用光盘安装还是从硬盘安装，选择从硬盘安装后，系统会提示输入安装文件所在的目录。
 
3．在虚拟机上安装
 
在虚拟机上安装，其实也分为光盘安装或U盘安装，因为虚拟机也具备这些虚拟端口。与其他方式不同的是，必须先安装一个虚拟机。本章主要以虚拟机上的光盘安装为例介绍Linux的安装过程。
 
4．其他安装方式
 
Linux发行版可以通过U盘或网络进行安装，每种安装方法类似，区别在于安装过程中系统的引导方式。
 
Linux安装程序引导完毕后的效果如图2.1所示。
 
2.2　在虚拟机上安装Linux
 
采用虚拟机安装Linux是一个比较好的选择，虚拟机对于初学者来说很便利，如重装系统、硬盘分区，甚至可以进行病毒实验。如果不小心把虚拟机的系统折腾崩溃了，造成系统不能启动，只要物理机没有损坏，就可以虚拟出一台新的计算机重新进行实践，而不必担心计算机损坏。各个虚拟机可以安装不同版本的软件以便进行对比和实验。对于提供服务的公司而言，虚拟机可以充分利用软硬件资源，节省大量硬件采购成本，并方便组建自己的网络。常见的虚拟机软件有VMWare和VirtualBox。本节首先介绍虚拟机，然后学习如何在虚拟机上安装Linux。
 
2.2.1　虚拟机简介
 
虚拟机（Virtual Machine）通过特定的软件模拟现实中具有硬件系统功能的计算机系统，运行在一个完全隔离的环境中。真实的计算机称作“物理机”，而通过虚拟机软件虚拟出来的计算机称为“虚拟机”。虚拟机离不开虚拟机软件，常见的虚拟机软件有VMware系列和VirtualBox系列。
 
虚拟机软件可以在用户的操作系统（如Windows XP）上虚拟出来若干台计算机，每台计算机都有自己的CPU、硬盘、网卡等硬件设备，可以安装各种计算机软件。这些虚拟机共同使用计算机中的硬件，访问网络资源。每个虚拟机都可以安装独立的操作系统。
 
虚拟机可以安装Windows系列，也可以安装Linux的各个发行版，各个系统之间可以相互运行而互不干扰，如果单个系统崩溃并不会影响其他的系统。虚拟机可以方便地增删硬件，增加硬件不会增加用户的成本。虚拟机的使用方式和普通的计算机一样，真可谓一举多得。总之，虚拟机让普通用户可以拥有多台计算机，让一些有破坏性的实验可以很方便地进行，节省了大量成本。
 
 
 注意
 
 虚拟机并不能虚拟出无限的资源，虚拟出来的计算机的硬件设备受限于物理机的各个硬件。各个虚拟机由于共享同样的硬件资源，所以虚拟机运行得越多，物理机的CPU和内存消耗也会相应增加。
 

 
虚拟机可以运行在Windows上，也可以运行在Linux上，甚至Mac OS上也支持虚拟机的运行。
 
虚拟机软件可以分为桌面虚拟环境和企业虚拟环境两类，其中桌面虚拟环境主要是针对桌面个人用户，软件相对比较简单。直接将软件安装到系统中就可以使用，虚拟机则直接使用操作系统中的硬盘、网络等，无须额外添加其他设备。常见的桌面虚拟环境有VMware公司的Workstation、Sun Microsystem公司的Oracle VM VirtualBox等。企业虚拟环境软件功能比较复杂，通常是一个可以装在如U盘等小存储上的操作系统，操作系统中只能进行一些比较简单的设置，如设备IP地址等，而如果要创建虚拟机等则需要通过专门的软件远程进行。使用企业虚拟环境通常还需要为其添加存储、专业交换设备等，创建虚拟机时需要为虚拟机指定存储、VLAN等资源。一些生产环境甚至还需要安装多个虚拟操作系统以实现故障迁移等更为复杂的高级应用。常见的企业虚拟环境有VMware公司的ESX Server（通常简称为ESX）、Citrix（思杰）公司的XenServer等。
 
2.2.2　安装VMware虚拟机
 
学习Linux时使用的虚拟环境并不需要太复杂的功能，因此可以选择使用桌面虚拟环境。VMware公司是虚拟化领域的领导厂商，本节以VMware Workstation 12 Pro为例说明软件的安装过程。需要特别说明的是VMware Workstation 12 Pro（以下简称为VMware 12）为收费软件，也可选择免费开源的Oracle VM VirtualBOX。二者操作类似，感兴趣的读者可以自行参考相关文档了解，本书不做一一介绍。
 
步骤01　在安装前需要注意，VMware 12只能安装在64位系统中。双击下载的VMware 12安装程序，然后进入安装向导，如图2.2所示。
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 图2.2　VMware安装引导界面
 

 
步骤02　等待安装引导程序完成，进入安装向导。此处不需要选择，直接单击【下一步】按钮进入下一个界面，安装程序会提示用户最终许可协议。选择【我接受许可协议中的条款（A）】单击【下一步】按钮，这里要选择安装位置和键盘驱动，如图2.3所示。如果不需要自定义路径可保持默认，建议安装【增强型键盘驱动】，这将方便之后虚拟机的操作。选择完成后单击【下一步】继续。
 
步骤03　接下来安装程序会询问是否检查更新及改善Workstation产品选项，如图2.4所示，此处按需要选择即可。选择完成后单击【下一步】按钮进入下一个界面。
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 图2.3　VMware安装路径设置界面
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 图2.4　用户体验设置界面
 

 
步骤04　安装过程中会创建VMware的快捷方式（如图2.5所示），此处选择创建快捷方式的位置，单击【下一步】按钮继续安装。
 
步骤05　接下来安装程序会提示所有安装选项都已选择可以开始安装，此时如果修改之前的选项，可以单击【上一步】按钮返回修改，否则可以单击【安装】按钮开始安装。
 
步骤06　此时会显示如图2.6所示的界面，说明安装程序正在复制必要的文件、安装相应的驱动程序及完成系统设置。此步完成后，安装程序会提示用户输入购买的许可证密钥。输入许可证密钥后，软件安装完毕。
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 图2.5　创建快捷方式
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 图2.6　安装界面
 

 
安装完毕后桌面上会生成该软件的图标，如图2.7所示。双击该图标即可使用VMware软件。启动后的界面如图2.8所示。
 
在VMware 12的主页面中，列举出了用户常用的操作，如创建虚拟机、打开已存在的虚拟机、连接远程服务器（主要是ESX及其集中化扩展管理平台vCenter）等。
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 图2.7　VMware快捷方式
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 图2.8　VMware 12界面
 

 
2.2.3　创建虚拟机
 
VMware可以创建多个虚拟机，每个虚拟机上都可以安装各种类型的操作系统。下面来创建一个虚拟机，用来安装本书学习的Red Hat Enterprise Linux。
 
步骤01　打开VMware 12软件的主页，如图2.9所示，单击主页中的【创建新的虚拟机】选项，也可在文件菜单中选择【新建虚拟机】选项，开始创建虚拟机。
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 图2.9　VMware软件的主界面
 

 
步骤02　开始安装后，出现如图2.10所示的新建虚拟机向导，选中【典型】单选按钮进行快速创建。
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 图2.10　创建虚拟机的向导
 

 
步骤03　单击【下一步】按钮，打开如图2.11所示的对话框，选中最后一个单选按钮，表示稍后在此虚拟机上安装操作系统。
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 图2.11　是否需要安装操作系统
 

 
步骤04　单击【下一步】按钮，打开如图2.12所示的对话框，选择我们要在虚拟机上安装的操作系统类型，这里选择【Linux】，然后在版本列表框中选择【Red Hat Enterprise Linux 7 64位】。
 
步骤05　单击【Next】按钮，出现如图2.13所示的对话框。这里需要给虚拟机命名，如果有多个Linux操作系统的虚拟机，此处还要明确Linux版本号，这里我们改为【Red Hat Enterprise Linux 7.2 64位】。下面的位置选项中还要为虚拟机选择保存的路径，可以单击【浏览】按钮选择，此处按实际需要选择即可。
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 图2.12　要安装的操作系统类型
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 图2.13　为虚拟机命名
 

 
步骤06　单击【下一步】按钮，出现如图2.14所示的对话框，这里要给虚拟机分配硬盘空间，因为将来在Linux中安装的文件肯定会越来越多，所以建议是默认的20GB。在拆分选项中，通常建议选择【将虚拟磁盘拆分成多个文件】。如果有以后需要复制、移动或将此虚拟机的磁盘文件用作其他途径等情况，建议选择【将虚拟磁盘存储为单个文件】。
 
步骤07　单击【下一步】按钮，出现如图2.15所示的对话框，这里会显示虚拟机的名称、空间大小等属性。如果需要修改虚拟机的硬件，此时可以单击【自定义硬件】按钮，添加或移除相关硬件，此处可按实际需要进行修改。最后单击【完成】按钮，向导就会创建虚拟机。
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 图2.14　设置硬盘空间
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 图2.15　安装完成界面
 

 
当虚拟机创建成功后，在VMware 12的主界面左侧，会列出我们刚创建好的虚拟机，右侧会显示刚刚创建的虚拟机，如图2.16所示。
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 图2.16　虚拟机列表
 

 
2.2.4　安装Red Hat Enterprise Linux
 
Linux的安装方法有很多种，本书以光盘安装为例介绍Linux的安装过程及相关的参数设置，详细步骤如下。
 
步骤01　打开上一小节创建的虚拟机，单击【虚拟机】|【设置】菜单，如图2.17所示。
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 图2.17　VMware设置选择步骤
 

 
步骤02　打开的【虚拟机设置】界面如图2.18所示。此步主要是让VMware 12将安装光盘的映像文件当成光驱使用，单击【CD/DVD（SATA）】选项，窗口右边显示光驱的连接方式。此处选中【使用ISO映像文件】单选按钮，然后单击【浏览】按钮，在弹出的文件选择窗口中选择RHEL 7.2的ISO文件，通过此步的设置VMware 12就会将选择的ISO文件当成光驱。单击【确定】按钮设置完毕。
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 图2.18　VMware光驱设置界面
 

 
步骤03　通过以上步骤完成虚拟机的光驱设置，下一步启动虚拟机，如图2.19所示，单击菜单中的绿色箭头或虚拟机详细信息中的【开启此虚拟机】即可启动虚拟机。
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 图2.19　VMware启动界面
 

 
步骤04　启动后耐心等待安装程序引导完毕，即可进入Linux的安装界面。Linux的安装和Windows的安装类似，如图2.20所示。安装界面的第一个选项【Install Rad Hat Enterprise Linux 7.2】表示立即开启安装进程，第二个选项【Test this media & Install Rad Hat Enterprise Linux 7.2】表示先测试安装介质是否有错误，然后再开启安装进程。如果确认光盘没有问题可使用第一个选项，否则建议使用第二个选项。
 
 
 注意
 
 虚拟机与物理机之间的键盘鼠标切换使用Ctrl+Alt组合键。
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 图2.20　Linux安装引导界面
 

 
步骤05　此处选择第二项，使用键盘的上下方向键选中【Test this media & Install Rad Hat Enterprise Linux 7.2】，按Enter键，接下来等待安装程序的引导。引导完毕会提示是否开始安装进程，再次按下Enter键，安装进程会载入介质检查工具并检查安装光盘，如图2.21所示。
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 图2.21　检测介质
 

 
步骤06　待介质检查完毕或按Esc键中途取消检查介质，引导程序会加载安装程序，等待数秒会显示图形安装界面。图形安装程序会询问安装过程中使用的语言，如图2.22所示。此时可选择中文，在左侧选择【中文】，右侧选择【简体中文（中国）】，然后单击【继续】按钮继续安装。
 
步骤07　接下来安装程序会显示【安装信息摘要】界面，如图2.23所示。在【安装信息摘要】界面中，安装程序会要求用户确认安装的各个细节设置，设置完成后才能继续安装。细节设置分为本地化、安全策略（SECURITY）、软件和系统4个部分。
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 图2.22　选择安装语言
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 图2.23　【安装信息摘要】界面
 

 
步骤08　首先设置的是本地化部分，由于此前的安装语言已选择包含地域信息，因此安装程序会将日期时间、键盘和语言选择为系统推荐的选项。一般情况下本地化中保持默认即可，也可以单击相关设置进行修改。在语言支持中需要特别注意的是如果此计算机确定需要在中国大陆地区使用，就需要安装【简体中文（中国）】支持，即使之后系统将采用英文作为默认语言也应安装。否则会出现系统中的中文文件名、中文文本等都会变为乱码的现象，操作非常不方便。
 
步骤08　安全选项（SECURITY）用于定义系统默认的安全规则，默认情况下没有安全规则。学习Linux系统时，可以不必选择此项，保持默认即可。
 
步骤10　接下来是软件设置，主要用来定制服务器角色。安装源是用来选择安装介质位置的选项，该选项在使用硬盘、网络等安装方法时使用，使用光盘时无意义，保持默认即可。软件选择可以定义服务器角色及软件包，如图2.24所示。如果是生产环境就可以按实际情况选择，此处为了全面学习Linux，建议选择【带GUI的服务器】，选择完成后单击左上角的【完成】按钮即可返回。
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 图2.24　【软件选择】界面
 

 
返回【安装信息摘要】界面后，安装程序会计算所选服务器角色与需要安装软件之间的依赖关系，大约需要几秒钟时间，在此期间无法重新进入软件选择界面。
 
步骤11　接下来就需要进行系统设置，首先需要选择安装位置，如图2.25所示。安装位置选择是安装过程中重要的一步。如果是全新的计算机，硬盘上没有任何操作系统或数据，可以选择“自动配置分区”功能。安装程序会自动根据磁盘以及内存的大小分配磁盘空间和SWAP空间，并建立合适的分区。安装程序已自动选择自动配置分区功能，直接按左上角的【完成】按钮即可。如果自动分区不能满足需求，也可选择手动分区，选择“我要配置分区”后单击左上角的【完成】按钮进入手动分区，如图2.26所示。
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 图2.25　选择安装位置
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 图2.26　手动分区界面
 

 
 
 注意
 
 此步为自动将原先硬盘上的数据格式化成为Linux的分区文件系统，Linux分区和Windows分区不能共用，此步是一个危险操作，请再次确认计算机上没有任何其他操作系统或是没有任何需要保留的数据。
 

 
如果不知该如何手动分区，此时可选择“点这里自动创建他们”让安装程序提供一个方案，然后在此方案的基础上进行修改。如果仍希望手动尝试分区，需要注意以下知识：
 
 
 •　设备类型：默认已选择LVM，这是一种可在线式扩展的分区技术，建议使用。关于LVM的具体情况可参考相关资源了解。
 
 •　挂载点：指定该分区对应Linux文件系统的哪个目录，比如/usr/loca/或/data。Linux允许将不同的物理磁盘上的分区映射到不同的目录，这样可以实现将不同的服务程序放在不同的物理磁盘上，当其中一个物理磁盘损坏时不会影响到其他物理磁盘上的数据。
 
 •　文件系统类型：指定了该分区的文件系统类型，可选项有EXT2、EXT3、EXT4、XFS、SWAP等。RHEL 7.2默认使用的是XFS，关于XFS已在第一章中进行了介绍，此处不再赘述。Linux的数据分区创建完毕后，有必要创建一个SWAP分区，SWAP原理为用硬盘模拟的虚拟内存，当系统内存使用率比较高的时候，内核会自动使用SWAP分区来存取数据。
 
 •　期望容量：指分区的大小，以MB、GB为单位，Linux数据分区的大小可以根据用户的实际情况进行填写，而SWAP大小根据经验可以设为物理内存的两倍，如物理内存是1GB，SWAP分区大小可以设置为2GB。安装程序可以识别简写，如500M、4G等，如果期望容量为空，安装程序默认使用所有空闲空间。
 

 
分区方案并不是一成不变的，需要视具体情况有所侧重。一个最简单的分区方案应该包括3个分区：引导分区主要用来存放引导文件、内核等，挂载点为/boot，分区大小建议为500M，需要注意引导分区的设备类型只能是标准分区（即普通分区）；交换分区挂载点为swap，通常建议为物理内存的2倍，生产环境中物理内存小于4G建议2倍，4～16G建议等于物理内存，大于16G建议为物理内存的一半；根分区用于存放系统中的用户数据、配置文件等，建议剩余空间都分给根分区。在本例中一个简单的分区示例如图2.27所示。
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 图2.27　分区方案示例
 

 
完成分区之后，按左上角的【完成】按钮，安装程序会弹出【更改摘要】界面显示所有更改内容。确认没有问题按下【接受更改】按钮，完成安装位置选择操作。
 
步骤12　接下来需要配置KDUMP，KDUMP配置界面如图2.28所示。KDUMP开启后，将会使用一部分内存空间，当系统崩溃时KDUMP会捕获系统的关键信息，以便分析查找出系统崩溃的原因。此功能主要是系统相关的程序员使用，对普通用户而言意义不大，建议关闭。
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 图2.28　KDUMP设置
 

 
步骤13　接下来需要设置网络和主机名，【网络和主机名】设置界面如图2.29所示。
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 图2.29　网络和主机名设置
 

 
【网络和主机名】设置界面的左侧是网络接口卡列表，右边是网络接口卡详细信息，底部为主机名设置。安装程序默认不会启用网卡，此时需要拖动网卡详细信息右边的开关，将其拖动到开启位置。设置网卡需要单击右下角的【配置】按钮，弹出网卡设置界面，如图2.30所示。
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 图2.30　网卡设置界面
 

 
在网卡设置界面中，单击【IPv4设置】标签，然后在方法后面的下拉列表中选择【手动】，表示手动设置IP地址。设置IP地址需要在地址一栏单击【添加】按钮，然后输入IP地址、子网掩码和网关，在DNS服务器后面输入DNS服务器地址，如有多个DNS服务器使用逗号分隔，最后单击【保存】按钮即可完成网卡设置。需要注意的是图中的子网掩码使用的是长度的方式表示，也可以使用IP地址的形式表示，如255.255.255.0（一个255转换成二进制为8个1，故可用24来表示）等。IP地址等信息按实际情况填写即可。
 
设置主机名的方法是在网络和主机名设置界面的底部直接输入主机名。完成网络和主机名设置后单击左上角的【完成】按钮，即可返回【安装信息摘要】界面。
 
步骤14　设置完上述选项后，就可以单击【安装信息摘要】界面右下角的【开始安装】按钮开始安装，如图2.31所示。
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 图2.31　开始安装RHEL 7.2
 

 
开始安装后，安装程序会按之前的设置进行分区、创建文件系统等操作，但在此时还需要为root用户设置密码、创建用户才能完成最后的设置。root用户通常也称为根用户，是系统中默认的管理用户，在系统中拥有“至高无上”的权限，因此必须为其设置一个密码。单击【用户设置】下的【ROOT密码】，弹出【ROOT密码】设置界面，如图2.32所示。
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 图2.32　ROOT密码设置界面
 

 
在【ROOT密码】设置界面中输入root用户的密码，然后单击左上角的【完成】按钮。由于root用户在系统中的权限很高，因此建议创建一个普通用户，当需要进行必要的管理操作时再使用root用户来完成操作。接下来单击用户设置下的【创建用户】按钮，弹出【创建用户】界面，如图2.33所示。
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 图2.33　创建用户界面
 

 
在【创建用户】界面中输入用户的用户名和密码，单击左上角的【完成】按钮返回安装界面。到此，安装过程中的设置完成，接下来只需要等待操作系统安装完成即可，视配置不同安装过程可能需要5-15分钟不等。安装进程结束后将显示完成界面，如图2.34所示。
 
接下来单击【重启】按钮重新启动系统，安装过程就完成了。
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 图2.34　安装完成
 

 
系统第一次重新引导的过程可能比较慢，引导后需要接受协议、设置联网用户等，如果未安装图形界面则会在字符界面中提示。这里的操作比较简单，此处省略这些步骤。完成这些设置后，系统就会显示图形界面的登录界面，未安装图形界面则会显示字符界面的登录提示。
 
2.3　Linux的第一次启动
 
Linux系统的登录方式有多种，本节主要介绍Linux的常见登录方式，如本地登录和远程登录，远程登录设置起来比较麻烦，可使用一些远程登录软件，如putty。
 
2.3.1　本地登录
 
Linux系统引导完毕后，会进入登录界面，如图2.35所示。
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 图2.35　图形登录界面
 

 
单击列出的用户，然后输入用户的密码，按下Enter键即可登录。
 
由于系统已经进入图形界面，想在字符界面登录首先需要切换到字符界面或修改运行级别。如果想修改运行级别，可以在桌面上单击右键选择【在终端中打开】，然后输入命令“init 3”（如果使用的是非root用户命令会要求输入root用户密码）。Linux运行级别如表2.1所示。如果是在虚拟机上进行这个操作，无法改变回原来的启动级别，关掉虚拟机重新再打开即可，字符界面下重启命令为reboot，关机命令为poweroff。
 
 
 表2.1　Linux运行级别
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字符界面登录时，直接输入用户名按下Enter键，然后输入密码（输入密码时屏幕上无任何显示），再次按下Enter键即可登录。
 
2.3.2　远程登录
 
除在本机登录Linux之外，还可以利用Linux提供的sshd服务进行系统的远程登录。对于初学者而言，远程登录有一定的难度，本小节可以仅做了解。
 
 
 注意
 
 传统的网络服务程序，如ftp、POP和telnet，在本质上都是不安全的，因为它们在网络上用明文传送口令和数据。芬兰程序员Tatu Ylonen开发了一种网络协议和服务软件，称为SSH（Secure Shell的缩写）。Linux提供了这种SSH服务，名为sshd。
 

 
远程登录步骤如下。
 
步骤01　以Windows 7为例。在控制面板中单击【查看网络连接和任务】，此时将进入【网络和共享中心】，然后单击界面左侧的【更改适配器设置】，此时将弹出网络连接界面。
 
步骤02　在网络连接界面中右击【VMware Network Adapter VMnet 8】，在弹出的菜单中选择【属性】命令，在属性窗口中双击【Internet协议版本4（TCP/IPv4）】打开相关属性的设置对话框，如图2.36所示。
 

 [image: ] 
 图2.36　网络连接属性
 

 
图中IP地址“192.168.163.1”表示当前网卡的设置，Linux中的IP地址需要和此IP在同一网段。
 
步骤03　首先通过本地登录Linux，设置IP地址可通过示例2-1中的命令完成。“ifconfig eno16777736 192.168.163.102 ”表示利用系统命令ifconfig将系统中网络接口eno16777736的IP地址设置为192.168.163.102，子网掩码为192.168.163.255。
 
【示例2-1】
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步骤04　查看当前系统服务，确认sshd服务是否启动及启动的端口。
 
【示例2-2】
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步骤05　设置PuTTY的相关配置。
 
PuTTY一个免费的小工具，可以通过这个小工具进行Telnet、ssh、Rlogin、Serial等连接，其界面如图2.37所示。
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 图2.37　Linux远程登录设置
 

 
主要参数说明如下。
 
 
 •　主机名（Host Name）：上一步设置的IP地址，此处填写192.168.163.102。
 
 •　连接类型（Connection type）：此处选择SSH。
 
 •　端口（Port）：采用默认端口22。
 

 
步骤06　单击【Open】按钮，会提示是否接受主机密钥用于加密通信（如图2.38所示），单击【是】按钮接受并保存。在弹出的窗口中输入用户名和密码，输入过程与字符界面相同。输入密码后按下Enter键，如果用户名和密码正确就可以正常进入Linux，如图2.39所示。
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 图2.38　接受密钥
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 图2.39　使用PuTTY远程登录
 

 
2.4　小结
 
学习Linux之前，首先要学会Linux的安装，并掌握Linux登录的几种方式。安装Linux有多种方法，采用虚拟机安装Linux是比较好的选择。本章首先介绍虚拟机的相关知识，演示如何在虚拟机上安装Linux，然后介绍Linux的其他安装方式和登录方式。
 
2.5　习题
 
一、填空题
 
1．常见的虚拟机软件有____________和____________。
 
2．除在本机登录Linux之外，还可以利用Linux提供的_________服务进行系统的远程登录。
 
二、选择题
 
1．关于虚拟机的描述错误的是（　　）。
 
A．虚拟机上每台计算机都有自己的CPU、硬盘、网卡等硬件设备，可以安装各种计算机软件。
 
B．虚拟机可以安装Windows系列，也可以安装Linux的各个发行版。
 
C．虚拟机可以运行在Windows上，但不可以运行在Linux上。
 
D．虚拟机并不能虚拟出无限的资源，虚拟出来的计算机的硬件设备受限于物理机的各个硬件。
 
2．关于Linux安装方式的哪种描述是正确的（　　）。
 
A．Linux不可以从U盘安装。
 
B．Linux不能安装在虚拟机上。
 
C．Windows和Linux系统不能安装在一台机器上。
 
D．Linux支持光盘安装和U盘安装。
第3章　Red Hat Enterprise Linux的图形界面
 
 
 简单来说，图形界面类似于Windows系统的操作界面，这是为大部分不习惯使用Linux操作系统命令的人而准备的。也正因为有了图形界面，Linux向普通用户的普及又迈进了一步。
 

 
本章主要涉及的知识点有：
 
 
 •　认识X Window系统
 
 •　认识KDE、GNOME桌面
 
 •　熟悉桌面上的各种操作
 

 
3.1　Linux的桌面系统简介
 
Linux发行版提供了相应的桌面系统以方便用户使用，用户可以利用鼠标来操作系统，而且GUI也很友好。常见的Linux桌面环境有KDE和GNOME，本节主要简单介绍这两种桌面系统。
 
3.1.1　X Window系统
 
X Window System，一般被称为X窗口系统，它是一种以位图方式显示的软件窗口系统。虽然是窗口系统，但它并不像微软的Windows操作系统一样有完整的图形环境。
 
X Window系统最初是1984年麻省理工学院的研究成果，之后变成UNIX、类UNIX和OpenVMS等操作系统所一致适用的标准化软件工具包，以及显示架构的运作协议。
 
X Window系统本身通过软件工具及架构协议来创建操作系统所用的图形用户界面，刚开始主要用在Unix上，后来逐渐扩展到各形各色的操作系统上。现在几乎所有的操作系统都能支持X Window系统。
 
目前几款知名的Linux系统的桌面环境——GNOME和KDE，也都是以X窗口系统为基础建构成的。
 
X Window用来创建图形界面，而GNOME、KDE、CDE就是图形界面，它们并不在系统的同一层面上。GNOME、KDE、CDE是在X Window基础上开发出来的便于用户使用的图形环境，它们之间的关系如图3.1所示。
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 图3.1　X Window与桌面环境的关系
 

 
3.1.2　KDE桌面环境
 
KDE这一成熟的桌面套件为工作站提供了许多应用软件和完美的图形界面，不少Linux开发版本都选用KDE作为系统默认或推荐的图形桌面管理器。在命令行键入startx命令，就可以进入X Window环境。
 
进入KDE，首先看到的是它的桌面，桌面是工作的屏幕区域。桌面的右上角是一个快捷菜单，用户可以通过此菜单修改桌面设置、锁住屏幕等。底部左侧是一个类似Windows开始菜单的K菜单，通过它可以快速地访问系统资源。K菜单右侧是任务条，任务条显示正在运行的程序或打开的文档。如果用户不喜欢当前的桌面设置，可以通过KDE的控制中心进行更改。在控制面板中，除了K菜单和桌面列表外，用户还可以在面板上任意增添和删除程序图标。KDE桌面环境如图3.2所示。
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 图3.2　KDE桌面环境
 

 
3.1.3　GNOME桌面环境
 
与KDE桌面环境类似，GNOME（The GNU Network Object Model Environment）同样可以运行在多种Linux发行版之上。GNOME是完全公开的免费软件，在其官方网站可以免费获得对应的源代码。
 
KDE与GNOME项目拥有相同的目标，就是为Linux开发一套高价值的图形操作环境，两者都采用GPL公约发行，不同之处在于KDE基于双重授权的Qt，而GNOME采用遵循GPL的GTK库开发，后者拥有更广泛的支持。不同的基础决定两者不同的形态，KDE包含大量的应用软件、项目规模庞大，由于自带软件众多，KDE比GNOME更丰富多彩，操作习惯接近Windows，更适合初学者快速掌握操作技巧。KDE不足之处在于其运行速度相对较慢，且部分程序容易崩溃。GNOME项目由于专注于桌面环境本身，软件较少、运行速度快，并具有出色的稳定性，GNOME受到了大多数公司的青睐，成为多个企业发行版的默认桌面。GNOME桌面环境如图3.3所示。
 
 
 注意
 
 Linux入门读者常选的Ubuntu系统，默认安装的是GNOME桌面。本书所讲解的RHEL默认的也是GNOME桌面。
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 图3.3　GNOME桌面环境
 

 
3.2　桌面系统的操作
 
桌面系统的操作比较简单，本节只进行简单说明，实际上最重要的还是要熟悉使用各种命令来实现系统管理和运维。
 
3.2.1　菜单管理
 
GNOME桌面环境中默认有2个菜单：应用程序菜单、位置菜单。
 
 
 •　应用程序菜单：包括RHEL中常用的一些程序，如Internet中默认安装的是Firefox浏览器，系统工具中有系统日志、系统监视器及设置等，还有附件中常用的文件浏览器、计算器，等等，如图3.4所示。
 
 •　位置菜单：这里可以访问系统的主文件夹、网络服务器，如图3.5所示。
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 图3.4　应用程序菜单
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 图3.5　位置菜单
 

 
3.2.2　设置输入法
 
输入法在桌面右上角，图标为[image: ]，如果要切换成中文输入法，必须有输入环境，如依次单击【应用程序】|【附件】|【gedit】，打开gedit编辑器。再打开中文拼音输入法后，原来的图标[image: ]变成了图标[image: ]，如图3.6所示。
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 图3.6　打开中文输入法
 

 
这里只是实现了输入法的选择，如果要配置输入法，可以依次单击【应用程序】|【系统工具】|【设置】，打开全部设置页面，然后在个人设置下打开【区域和语言】来进行配置，如图3.7所示。
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 图3.7　设置输入法
 

 
在区域和语言界面的输入源下单击加号（+），在弹出的窗口中选择合适的语系及输入法即可。
 
3.2.3　设置日期和时间
 
GNOME桌面默认在屏幕的右上角显示日期和时间，这和Windows不同，使用Windows的人可能会不习惯。
 
如果要修改日期和时间，单击【应用程序】|【系统工具】|【设置】菜单，打开全部设置窗口，然后在系统下选择【日期和时间】，如图3.8所示。因为是修改系统配置，所以要求具备root权限，在窗口右上角单击【解锁】，此时会弹出授权界面，如图3.9所示。输入root密码，再单击【认证】按钮。
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 图3.8　修改日期和时间
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 图3.9　输入root密码
 

 
完成授权后，就可以修改日期时间了。需要注意的是系统可能会默认开启自动日期时间功能，该功能会尝试通过网络修正系统时间。如果需要手动设置日期和时间，应该先关闭自动日期时间功能。
 
3.2.4　配置网卡和有线
 
默认情况下，RHEL 7不会自动连接到网络（连接到网络时屏幕右上方显示[image: ]），此时就需要配置网卡和有线。
 
步骤01　单击【应用程序】|【系统工具】|【设置】菜单，打开全部设置界面。然后在硬件中选择【网络】，弹出【网络】设置界面，如图3.10所示。
 
步骤02　从图3.10中可以看到目前有些网络连接已经启用，如果需要在此基础上添加配置，可单击【添加配置】按钮。通常只需要修改当前设置即可，修改当前配置单击右下角的[image: ]按钮，打开网络连接的编辑对话框，如图3.11所示。
 
步骤03　在IPv4标签中设置地址获取方式为【手动】，填写IP地址、子网掩码、网关及DNS地址，最后单击【应用】，就设置好了连接。设置好之后返回【网络】设置界面，将网络接口关闭再开启之后就可以应用配置了。
 
此时屏幕右上方显示[image: ]，可以打开Firefox浏览器测试网络效果，如图3.12所示。
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 图3.10　【网络】设置界面
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 图3.11　编辑网络连接
 

 
 
 注意
 
 Linux包含了常用的网卡驱动，但并不是所有的网卡驱动，如果你的网卡驱动Linux并不支持，可以先下载Linux支持的驱动，然后按照驱动说明书安装Linux驱动。
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 图3.12　用Firefox测试网络
 

 
3.2.5　使用U盘、光盘和移动硬盘
 
在Linux中，U盘、光盘和移动硬盘等可移动的存储介质都会以文件系统的方式挂载到本地目录上进行访问。下面以U盘的识别为例来介绍如何访问这些移动存储介质。
 
将U盘插入电脑，Linux系统会自动识别U盘并挂载，完成后会在桌面上显示相应的图标，还会以弹窗的形式提示用户，识别U盘后的效果如图3.13所示。
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 图3.13　系统识别的U盘
 

 
 
 注意
 
 如果是在虚拟机上安装的Linux，则在插入U盘前，一定要确认是在虚拟机激活的状态下（虚拟机右下角硬盘标志可进行切换）而不是在物理机上，否则U盘被物理机识别，而不是被虚拟机识别。
 

 
如果是命令行状态，U盘插入时系统会提示用户，但不会自动挂载，要挂载U盘，就要用到mount命令，这里还没涉及命令，所以只讲解最简单的识别方式。
 
光盘、移动硬盘的识别和U盘相似，读者可以自行测试。
 
3.2.6　注销和关机
 
要切换用户或注销当前用户，单击桌面右上角的[image: ]按钮，然后在弹出的菜单中单击当前登录的用户，最后单击【注销】，会弹出如图3.14所示的提示框，直接单击【注销】按钮会注销当前用户。注销用户后，默认的登录界面并没有root用户，如图3.15所示。
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 图3.14　注销用户提示
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 图3.15　登录界面
 

 
此时单击【未列出？】选项，弹出如图3.16所示的登录界面，输入root，然后会要求输入root密码，这个时候就可以以root管理员身份登录了。
 
如果要关机，直接单击桌面右上角的[image: ]按钮，然后在弹出的菜单中单击右下角的关机按钮，打开如图3.17所示的对话框，单击【关机】或【重启】按钮就可以直接关机或重启系统了。
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 图3.16　登录界面
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 图3.17　关机提示
 

 
3.3　小结
 
本章介绍了Linux下图形界面的简单应用，这些操作和Windows系统相似，以前使用过Windows的用户肯定都会觉得特别简单。下一章将开始学习Shell命令，这是读者最需要掌握的内容。
 
3.4　习题
 
一、填空题
 
1．目前两款比较知名的Linux桌面环境是____________和____________。
 
2．GNOME桌面环境中默认有2个菜单：____________和____________。
 
二、选择题
 
关于桌面环境描述不正确的是（　　）。
 
A．X Window是目前最常用的桌面环境。
 
B．GNOME和KDE的图形环境底层都是一样的。
 
C．RHEL默认的桌面环境是GNOME。
 
D．主流Linux都有桌面版。
第4章　Red Hat Enterprise Linux的命令行界面
 
 
 Linux操作和Windows操作有很大的不同。要熟练地使用Linux系统，首先要了解Linux系统的目录结构，并掌握常用的命令，以便进行文件操作、信息查看和系统参数配置等。Shell是用户与操作系统进行交互的解释器，如果没有Shell，用户将无法与系统进行交互，也就无法使用系统中的相关软件资源。充分了解并利用Shell的特性可以完成简单到复杂的任务调度。管道与重定向是Linux系统进程间的通信方式，在系统管理中起着举足轻重的作用。
 

 
本章主要涉及的知识点有：
 
 
 •　认识并学会使用Shell
 
 •　Linux系统的目录结构
 
 •　文件管理和目录管理的命令
 
 •　系统管理的相关命令
 
 •　任务管理
 
 •　常用的关机命令
 
 •　文本编辑器vi的使用
 

 
本章最后的示例演示如何备份重要目录和文件，读者通过示例可以掌握命令的综合运用。
 
4.1　认识Linux命令行模式
 
在Linux中我们很少使用图形模式，一般都使用命令行模式来进行各种操作，因为命令行模式执行速度快，而且稳定性高。而Linux中的命令解释器就是Shell，这也是在使用命令前必须要了解Shell的原因。本节首先让读者认识Shell，然后学习如何进入命令行模式。
 
4.1.1　为什么要先学习Shell
 
Linux系统主要由4大部分组成，如图4.1所示，本节要介绍的就是Shell。
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 图4.1　Linux系统结构
 

 
用户成功登录Linux后，首先接触到的便是Shell。简单来说，Shell主要有两大功能：
 
 
 •　提供用户与操作系统进行交互操作的接口，方便用户使用系统中的软硬件资源。
 
 •　提供脚本语言编程环境，方便用户完成简单到复杂的任务调度。
 

 
Linux启动时，最先进入内存的是内核，并常驻内存，然后进行系统引导，引导过程中启动所有进程的父进程在后台运行，直到相关的系统资源初始化完毕后，等待用户登录。用户登录时，通过登录进程验证用户的合法性。用户验证通过后根据用户的设置启动相关的Shell，以便接收用户输入的命令并返回执行结果。图4.2显示了用户执行一个命令的过程。
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 图4.2　用户命令执行过程
 

 
Linux的Shell有很多种，Bourne Again Shell（即bash）是使用最广泛的一种，各个发行版一般将其设置为系统中的默认Shell。许多Linux系统将Shell作为重要的系统管理工具，比如系统的开机、关机及软件的管理。其他的Shell有C Shell、Korn Shell、Bourne Shell等，其中C Shell主要是因为其语法和C语言相类似而得名，而Bourne Again Shell是Bourne Shell的扩展。
 
Linux提供的图形界面接口可以完成绝大多数的工作，而系统管理员一般习惯于使用终端命令行进行系统的参数设置和任务管理。使用终端命令行可以方便快速地完成各种任务。
 
使用终端命令行需要掌握一些必要的命令，这些命令的组合不仅可以完成简单的操作，通过Linux提供的Shell还可以完成一些复杂的任务。用户在终端命令行输入一串字符，Shell负责理解并执行这些字符串，然后把结果显示在终端上。
 
 
 注意
 
 大多数Shell都有命令补齐的功能。
 

 
在UNIX发展历史上，用户都是通过Shell来工作的。大部分命令都经过了几十年的发展和改良，功能强大，性能稳定。Linux继承自UNIX，自然也是如此。此外，Linux的图形化界面并不好，并不是所有的命令都有对应的图形按钮。在图形化界面崩溃的情况下，就更要靠Shell输入命令来恢复计算机了。
 
命令本身是一个函数（function），是一个小的功能模块。如果想要让计算机完成很复杂的事情，就必须通过Shell编程来实现。可以把命令作为函数嵌入到Shell程序中，从而让不同的命令能够协同工作。
 
4.1.2　如何进入命令行
 
如果安装的是RHEL的桌面版，有两种方式可以进入命令行界面：菜单方式和快捷键方式。
 
（1）菜单方式。单击【应用程序】|【工具】|【终端】就可以打开命令行，如图4.3所示。
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 图4.3　桌面版的命令行
 

 
命令行以“[当前用户名@计算机名～]$”为前缀（称为主提示符），如果是root用户，则提示符最后以“#”结束，如果是普通用户，则以“$”结束。图中的localhost是笔者的计算机名，第一个用户是user，第二个用户是root。
 
（2）快捷键方式。在RHEL 7中提供了7个终端供用户使用，其中终端1为图形终端（即图形界面），终端2～7为字符界面，可以使用快捷键在这些终端中进行切换，以实现进入命令行的目的。
 
大多数Linux版本都使用Ctrl+Alt+F1的形式切换到命令行，再使用Alt+F7切换回图形界面。如果在VMWare虚拟机上，再多一个Shift键，即使用Ctrl+Shift+Alt+F1的形式。在RHEL桌面版中，笔者测试这几个按键都无效，这里要使用Ctrl+Windows+Alt+F3切换到终端3，再使用Ctrl+Windows+Alt+F1切换回图形界面（终端1）。
 
 
 注意
 
 因为虚拟机默认与主机之间的切换快捷键是Ctrl+Alt键，所以在使用有这两个键的快捷操作时，尽量不要先按这两个键，否则就会跳出虚拟机模式。
 

 
4.2　bash Shell的使用
 
Linux系统登录后的默认Shell一般为bash，如无特别说明本章涉及的Shell均默认为bash。 bash主要提供以下功能：
 
 
 •　别名
 
 •　命令历史
 
 •　命令补齐
 
 •　命令行编辑
 
 •　通配符
 

 
接下来将分别介绍Shell提供的每个功能。
 
4.2.1　别名的使用
 
bash Shell可以为命令起别名，例如标准的ls命令对文件和目录的显示是没有颜色的，使用过DOS系统的人更熟悉的是dir命令。什么情况下ls命令列出的文件和目录可以通过颜色来区分呢？答案是系统为ls命令设置别名时。
 
要查看当前系统中的命令别名，可以使用alias命令，如示例4-1所示。
 
【示例4-1】
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设置命令别名使用alias命令，撤销命令别名使用unalias命令，使用方法如示例4-2所示。
 
【示例4-2】
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设置完命令别名后，指定dir命令时相当于执行了“ls-l”命令。
 
4.2.2　历史命令的使用
 
为方便使用者，系统提供的bash支持历史命令功能，历史命令可以通过上下光标键来选择。另外，系统提供history命令来查看执行过的命令。
 
常用的history命令使用方式如示例4-3所示。
 
【示例4-3】
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从上面的示例可以看出，通过bash提供的历史命令功能可以很方便地执行之前执行过的命令。“！！”表示执行最后一次执行的命令。
 
除以上功能外，Shell还可以执行指定序号的历史命令。如果执行过的历史命令参数较多，首先通过grep命令来查找需要的历史命令，然后再执行其历史命令序号，如示例4-4所示。首先找出含有start关键字的命令，共输出两个命令，其中的数值815、816表示命令的序号，如果想执行某条命令，可以使用“!num”的方式。
 
【示例4-4】
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 [image: ] 

 
以上示例首先找到符合条件的命令，然后使用命令序号执行历史命令，执行效果与直接执行该命令时的效果相同。
 
4.2.3　命令补齐
 
bash有命令补齐的功能，当执行一个命令时，如果记不住命令的全部字母，只需要输入命令的前几个字母，然后按Tab键，系统会自动列出以所输入字符串开头的所有命令。当然这有一个前提，就是系统必须能通过输入的这几个字母确定唯一的命令，如果只输入一个“l”，而“l”开头的命令太多了，系统会无法确定。文件名和目录名也会自动补齐，而且必须是唯一的才可以。例如：在启动或停止Web服务时输入“./ap”，然后按Tab键，可以自动补全相关的命令，如示例4-5所示。
 
【示例4-5】
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 技巧
 
 如果只知道命令的前几个字母，想不起命令的全称，也可以输入前几个字母后按两次Tab键，Shell会给出所有以这几个字母开头的命令。
 

 
4.2.4　命令行编辑
 
为了提高用户的操作效率，bash提供了快捷的命令行编辑功能，使用表4.1列出的快捷方式可以对命令行的命令进行快速编辑，用户可作为参考，以下快捷键适用于当前登录的Shell环境。
 
 
 表4.1　命令行编辑常用参数说明
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（续表）
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4.2.5　通配符
 
bash中常用的通配符有4个，如表4.2所示。使用通配符可以方便地完成一些需要匹配的需求，如忘记一个命令时可以使用通配符查找。
 
 
 表4.2　Shell通配符
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使用方法如示例4-6所示。
 
【示例4-6】
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4.3　管道与重定向
 
管道与重定向是Linux系统进程间的一种通信方式，在系统管理中有着举足轻重的作用。绝大部分Linux进程运行时需要使用3个文件描述符，即标准输入、标准输出和标准错误输出，对应的文件描述符是0、1和2。一般来说，这3个描述符与该进程启动的终端相关联，其中输入一般为键盘。重定向和管道的目的是重定向这些描述符。管道一般为输入和输出重定向的结合，一个进程向管道的一端发送数据，而另一个进程从该管道的另一端读取数据。管道符是“|”。
 
4.3.1　标准输入与输出
 
执行一个Shell命令行时通常会自动打开3个标准文件，如图4.4所示。
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 图4.4　Shell执行时对应的3个标准文件
 

 
标准输入文件stdin，通常对应终端的键盘，标准输出文件stdout和标准错误输出文件stderr，这两个文件都对应终端的屏幕。进程将从标准输入文件中得到输入数据，将正常输出数据输出到标准输出文件，而错误信息将打印到标准错误文件。
 
现以cat命令为例来介绍标准输入与输出。cat命令的功能是从命令行给出的文件中读取数据，并将这些数据直接送到标准输出文件，一般对应终端屏幕，如示例4-7所示。
 
【示例4-7】
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该命令会把文件ifcfg-eno16777736的内容显示到标准输出即屏幕上。如果cat命令行中没有参数，一般会从标准输入文件对应的键盘读取数据，并将其送到标准输出文件中，如示例4-8所示。
 
【示例4-8】
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用户输入的每一行信息都会立刻被cat命令输出到屏幕上。用户对输入的数据无法做进一步处理。为解决这个问题，Linux操作系统为输入、输出的传送引入了另外两种机制：输入/输出重定向和管道。
 
4.3.2　输入重定向
 
输入重定向是指把命令或可执行程序的标准输入重定向到指定的文件中，也就是输入可以不来自键盘，而来自一个指定的文件。输入重定向主要用于改变一个命令的输入源。
 
例如示例4-8中的cat命令，当键入该命令后并没有任何反应，从键盘输入的所有文本都出现在屏幕上，直至按下Ctrl+d组合键，命令才会终止，可采用两种方法：一种是为该命令给出一个文件名，另一种是使用输入重定向。
 
输入重定向的一般形式为“命令<文件名”，输入重定向符号为“<”。示例4-9演示了此种情况，此示例中的文件已不是参数，而是标准输入。
 
【示例4-9】
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还有一种输入重定向，如示例4-10所示。
 
【示例4-10】
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标识符“EEE”是输入开始和结束的分隔符，此名称不是固定的，也可以使用其他字符串，主要是起一个分隔的作用。文档的重定向操作符为“<<”。将一对分隔符之间的正文重定向输入命令。例如示例4-10中将“EEE”之间的内容作为正文，然后作为输入传给cat命令。
 
 
 注意
 
 由于大多数命令都以参数的形式在命令行中指定输入文件的文件名，所以输入重定向并不经常使用。使用某些不能利用文件名作为输入参数的命令，需要的输入内容又保存在一个文件里时，可以用输入重定向来解决问题。
 

 
4.3.3　输出重定向
 
输出重定向是指把命令或可执行程序的标准输出或标准错误输出重新定向到指定文件中。命令的输出不显示在屏幕上，而是写入到指定的文件中，方便以后的问题定位或用于其他用途。输出重定向比输入重定向更常用，很多情况下都可以使用这种功能。例如，如果某个命令的输出很多，在屏幕上不能完全显示，那么将输出重定向到一个文件中，然后用文本编辑器打开这个文件就可以查看输出信息，如果想保存一个命令的输出，也可以使用这种方法。还有，输出重定向可用于把一个命令的输出当作另一个命令的输入。还有一种更简单的方法，就是使用管道，管道将在后面介绍。
 
输出重定向的一般格式为“命令>文件名”，即输出重定向符号为“>”，使用方法如示例4-11所示。
 
【示例4-11】
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用“ls-l”命令显示当前的目录和文件，并把结果输出到当前目录下的dir.txt文件内，而不是显示在屏幕上。查看dir.txt文件的内容可以使用cat命令，注意是否与直接使用“ls-l”命令时显示的结果相同。
 
 
 注意
 
 如果“>”符号后面的文件已存在，那么这个文件将被覆盖。
 

 
为避免输出重定向命令中指定的文件内容被覆盖，Shell提供了输出重定向的追加方法。输出追加重定向与输出重定向的功能类似，区别仅在于输出追加重定向的功能是把命令或可执行程序的输出结果追加到指定文件的最后，这时文件的原有内容不被覆盖。追加重定向操作符为“>>”，格式为“命令>>文件名”，使用方法如示例4-12所示。
 
【示例4-12】
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上述命令的输出会追加在文件的末位，原来的内容不会被覆盖。
 
4.3.4　错误输出重定向
 
和程序的标准输出重定向一样，程序的错误输出也可以重新定向。使用符号“2>”或追加符号“2>>”标识可以对错误输出重定向。若要将程序的错误信息打印到文件中以备问题定位，可以使用示例4-13中的方法。
 
【示例4-13】
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由于/xxxx目录不存在，所以没有标准输出，只有错误输出。上述示例首先演示了错误输出的内容，当标准输出被重定向后，标准错误输出并没有被重定向，所以错误输出被打印到屏幕上。使用“2>stderr”将错误输出定位到指定的文件中，另外一种方法是将标准错误输出重定向到标准输出，执行后在屏幕上看不到任何内容，用cat命令查看文件的内容，可以看到上面命令的错误提示。还可以使用另一个输出重定向操作符“&>”，其功能是将标准输出和错误输出送到同一文件中。表4.3列出了常用的输入输出重定向方法。
 
 
 表4.3　常用的重定向方法含义
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4.3.5　管道
 
将一个程序或命令的输出作为另一个程序或命令的输入有两种方法：一种是通过一个临时文件将两个命令或程序结合在一起，另一种是使用管道。
 
管道可以把一系列命令连接起来，将前面命令的输出作为后面命令的输入，第1个命令输出利用管道传给第2个命令，第2个命令的输出又会作为第3个命令的输入，以此类推。如果命令行中未使用输出重定向，显示在屏幕上的是管道行中最后一个命令的输出或其他命令执行异常时导致的错误输出。可使用管道符“|”来建立一个管道行，用法如示例4-14所示。
 
【示例4-14】
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上述示例cat命令输出的内容以管道的形式发送给grep命令，然后通过字符串匹配查找文件内容。第二个命令则是输出匹配字符串行的第二个域（以空格或Tab制表符作为分隔符）。
 
4.4　Linux的目录结构
 
在学习一些常用的命令前，先来了解一下Linux的目录结构。
 
Linux与Windows最大的不同之处在于Linux目录结构的设计，本节首先介绍Linux典型的目录结构，然后介绍一些重要的文件子目录及其功能。
 
登录Windows以后，打开C盘，会发现一些常见的文件夹，而登录Linux以后，执行ls –l /会发现在“/”下包含很多目录，比如etc、usr、var、bin等目录，进入其中一个目录后，看到的还是很多文件和目录。Linux的目录类似于树形结构，如图4.5所示。
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 图4.5　Linux目录结构
 

 
要认识Linux的目录结构首先必须认识Linx目录结构最顶端的“/”，任何目录、文件和设备等都在“/”之下。Linux的文件路径与Windows不同，Linux的文件路径类似于“/data/myfile.txt”，没有Windows中“盘符”的概念。初学者开始对Linux的目录结构可能不是很习惯，可以把“/”当作Windows中的盘符（如C盘）。
 
另一个问题是分区在何处。在Linux系统中，分区没有盘符，但仍存在分区，这些分区是“挂”在目录中的（称为挂载）。例如，目录/boot通常就有一个分区挂在下面，如此就可以使用不同的分区扩展Linux系统中重要的目录，这些重要的目录通常用于存放重要的数据，如数据库文件、FTP文件等。
 
在Linux系统的根目录下有许多目录（可以用命令“ls /”来查看），这些目录都有具体的用途，表4.4对Linux中主要的目录进行了说明。
 
 
 表4.4　Linux常见目录说明
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（续表）
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 注意
 
 各个发行版由不同的公司开发，所以各个发行版之间的目录可能会有所不同。Linux各发行版本之间目录的差距比较小，主要是提供的图形界面及操作习惯等有所不同。
 

 
4.5　常用运维命令
 
所有熟悉Linux的人都知道，最有效率的方式就是使用命令来操作和管理系统。本节就介绍一些常用的运维命令。
 
4.5.1　过滤文本grep
 
grep是一种强大的文本搜索工具命令，用于查找文件中符合指定格式的字符串，支持正则表达式。若不指定任何文件名称，或是所给予的文件名为“-”，则grep命令从标准输入设备读取数据。grep家族包括grep、egrep和fgrep。egrep和fgrep命令只跟grep有很小不同。egrep是grep的扩展，fgrep就是fixed grep或fast grep，该命令使用任何正则表达式中的元字符表示其自身的字面意义，不再特殊。其中egrep就等同于“grep-E”，fgrep等同于“grep-F“。Linux中的grep功能强大，支持很多丰富的参数，使用它可以方便地进行文本处理工作。grep常用参数说明如表4.5所示。
 
 
 表4.5　grep命令常用参数说明
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（续表）
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grep单独使用时至少有两个参数，若少于两个参数，grep会一直等待，直到该程序被中断。如果遇到这样的情况，可以按Ctrl+C键终止。默认情况下只搜索当前目录，如果递归查找子目录，可使用r选项。详细使用方法如示例4-15所示。
 
【示例4-15】
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grep支持丰富的正则表达式，常见的正则元字符含义如表4.6所示。
 
 
 表4.6　grep正则参数说明
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（续表）
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4.5.2　文本操作awk和sed
 
awk和sed为Linux系统中强大的文本处理工具，其使用方法比较简单，而且处理效率非常高，本节主要介绍awk和sed命令的使用方法。
 
1．awk命令
 
awk命令用于Linux下的文本处理。数据可以来自文件或标准输入，支持正则表达式等功能，它是Linux下强大的文本处理工具。示例4-16是一个简单的awk使用方法。
 
【示例4-16】
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 注意
 
 当指定awk时，首先从给定的文件中读取内容，然后针对文件中的每一行执行print命令，并发送至标准输出，如屏幕。在awk中，“{}”用于将代码分块。由于awk默认的分隔符为空格等空白字符，因此上述示例的功能为将文件中的每行打印出来。
 

 
2．sed命令
 
在修改文件时，如果不断地重复某些编辑动作，那么可用sed命令完成。sed命令为Linux系统上将编辑工作自动化的编辑器，使用者无须直接编辑数据。它是一种非交互式上下文编辑器，一般的Linux系统本身即安装有sed工具。使用sed可以完成数据行的删除、更改、添加、插入、合并及交换等操作。同awk类似，sed命令可以通过命令行、管道或文件输入。
 
sed命令可以打印指定的行至标准输出或重定向至文件。打印指定的行可以使用p命令，可以打印指定的某一行或某个范围的行，如示例4-17所示。
 
【示例4-17】
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 注意
 
 “2p”表示只打印第2行，而“2,3p”表示打印一个范围。
 

 
以上只介绍了awk和sed命令的基本用法，awk和sed为Linux下强大的文本处理工具，如需了解更多功能，可以参考相关帮助文档。
 
4.5.3　打包或解包文件tar
 
tar命令用于将文件打包或解包，扩展名一般为.tar，指定特定参数可以调用gzip或bzip2制作压缩包或解开压缩包，扩展名为.tar.gz或.tar.bz2。tar命令常用参数说明如表4.7所示。
 
 
 表4.7　tar命令常用参数说明
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tar命令相关的包一般使用.tar作为文件名标识。如果加z参数，则以.tar.gz或.tgz来代表gzip压缩过的tar。tar的应用如示例4-18所示。
 
【示例4-18】
 
 
 [image: ] 

 
4.5.4　压缩或解压缩文件和目录zip/unzip
 
zip是Linux系统下广泛使用的压缩程序，文件压缩后扩展名为.zip。zip常见的参数如表4.8所示。
 
 
 表4.8　zip命令常用参数说明
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zip命令的基本用法是：zip [参数] [打包后的文件名] [打包的目录路径]。路径可以是相对路径，也可以是绝对路径。其使用方法如示例4-19所示。
 
【示例4-19】
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zip命令用来将文件压缩为常用的zip格式。unzip命令则用来解压缩zip文件，如示例4-20所示。
 
【示例4-20】
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4.5.5　查看系统负载uptime
 
Linux系统中的uptime命令主要用于获取主机运行时间和查询Linux系统负载等信息。uptime命令可以显示系统已经运行了多长时间，信息显示依次为：现在时间、系统已经运行了多长时间、目前有多少登录用户、系统在过去的1分钟/5分钟/15分钟内的平均负载。uptime命令用法十分简单，直接输入uptime即可。
 
【示例4-21】
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06:30:09表示系统当前时间，up 8:15表示主机已运行时间，时间越大，说明机器越稳定。3 users表示用户连接数，是总连接数而不是用户数。load average表示系统平均负载，统计最近1分钟、5分钟、15分钟内的系统平均负载。系统平均负载是指在特定时间间隔内运行在队列中的平均进程数。对于单核CPU，负载小于3表示当前系统性能良好，3～10表示需要关注，系统负载可能过大，需要做对应的优化，大于10表示系统性能有严重问题。另外，15分钟系统负载需重点参考并作为当前系统运行情况的负载依据。
 
4.5.6　显示系统内存状态free
 
free命令会显示内存的使用情况，包括实体内存、虚拟的交换文件内存、共享内存区段，以及系统核心使用的缓冲区等。常用参数说明如表4.9所示。
 
 
 表4.9　free命令常用参数说明
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free使用方法如示例4-22所示。
 
【示例4-22】
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-/+ buffers/cached：表示物理内存的缓存统计。Swap表示硬盘上交换分区的使用情况，如剩余空间较小，需要留意当前系统内存使用情况及负载。
 
第1行数据16040表示物理内存总量，13128表示总计分配给缓存（包含buffers与cache）使用的数量，但其中可能部分缓存并未实际使用，2911表示未被分配的内存。shared为0，表示共享内存，329表示系统分配但未被使用的buffers数量，6265表示系统分配但未被使用的cache数量。
 
以上示例显示系统总内存为16040MB，如需计算应用程序占用内存，可以使用以下公式计算total-free-buffers-cached=16040-2911-329-6265=6535，内存使用百分比为6535/16040= 40%，表示系统内存资源能满足应用程序需求。若应用程序占用内存量超过80%，则应该及时进行应用程序算法优化。
 
4.5.7　单次任务at
 
at可以设置在指定的时间执行一个指定任务，只能执行一次，使用前确认系统开启了atd服务。如果任务指定的时间已经过去，系统会放在第2天执行。at命令的使用方法如示例4-23所示。
 
【示例4-23】
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不过，并不是所有用户都可以执行at计划任务。利用/etc/at.allow与/etc/at.deny这两个文件来进行at的使用限制。系统首先查找/etc/at.allow这个文件，写在这个文件中的使用者才能使用at，没有在这个文件中的使用者则不能使用at。如果/etc/at.allow不存在，就寻找/etc/at.deny这个文件。若使用者写在at.deny中则不能使用at，而没有在at.deny文件中的使用者可以使用at命令。
 
4.5.8　周期任务crond
 
crond在Linux系统中用来周期性地执行某种任务或等待处理某些事件，如进程监控、日志处理等，和Windows下的计划任务类似。安装操作系统时默认会安装此服务工具，并且会自动启动crond进程。crond进程每分钟会定期检查是否有要执行的任务，如果有要执行的任务，就自动执行该任务。crond的最小调度单位为分钟。
 
Linux下的任务调度分为两类：系统任务调度和用户任务调度。
 
（1）系统任务调度：系统周期性所要执行的工作，比如写缓存数据到硬盘、日志清理等。在/etc目录下有一个crontab文件，这个文件就是系统任务调度的配置文件。
 
/etc/crontab文件包括下面几行，如示例4-24所示。
 
【示例4-24】
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前3行是用来配置crond任务运行的环境变量，第1行的SHELL变量指定了系统要使用哪个Shell，这里是bash；第2行的PATH变量指定了系统执行命令的路径；第3行的MAILTO变量指定了crond的任务执行信息将通过电子邮件发送给root用户，若MAILTO变量的值为空，则表示不发送任务执行信息给用户。后面几行表示的含义将在下个小节详细讲述。
 
（2）用户任务调度：用户定期要执行的工作，比如用户数据备份、定时邮件提醒等。用户可以使用crontab工具来定制自己的计划任务。所有用户定义的crontab文件都被保存在/var/spool/cron目录中。其文件名与用户名一致。
 
在用户所建立的crontab文件中，每一行都代表一项任务，每行的每个字段代表一项设置，它的格式共分为6个字段，前5个字段是时间设定段，第6个字段是要执行的命令段，格式为minute hour day month week command（/etc/crontab文件的第7-14行），具体说明参考表4.10。
 
 
 表4.10　crontab任务设置对应参数说明
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其中，crond是Linux用来定期执行程序的命令。当操作系统安装完成之后，默认便会启动此任务调度命令。crond命令每分钟会定期检查是否有要执行的工作，crontab命令常用参数如表4.11所示。
 
 
 表4.11　crontab命令常用参数说明
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crontab的一些使用方法如示例4-25所示。
 
【示例4-25】
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4.5.9　使用poweroff终止系统运行
 
poweroff就是systemctl的链接，关机是由systemctl控制的，如示例4-26所示。
 
【示例4-26】
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4.5.10　使用init命令改变系统运行级别
 
systemd是所有进程的祖先﹐其进程号始终为1﹐所以发送TERM信号给systemd会终止所有的用户进程﹑守护进程等。关机时使用的命令就是使用这种机制。Linux定义了7个运行级别，不同的运行级定义如表4.12所示。
 
 
 表4.12　运行级别参数说明
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使用命令init加上运行级别对应的数字，就可以切换到对应的运行级别，如示例4-27所示。
 
【示例4-27】
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4.6　文本编辑器vi的使用
 
vi是Linux系统中常用的文本编辑器，熟练掌握vi的使用可提高学习和工作效率。vi工作模式主要有命令模式和编辑模式两种，两者之间可方便切换。多次按Esc键可以进入命令模式，在此模式下输入相关的文本编辑命令可进入编辑模式，按Esc键又可返回命令模式。
 
4.6.1　进入与退出vi
 
要使用vi，可在系统提示字符下键入vi filename，vi可以自动载入所要编辑的文件。当用户打开一个文件时处于命令模式。
 
要退出vi的编辑环境，可以在末行模式下键入q命令，如果对文件做过修改则会出现No write since last change（use ! to override）提示，此时可以用q!命令强制退出（不保存退出），或用wq命令保存退出。
 
4.6.2　移动光标
 
在命令模式和输入模式下移动光标的基本命令是h、j、k、l。这与按下键盘上的方向键效果相同。由于许多编辑工作需要光标来定位，所以vi提供许多移动光标的方式，表4.13是列举的部分移动光标的命令（在命令模式下才能操作）。
 
 
 表4.13　vi命令常用参数说明
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在文档内容比较多的时候，移动光标或翻页的速度会比较慢，此时用户可以使用[Ctrl]+[f]和[Ctrl]+[b]进行向后或向前翻页。
 
4.6.3　输入文本
 
当需要输入文本时，必须切换到输入模式（插入模式），可用下面几个命令进入输入模式：
 
（1）增加（append）
 
“a”从光标所在位置后面开始输入资料，光标后的资料随增加的资料向后移动。
 
“A”从光标所在行最后面的位置开始输入资料。
 
（2）插入（insert）
 
“i”从光标所在位置前面开始插入资料，光标后的资料随新增资料向后移动。
 
“I”从光标所在行的第一个非空白字符前面开始插入资料。
 
（3）开始（open）
 
“o”在光标所在行下新增一行并进入输入模式。
 
“O”在光标所在行上方新增一行并进入输入模式。
 
用户可以配合键盘上的功能键（如方向键）更方便地完成资料的插入。
 
4.6.4　复制与粘贴
 
vi的编辑命令由命令与范围所构成。例如yw是由复制命令y与范围w所组成的，表示复制一个单词。复制和粘贴命令参数如表4.14所示。
 
 
 表4.14　vi复制与粘贴参数说明
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例如想复制一个单词，可以在命令模式下使用viwp命令。
 
4.6.5　删除与修改
 
在vi中一般认为输入与编辑有所不同。编辑是在命令模式下进行的，先利用命令移动光标来定位到要进行编辑的地方，然后再使用相应的命令进行编辑；而输入是在插入模式下进行的。在命令模式下常用的编辑命令如表4.15所示。
 
 
 表4.15　vi删除与修改参数说明
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4.6.6　查找与替换
 
在vi中查找与替换的参数说明如表4.16所示。
 
 
 表4.16　vi查找与替换参数说明
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4.6.7　执行Shell命令
 
在文件编辑的过程中，如果需要执行Shell命令，可以在末行输入command用以执行命令，如示例4-28所示。
 
【示例4-28】
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4.6.8　保存文档
 
文件操作命令多以“:”开头，相关命令及含义如表4.17所示。
 
 
 表4.17　vi保存文档参数说明
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4.7　范例——用脚本备份重要文件和目录
 
本节用综合示例来演示如何运用Linux的常用命令，示例的功能主要是备份系统的重要目录和文件。主要目录结构和文件如表4.18所示。
 
 
 表4.18　综合示例程序结构说明
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综合示例的具体源码及注释如示例4-29所示。
 
【示例4-29】
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本脚本的功能为读取指定目录的文件，然后将文件打包，使用rsync备份到远程主机。上述示例中一些命令参数的解释可参阅相关章节。
 
4.8　小结
 
本章首先让读者了解什么是Shell，然后介绍了Linux的简单使用。Linux操作和Windows有很大的不同。本章介绍了Linux系统的目录结构和常用的命令，介绍了系统管理常用的命令，包括任务管理。通过任务管理读者可以自行设置一些定时任务。通过本章的命令可以进行文件、信息查看和系统参数配置等操作。本章最后介绍了任务管理及文本编辑器vi的使用，学会这些知识点基本就可以熟练操作Linux了。
 
4.9　习题
 
一、填空题
 
1．要查看当前系统中的命令别名，可以使用__________命令。
 
2．__________命令用于重启系统，使用比较简单，在终端命令行以root用户执行该命令即可进行系统的重启。
 
3．__________命令是一种强大的文本搜索工具命令，用于查找文件中符合指定格式的字符串，支持正则表达式。
 
4．Linux下的任务调度分为两类：__________和__________。
 
二、选择题
 
1．以下哪个命令不能用于查看文件内容？（　　）
 
A．cat
 
B．less
 
C．tail
 
D．ls
 
2．系统管理相关的命令在日常使用中可以提高Linux系统效率，以下对系统管理命令的描述哪个不正确？（　　）
 
A．查看历史记录用history
 
B．清除屏幕用cls
 
C．导出环境变量用export
 
D．查看命令帮助用man
第5章　Linux文件管理与磁盘管理
 
 
 文件系统用于存储文件、目录、链接及文件相关信息，Linux文件系统以“/”为最顶层，所有文件和目录，包括设备信息都在此目录下。
 
 本章首先介绍Linux文件系统的相关知识点，如文件的权限及属性、与文件有关的一些命令，然后介绍磁盘管理的相关知识，如磁盘管理的命令、交换空间管理等。
 

 
本章主要涉及的知识点有：
 
 
 •　Linux文件系统及分区
 
 •　Linux文件属性及权限管理
 
 •　如何设置文件属性和权限
 
 •　磁盘管理命令
 
 •　Linux交换空间管理
 
 •　Linux磁盘冗余阵列
 

 
本章最后的综合示例演示如何通过监控及时发现磁盘空间的问题。
 
5.1　认识Linux分区
 
在Windows系统中经常会碰到C盘盘符（C：）标识，而Linux系统中没有盘符的概念，可以认为Linux下所有文件和目录都存在于一个分区内。Linux系统中每一个硬件设备（如硬盘、内存等）都映射到系统的一个文件。用于个人计算机的SATA接口设备在Linux系统中映射的文件以sd为前缀，个人计算机上的IDE映射的文件以hd为前缀，用于服务器的SCSI、SAS接口设备映射的文件以sd为前缀。具体的文件命名规则是以英文字母排序的，如系统中第1个IDE设备为hda，第2个SAS设备为sdb。
 
了解了硬件设备在Linux中的表示形式后，再来了解一下分区信息。示例5-1用于查看系统中的分区信息。
 
【示例5-1】
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硬盘分区类型分别为主分区、扩展分区、逻辑分区。在对硬盘进行分区时，每一块硬盘设备最多只能由4个主分区构成，任何一个扩展分区都要占用一个主分区号码，主分区和扩展分区数量最多为4个。4个主分区和扩展分区占用了分区号1～4，例如第1个主分区使用号码1，第3个分区为扩展分区则使用号码3，在实际操作时不必从1到4依次划分主分区，也可以不使用1直接使用2～4中任意几个。当分区数量大于4个时，就必须要用到扩展分区和逻辑分区了，做法是先划分扩展分区，然后在扩展分区的基础上再建立逻辑分区。逻辑分区的分区号从5开始。
 
在进行系统分区时，主分区一般设置为激活状态，用于在系统启动时引导系统。分区时每个分区的大小可以由用户自由指定。Linux分区格式与Windows不同，Windows常见的分区格式有FAT32、FAT16、NTFS；而在Linux中，通常更习惯将分区格式称为文件系统类型，常见的文件系统类型有swap、ext3、ext4、XFS等。具体如何分区可参考本章后面的章节。
 
5.2　Linux中的文件管理
 
与Windows通过盘符管理各个分区不同，Linux把所有文件和设备都当做文件来管理，这些文件都在根目录下，同时Linux中的文件名区分大小写。本节主要介绍文件的属性和权限管理。
 
5.2.1　文件的类型
 
Linux系统是一种典型的多用户系统，不同的用户处在不同的地位，拥有不同的权限。为了保护系统的安全性，对于同一资源来说，不同的用户具有不同的权限，Linux系统对不同的用户访问同一文件（包括目录文件）的权限做了不同的规定。示例5-2用于认识Linux系统中的文件类型。
 
【示例5-2】
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在示例5-2的输出代码中：
 
 
 •　第1列表示文件的类型，文件类型如表5.1所示。
 
 •　第2列表示文件权限，如文件权限是“rw-r--r--”表示文件所有者可读、可写，文件所归属的用户组可读，其他用户可读此文件。
 
 •　第3列为硬链接个数。
 
 •　第4列表示文件所有者，就是文件属于哪个用户。
 
 •　第5列表示文件所属的组，当文件类型为块设备或字符设备时，此列表示的是硬件类型。
 
 •　第6列表示文件大小，通过不同的参数可以显示为可读的格式，如k/M/G等。当文件类型为块设备或字符设备时，此列的两个参数表示硬件的主版本和次版本，以逗号分隔。
 
 •　第7列表示文件修改时间。
 
 •　第8列表示文件名或目录名。
 

 
 
 表5.1　Linux文件类型
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5.2.2　文件的属性与权限
 
为了系统的安全性，Linux对于文件赋予了3种属性：可读、可写和可执行。在Linux系统中，每个文件都有唯一的属主，同时Linux系统中的用户可以属于同一个组，通过权限位的控制定义了每个文件的属主，同组用户和其他用户对该文件具有不同的读、写和可执行权限。3种权限可以用r、w、x表示，这种表示方法称为字符模式。另一种为绝对模式，用4、2、1表示，绝对模式表示权限时直接将数据相加即可。例如，可读可写用字符模式表示，写作wr，而绝对模式则将数据相加用6表示。
 
 
 •　读权限：对应标志位为“r”，表示具有读取文件或目录的权限，对应的使用者可以查看文件内容。
 
 •　写权限：对应标志位为“w”，用户可以变更此文件，比如删除、移动等。写权限依赖于该文件父目录的权限设置。示例5-3说明了即使文件其他用户权限标志位为可写，其他用户仍然不能操作此文件。
 

 
【示例5-3】
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 •　可执行权限：对应标志位为“x”，一些可执行文件比如C程序必须有可执行权限才可以运行。对于目录而言，可执行权限表示其他用户可以进入此目录，若目录没有可执行权限，则其他用户不能进入此目录。
 

 
 
 注意
 
 文件拥有执行权限才可以运行，比如二进制文件和脚本文件。目录文件要有执行权限才可以进入。
 

 
在Linux系统中文件权限标志位由3部分组成，如“-rwxrw-r--”第1位表示普通文件，然后“rwx”表示文件属主具有可读可写可执行的权限，“rw-”表示与属主属于同一组的用户就有读写权限，“r--”表示其他用户对该文件只有读权限。“-rwxrwxrwx”为文件最大权限，对应绝对模式为777，表示任何用户都可以读写和执行此文件。
 
5.2.3　改变文件所有权
 
一个文件属于特定的所有者，如果更改文件的属主或属组可以使用chown和chgrp命令。chown命令可以将文件变更为新的属主或属组，只有root用户或拥有该文件的用户才可以更改文件的所有者。如果拥有文件但不是root用户，只可以将组更改为当前用户所在的组。chown常用参数说明如表5.2所示。
 
 
 表5.2　chown常用参数说明
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chown经常使用的参数为“R”参数，表示递归地更改目录文件的属主或属组。更改时可以使用用户名或用户名对应的UID，更改属组类似。操作方法如示例5-4所示。
 
【示例5-4】
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Linux系统中chgrp命令用于改变指定文件或目录所属的用户组。使用方法与chown类似，此处不再赘述。chgrp命令的操作方法如示例5-5所示。
 
【示例5-5】
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5.2.4　改变文件权限
 
chmod是用来改变文件或目录权限的命令，文件是以空格分开的要改变权限的文件列表，支持通配符，只有文件的所有者或root用户可以执行。执行此命令时需要权限表达式选项。
 
字符模式的权限表达式由3部分组成，第1部分为操作对象，第2部分为操作符（“+”表示增加权限，“-”表示取消权限，“=”表示赋予权限），第3部分由权限位“rwx”的组合组成；绝对模式则用权限数字之和来表示。
 
权限表达式中的操作对象：u表示对文件所有者进行操作，g表示文件所属的组，o表示其他用户，a表示所有。通过它们可以详细控制文件的权限位。hmod常用参数如表5.3所示，操作方法如示例5-6所示。
 
 
 表5.3　chmod命令常用参数说明
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【示例5-6】
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5.3　Linux中的磁盘管理
 
Linux提供了丰富的磁盘管理命令，如查看硬盘使用率、进行硬盘分区、挂载分区等，本节主要介绍此方面的知识。
 
5.3.1　查看磁盘空间占用情况
 
df命令用于查看硬盘空间的使用情况，还可以查看硬盘分区的类型或inode节点的使用情况等。df常用参数说明如表5.4所示，常见用法如示例5-7所示。
 
 
 表5.4　df命令常用参数说明
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【示例5-7】
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5.3.2　查看文件或目录所占用的空间
 
使用du命令可以查看磁盘或某个目录占用的磁盘空间，常见的应用场景如硬盘满时需要找到占用空间最多的目录或文件。du常见的参数如表5.5所示。
 
 
 表5.5　du命令常用参数说明
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du的一些使用方法如示例5-8所示，更多用法可参考“man du”。
 
【示例5-8】
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5.3.3　调整和查看文件系统参数
 
tune2fs用于查看和调整文件系统参数，类似于Windows下的异常关机启动时的自检，Linux下此命令可设置自检次数和周期。需要注意的是tune2fs命令只能用在ext2、ext3和ext4文件系统上。tune2fs常用参数如表5.6所示。
 
 
 表5.6　tune2fs命令常用参数说明
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使用方法如示例5-9所示。
 
【示例5-9】
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5.3.4　格式化文件系统
 
当完成硬盘分区以后要进行硬盘的格式化，mkfs系列对应的命令用于将硬盘格式化为指定格式的文件系统。mkfs本身并不执行建立文件系统的工作，而是去调用相关的程序来执行。例如，若在-t参数中指定ext2，则mkfs会调用mke2fs来建立文件系统。使用mkfs时如果省略指定“块数”参数，mkfs会自动设置适当的块数，此命令不仅可以格式化Linux格式的文件系统，还可以格式化DOS或Windows下的文件系统。mkfs常用的参数如表5.7所示。
 
 
 表5.7　mkfs命令常用参数说明
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Linux系统中mkfs支持的文件格式取决于当前系统中有没有对应的命令，比如要把分区格式化为ext3文件系统，系统中要存在对应的mkfs.ext3命令，其他类似。在具体使用时也可以省略参数t，使用mkfs.ext4、mkfs.xfs等命令来指定文件系统类型。
 
使用方法如示例5-10所示。
 
【示例5-10】
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5.3.5　挂载/卸载文件系统
 
mount命令用于挂载分区，对应的卸载分区命令为umount。这两个命令一般由root用户执行。除可以挂载硬盘分区之外，光盘、内存都可以使用该命令挂载到用户指定的目录。mount常用参数如表5.8所示。
 
 
 表5.8　mount命令常用参数说明
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在Linux操作系统中挂载分区是一个使用非常频繁的命令。mount命令可以挂载多种介质，如硬盘、光盘、NFS等，U盘也可以挂载到指定的目录。mount使用方法如示例5-11所示。
 
【示例5-11】
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 注意
 
 挂载点必须是一个目录，如果该目录有内容，挂载成功后将会看不到该目录原有的文件，卸载后又可以重新使用。
 

 
如果要挂载的分区经常使用，需要自动挂载，可以将分区挂载信息加入/etc/fstab。该文件说明如下：
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 •　第1列表示要挂载的文件系统的设备名称，可以是硬盘分区、光盘、U盘、设备的UUID、卷标或ISO文件，还可以是NFS。
 
 •　第2列表示挂载点，挂载点实际上就是一个目录。
 
 •　第3列为挂载的文件类型，Linux能支持大部分分区格式，Windows下的分区系统也可支持。如常见的ext3、ext2、iso9660、NTFS等。
 
 •　第4列为设置挂载参数，各个选项用逗号隔开。如设置为defaults表示使用挂载参数rw,suid,dev,exec,auto,nouser和async。
 
 •　第5列为文件备份设置。此处为1，表示要将整个文件系统里的内容备份；为0，表示不备份。在这里一般设置为0。
 
 •　最后一列为是否运行fsck命令检查文件系统。0表示不运行，1表示每次都运行，2表示非正常关机或达到最大加载次数或达到一定天数才运行。
 

 
5.3.6　基本磁盘管理
 
fdisk为Linux系统下的分区管理工具，类似于Windows下的PQMagic等工具软件。分过区装过操作系统的读者都知道硬盘分区是必要和重要的。fdisk的帮助信息如示例5-12所示。
 
【示例5-12】
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以上参数中常用的参数说明如表5.9所示。
 
 
 表5.9　fdisk命令常用参数说明
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详细分区过程如示例5-13所示。
 
【示例5-13】
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5.4　交换空间管理
 
Linux中的交换空间在系统物理内存被用尽时使用。如果系统需要更多的内存资源，而物理内存已经用尽，内存中不活跃的页就会被交换到交换空间中。交换空间位于硬盘上，速度不如物理内存。
 
 
 注意
 
 在生产环境中交换空间的大小一般取决于计算机物理内存的大小，如果物理内存小于4G，通常建议为物理内存的2倍；物理内存大于4G小于16G，通常设置为物理内存的大小；大于16G建议为物理内存的一半。
 

 
Linux系统支持虚拟内存系统，主要用于存储应用程序及其使用的数据信息，虚拟内存大小主要取决于应用程序和操作系统。如果交换空间太小，则可能无法运行希望运行的所有应用程序，导致页面频繁地在内存和磁盘之间交换，从而导致系统性能下降。如果交换空间太大，则可能会浪费磁盘空间。因此系统交换分区的大小需要合理设置。
 
如果虚拟内存大于物理内存，操作系统可以在空闲时将所有当前进程换出到磁盘上，并且能够提高系统的性能。如果希望将应用程序的活动保留在内存中，并且不需要大量的交换，可以设置较小的虚拟内存。而桌面环境配置比较大的虚拟内存则有利于运行大量的应用程序。
 
Linux系统总是会尝试使用全部的物理内存，而尽量不使用虚拟内存。在重载生产环境中，物理内存应当足够大，否则可能会导致“多米诺骨牌效应”。一方面物理内存不够会导致更多的进程被换出到交换分区，进而导致磁盘I/O加重；另一方面由于磁盘I/O加重又会导致更多的进程被阻塞放置到内存中。因此在重载生产环境中，必须控制虚拟内存的使用量。
 
5.5　磁盘冗余阵列RAID
 
RAID（Redundant Array of Inexpensive Disks）的基本目的是把多个小型廉价的硬盘合并成一组大容量的硬盘，用于解决数据冗余性并降低硬件成本，使用时如同单一的硬盘。RAID的好处很明显，由于是多块硬盘组合而成，因此可以获得更好的读写性能（同时读写）及数据冗余功能（一个数据多个备份）等。
 
RAID技术有两种：硬件RAID和软件RAID。基于硬件的系统从主机之外独立地管理RAID子系统，并且它在主机处把每一组RAID阵列只显示为一个磁盘。软件RAID在系统中实现各种RAID级别，因此不需要RAID控制器。在生产环境中，硬件RAID控制器由于自带计算芯片无需额外消耗系统计算资源而被广泛使用。
 
RAID分为各种级别，比较常见的有RAID 0、RAID 1、RAID 5、RAID 10和RAID 01。这些RAID类型的定义如下：
 
 
 •　RAID 0表示数据被随机分片写入每个磁盘，此种模式下存储能力等同于每个硬盘的存储能力之和，但并没有冗余性，任何一块硬盘的损坏都将导致数据丢失。好处是RAID 0能同时读写，因此读写性能较好。
 
 •　RAID 1称作镜像，会在每个成员磁盘上写入相同的数据，此种模式比较简单，可以提供高度的数据可用性和更好的读性能（同时读），它目前仍然很流行。但对应的存储能力有所降低，如两块相同硬盘组成RAID 1，则容量为其中一块硬盘的大小。
 
 •　RAID 5是最普遍的RAID类型。RAID 5更适合于小数据块和随机读写的数据。RAID 5是一种存储性能、数据安全和存储成本兼顾的存储解决方案。磁盘空间利用率要比RAID 1高，存储成本相对较低。RAID 5不单独指定奇偶盘，而是在所有磁盘上交叉地存取数据和奇偶校验信息。组建RAID 5至少需要3块硬盘。若N块硬盘组成RAID 5，则硬盘容量为N-1，如果其中一块硬盘损坏，数据可以根据其他硬盘存储的校验信息进行恢复。
 

 
RAID磁盘阵列是目前生产环境中应用成熟的技术之一，在服务器中配置也较为简单，只需选择相应的阵列级别，然后添加磁盘即可。关于RAID的更多技术细节，读者可参考相关文档了解。
 
5.6　范例——监控硬盘空间
 
实际应用中需要定时检测磁盘空间，在超过指定阈值后告警，然后提前删除不必要的文件，避免因为程序满了而发生问题。示例5-14演示了如何在单机情况下监控硬盘空间。如果管理的服务器很多，需要批量部署检测程序，在磁盘即将满时及时发出警报。
 
【示例5-14】
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5.7　小结
 
文件系统用于存储文件、目录、链接及文件相关信息等，Linux文件系统以“/”为最顶层，所有的文件和目录都在“/”下。本章主要介绍了Linux文件系统的相关知识点，如文件的权限及属性。本章最后的示例演示了如何通过监控及时发现磁盘空间问题。
 
5.8　习题
 
一、填空题
 
1．为了系统的安全性，Linux对文件赋予了3种属性：__________、__________和__________。
 
2．__________命令是用来改变文件或目录权限的命令，可以将指定文件的拥有者改为指定的用户或组。
 
3．当完成硬盘分区以后要进行硬盘的格式化，__________系列对应的命令用于将硬盘格式化为指定格式的文件系统。
 
二、选择题
 
1．以下关于交换空间描述不正确的是（　　）
 
A．如果系统需要更多的内存资源，而物理内存已经用尽，内存中不活跃的页就会被交换到交换空间中。
 
B．交换空间位于硬盘上，因为空间大所以速度比物理内存快。
 
C．交换空间的总大小一般设置为计算机物理内存的两倍。
 
D．在Linux 2.6内核上，可以通过设置/etc/sysctl.conf中的vm.swappiness值来调整系统的swappiness。
 
2．以下关于磁盘冗余阵列RAID描述正确的是（　　）
 
A．RAID（Redundant Array of Inexpensive Disks）的基本目的是把多个硬盘分布在不同的电脑上。
 
B．RAID技术有两种：硬件RAID和软件RAID
 
C．RAID分为各种级别，比较常见的有RAID 0、RAID 1、RAID 2、RAID 3和RAID 5。
 
D．组建RAID 5至少需要5块硬盘。
第6章　Linux日志系统
 
 
 日志文件系统已经成为Linux中必不可少的组成部分。对于日常机器的运行状态是否正常、遭受攻击时如何查找被攻击的痕迹、软件启动失败时如何查找原因等情况，Linux日志系统都提供了非常完备的解决方案。本章主要介绍Linux日志系统的相关知识。
 

 
本章主要涉及的知识点有：
 
 
 •　Linux日志系统
 
 •　rsyslog的配置
 
 •　Linux常见的日志文件
 
 •　查看Linux日志文件的命令
 
 •　Linux的日志轮转
 

 
通过本章最后的示例，演示如何通过系统日志定位系统问题。
 
 
 注意
 
 本章介绍的日志系统与日志文件系统的概念有所区别，如需了解Linux日志文件系统，可参阅相关资料。
 

 
6.1　Linux中常见的日志文件
 
在日常的使用过程中，日志系统可以记录当前系统中发生的各种时间，比如登录日志记录每次登录的来源和时间、系统每次启动和关闭的情况、系统错误等。用户可以根据其他类型的各种日志排查系统问题，如果遇到网络攻击，可以从日志中追踪蛛丝马迹。
 
日志的主要用途如下：
 
 
 •　系统审计：每天登录系统的用户都是哪些用户，这些用户做了什么。
 
 •　监测追踪：系统受到攻击时如何查找攻击者的蛛丝马迹。
 
 •　分析统计：Apache Web服务器请求量如何、错误码分布如何、性能如何，是否需要扩容，有多少用户访问了该Web服务。
 

 
为了保证Linux系统正常运行，准确解决各种各样的问题，系统管理员需要了解如何读取对应类型的日志文件。Linux系统日志文件一般存放在/var/log下，且必须有root权限才能查看。对应的日志类型主要有3种。
 
 
 •　系统连接日志。这类日志主要记录系统的登录记录和用户名，然后把记录写入到/var/log/wtmp和/var/run/utmp中，login等程序更新wtmp和utmp文件，可以使系统管理员及时掌握系统的登录记录。
 
 •　进程统计。由系统内核执行，当一个进程终止时，为每个进程往进程统计文件中写一个记录。进程统计的目的是为系统中的基本服务提供命令使用统计。
 
 •　错误日志。各种系统守护进程、用户程序和内核，通过syslog向文件/var/log/messages报告值得注意的事件。另外还有许多Linux程序创建日志，像HTTP和FTP等应用有专门的日志配置。
 

 
常用的日志文件如表6.1所示。
 
 
 表6.1　Linux常见日志文件说明
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对于文本类型的日志，每一行表示一个消息，一般由4个域的固定格式组成，如示例6-1所示。
 
【示例6-1】
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 •　记录时间：表示消息发出的日期和时间。
 
 •　主机名：表示生成消息的服务器的名字。
 
 •　生成消息的子系统的名字：来自内核则标识为kernel，来自进程则标识为进程名。在方括号里的是进程的PID。
 
 •　消息：剩下的部分就是消息的内容。
 

 
/var/log/messages为服务器的系统日志，该日志并不专门记录特定服务相关的日志，一般，后台守护进程（如crond）会把执行日志打印到此文件，查看此文件可以使用文本编辑器或文本查看命令，如cat、head或tail等。
 
/var/log/secure记录了系统的登录行为，通过此日志可以分析异常的登录请求，可以使用文本查看相关的命令。
 
/var/log/utmp、/var/log/wtmp、/var/log/lastlog这3个日志文件记录了关于系统登录和退出信息。utmp记录当前登录用户的信息。用户登录和退出的记录则保存在wtmp文件中，各个用户最后一次登录的日志可以使用lastlog查看。所有的记录都包含时间戳。随着系统的使用，这些文件有些可能会变得很大，可以使用日志轮转将文件以一天或一周截取，方法是使用开发者自己的脚本或使用系统提供的日志轮转功能。查看方法如示例6-2所示。
 
【示例6-2】
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用户每次登录时，login程序在文件lastlog中查找用户的UID。若找到则把用户上次登录、退出时间和主机名写到标准输出中，然后在lastlog中记录新的登录时间。在新的lastlog记录写入后，utmp文件打开并插入用户的utmp记录。该记录一直用到用户登录退出时删除。
 
wtmp和utmp为二进制文件，不能用文本查看命令直接查看，可以通过who、w、users、last和ac查看这两个文件包含的信息。
 
who命令查询utmp文件并报告当前登录的每个用户。who命令的输出包含用户名、终端类型、登录日期及登录的来源主机，如示例6-3所示。
 
【示例6-3】
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who命令后面如果跟wtmp文件名，则可以查看所有的登录记录信息。
 
w命令查询utmp文件并显示当前系统中每个用户和用户所运行的进程信息，如示例6-4所示。
 
【示例6-4】
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显示的信息依次为登录名、tty名称、远程主机、登录时间、空闲时间、JCPU、PCPU和其当前进程的命令行。
 
users命令用单独的一行打印出当前登录的所有用户，每个显示的用户名对应一个登录会话。若一个用户有不止一个登录会话，则用户名显示与会话相同的次数，如示例6-5所示。
 
【示例6-5】
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last命令往回搜索wtmp显示自从文件第一次创建以来所有用户的登录记录。注意此命令不同于lastlog命令，如示例6-6所示。
 
【示例6-6】
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如果要查看系统的启动信息，可以通过dmsg查看。当Linux启动的时候，内核的信息被存入内核ring缓存当中，dmesg可以显示缓存中的内容。通过此文件可以查看系统中的异常情况，比如硬盘损坏或其他故障，可用以下命令来查看“dmesg | grep-i error”。
 
系统的其他服务，如Apache或MySQL等，都有自己特定的日志文件，其日志可以用专业的软件来（Awstats）分析。
 
6.2　Linux日志系统
 
日志系统负责记录系统运行过程中内核产生的各种信息，并分别将它们存放到不同的日志文件中，以便系统管理员进行故障排除、异常跟踪等。RHEL 7中使用rsyslog作为日志服务程序。本节主要介绍rsyslog的知识。
 
6.2.1　rsyslog日志系统简介
 
Linux是一个多用户多任务的系统，系统每时每刻都在发生变化，需要完备的日志系统记录系统运行的状态。如果系统管理员需要了解每个用户的登录情况，就需要查看登录日志。如果开发人员要了解系统中安装的Web服务或数据库服务运行状态如何，就需要查看Web应用的日志或数据库的日志。各种情况下日志系统是不可缺少的，正如大厦管理员需要了解访问人员的信息一样，Linux提供了完善的日志系统以便完成日常的审计或业务统计需求。
 
Linux内核由很多子系统组成，包含网络、文件访问、内存管理等，子系统需要给用户传送一些消息，这些消息内容包括消息的来源及重要性等，所有这些子系统都要把消息传送到一个可以维护的公共消息区，于是产生了rsyslog。
 
syslog是一个综合的日志记录系统，主要功能是为了方便管理日志和分类存放系统日志，syslog使程序开发者从繁杂的日志文件代码中解脱出来，使管理员能更好地控制日志的记录过程。在syslog出现之前，每个程序都使用自己的日志记录策略，管理员对保存什么信息或信息存放在哪里没有控制权。每种应用（如Web服务、MySQL等）都有自己的日志。
 
因为在实际的日常管理中，每天的日志量都非常大，在进行排查或跟踪时，使用grep查看日志文件是件痛苦的事情。于是，syslog的替代产品rsyslog出现了，Redhat和Fedra都使用rsyslog替换了syslog。
 
6.2.2　rsyslog配置文件及语法
 
rsyslog默认配置文件为/etc/rsyslog.conf，该配置文件定义了系统中需要监听的事件和对应的日志文件的保存位置。首先看示例6-7。
 
【示例6-7】
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每一行由两个部分组成。第一部分是一个或多个“设备”，设备后面跟一些空格字符，然后是一个“操作动作”。
 
1．设备
 
设备本身分为两个字段，之间用一个小数点“.”分隔。前一个字段表示一项服务，后一个字段是一个优先级。通过设备将不同类型的消息发送到不同的地方。在同一个rsyslog配置行上允许出现一个以上的设备，但必须用分号“;”把它们分隔开。表6.2列出了绝大多数Linux操作系统都可以识别的设备。
 
 
 表6.2　Linux操作系统可以识别的设备
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其中local0-local7由自定义程序使用，应用程序可以通过它做一些个性的配置。
 
2．优先级
 
优先级是选择条件的第2个字段，代表消息的紧急程度。不同的服务类型有不同的优先级，数值较大的优先级涵盖数值较小的优先级。如果优先级是warning，则实际上将warning、err、crit、alert和emerg都包含在内。优先级定义消息的紧急程度，优先级按严重程度由高到低如表6.3所示。
 
 
 表6.3　Linux日志系统紧急程度层级说明
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3．优先级限定符
 
rsyslog可以使用3种限定符对优先级进行修饰：星号（*）、等号（=）和叹号（!）。
 
 
 •　星号（*）表示对应服务生成的所有日志消息都发送到操作动作指定的地点。
 

 
 
 •　等号（=）表示只把对应服务生成的本优先级的日志消息发送到操作动作指定的地点。
 
 •　叹号（!）表示把对应服务生成的所有日志消息都发送到操作动作指定的地点，但本优先级的消息不包括在内，类似于编程语言中“非”的用法。
 

 
4．操作动作
 
日志信息可以分别记录到多个文件里，还可以发送到命名管道、其他程序，甚至远程主机。常见的动作有以下几种，示例6-8列举了一些配置示例。
 
 
 注意
 
 每条消息均会经过所有规则，并不是唯一匹配的。
 

 
 
 •　file指定日志文件的绝对路径。
 
 •　terminal或print发送到串行或并行设备标志符，例如/dev/ttyS2。
 
 •　@host是远程的日志服务器。
 
 •　username发送信息到本机的指定用户终端中，前提是该用户必须已经登录到系统中。
 
 •　named pipe发送到预先使用mkfifo命令来创建的FIFO文件的绝对路径。
 

 
【示例6-8】
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6.3　使用日志轮转
 
所有的日志文件都会随着时间和访问次数的增加而迅速增长，因此必须对日志文件进行定期清理，以免造成磁盘空间的浪费。由于查看小文件的速度比大文件快很多，使用日志轮转同时也节省了系统管理员查看日志所用的时间。日志轮转可以使用系统提供的logrotate功能。
 
6.3.1　logrotate命令及配置文件参数说明
 
该程序可自动完成日志的压缩、备份、删除等工作，并可以设置为定时任务，如每日、每周或每月处理。其命令格式如下。
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参数说明如表6.4所示。
 
 
 表6.4　logrotate命令参数说明
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logrotate的主配置文件为/etc/logrotate.conf和/etc/logrotate.d目录下的文件，查看logrotate主配置文件的例子如下：
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logrotate配置文件参数说明如表6.5所示。
 
 
 表6.5　logrotate配置文件参数说明
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6.3.2　利用logrotate轮转Nginx日志
 
本示例主要使用logrotate轮转Web服务Nginx的访问日志，Nginx的访问日志文件位于/data/logs目录下，安装位置位于/usr/local/nginx。
 
1．配置文件设置/etc/logrotate.d/nginx
 
首先配置轮转设置参数，如下所示：
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参数说明如下。
 
 
 •　notifempty：如果文件为空则不轮转。
 
 •　daily：日志文件每天轮转一次。
 
 •　rotate 5：轮转文件保存为5份。
 
 •　postrotate/endscript：日志轮转后执行的脚本。这里用来重启Nginx，以便重新生成日志文件。
 

 
2．测试
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注意观察该命令的输出，若没有error日志，则正常生成轮转文件，配置完成。
 
3．设置为每天执行
 
如需该功能每天自动轮转，可以将对应命令加入crontab，在/etc/cron.daily目录下有logrotate执行的脚本，该脚本会通过crond调用，每天执行一次：
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6.4　范例——利用系统日志定位问题
 
本节以一个进程消失为例说明系统日志在问题定位时的作用，供读者参考。场景为在服务器上运行一个MySQL服务，但某天发现不知道由于什么原因进程没了，下面定位此问题的过程。
 
6.4.1　查看系统登录日志
 
首先根据系统登录日志定位系统最近登录的用户，然后根据用户的history记录查看是否有用户直接将MySQL进程杀死，如示例6-9所示。
 
【示例6-9】
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6.4.2　查看历史命令
 
此步主要根据历史登录记录查看各个用户执行过的历史命令，发现并无异常。
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6.4.3　查看系统日志
 
通过查看系统日志/var/log/messages发现以下记录：
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至此，MySQL被杀死的原因已经找到，在某个时间，由于内存耗尽触发操作系统的OOM（Out Of Memory）机制。OOM是Linux内核的一种自我保护机制，当系统中内存出现不足时，Linux内核会终止系统中占用内存最多的进程，同时记录下终止的进程并打印终止进程信息。
 
6.5　小结
 
很多读者已经知道，Windows系统有一些日志信息，可通过这些信息来查询发生蓝屏或其他事故的原因。Linux系统也同样提供了日志系统，之所以说系统，是因为它包含的功能太大了，基本上可以记录所有的操作数据和故障信息。本章最后用系统日志定位的一个示例，演示了如何有效地利用系统日志定位问题。
 
6.6　习题
 
一、填空题
 
1．Linux系统日志文件一般存放在__________下，且必须有__________权限才能查看。
 
2．________负责记录系统运行过程中内核产生的各种信息，并分别存放到不同的日志文件中。
 
二、选择题
 
关于logrotate描述错误的是（　　）。
 
A．可自动完成日志的压缩、备份、删除等工作。
 
B．主配置文件为/var/logrotate.conf和/var/logrotate.d目录下的文件。
 
C．可以设置为定时任务，如每日、每周或每月处理。
 
D．可以使用命令man logrotate查看更多帮助信息。
第7章　用户和组
 
 
 接触Linux，首先要了解如何管理系统用户，用户的权限对于Linux的安全是至关重要的。不同的用户应该具有不同的权限，可以操作不同的系统资源。root用户具有超级权限，可以操作任何文件，日常使用中应该避免使用它。
 
 本章首先介绍Linux的用户管理机制和登录过程，然后介绍用户及用户组的管理，包括日常的添加、删除、修改等用户管理操作。
 

 
本章主要涉及的知识点有：
 
 
 •　Linux用户的工作原理
 
 •　管理Linux用户
 
 •　管理Linux用户组
 
 •　用户和用户组组合应用
 

 
本章最后的示例演示如何管理Linux中的用户和组资源。
 
7.1　Linux的用户管理
 
Linux用户管理是Linux的优良特性之一，通过本节读者可以了解Linux中用户的登录过程和登录用户的类型。
 
7.1.1　Linux用户登录过程
 
用户要使用Linux系统，必须先进行登录。Linux的登录过程和Windows的登录过程类似。用户登录包括以下几个步骤。
 
步骤01　当Linux系统正常引导完成后，系统就可以接纳用户的登录。这时用户终端上显示“login:”提示符，如果是图形界面，则会显示用户登录窗口，这时就可以输入用户名和密码了。
 
步骤02　用户输入用户名后，系统会检查/etc/passwd是否有该用户，若不存在，则退出；若存在，则进行下一步。
 
步骤03　首先读取/etc/passwd中的用户ID和组ID，同时该账户的其他信息（如用户的主目录）也会一并读出。
 
步骤04　用户输入密码后，系统通过检查/etc/shadow来判断密码是否正确。
 
若密码校验通过就进入系统并启动系统的Shell，系统启动的Shell类型由/etc/passwd中的信息确定。通过系统提供的Shell接口可以操作Linux，敲入命令ls，结果如示例7-1所示。
 
【示例7-1】
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用户登录过程如图7.1所示。
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 图7.1　Linux登录认证过程
 

 
7.1.2　Linux的用户类型
 
Linux用户类型分为3类：超级用户、系统用户和普通用户。举一个简单的例子，机房管理员可以出入机房的任意一个地方，而普通用户就没有这个权限。
 
（1）超级用户：用户名为root或USER ID（UID）为0的账号，具有一切权限，可以操作系统中的所有资源。root可以进行基础的文件操作及特殊的系统管理，另外还可进行网络管理，可以修改系统中的任何文件。日常工作中应避免使用此类账号，错误的操作可能带来不可估量的损失，只有必要时才能用root登录系统。
 
（2）系统用户：正常运行系统时使用的账户。每个进程运行在系统里都有一个相应的属主，比如某个进程以何种身份运行，这些身份就是系统里对应的用户账号。注意系统账户是不能用来登录的，比如bin、daemon、mail等。
 
（3）普通用户：普通使用者能使用Linux的大部分资源，一些特定的权限受到控制。用户只对自己的目录有写权限，读写权限受一定的限制，从而有效保证了Linux的系统安全，大部分用户属于此类。
 
 
 注意
 
 出于安全考虑，用户的密码至少有8个字符，并且包含字母、数字和其他特殊符号。如果忘记密码，很容易解决，root用户可以更改任何用户的密码。
 

 
7.2　Linux用户管理机制
 
Linux中的用户管理涉及用户账号文件/etc/passwd、用户密码文件/etc/shadow、用户组文件/etc/group。
 
 
 注意
 
 建议初学者不要更改这些文件的信息，这些文件为文本文件，可使用head、cat等命令查看。
 

 
7.2.1　用户账号文件/etc/passwd
 
该文件为纯文本文件，可以使用cat、head等命令查看。该文件记录了每个用户的必要信息，文件中的每一行对应一个用户的信息，每行的字段之间使用“：”分隔，共7个字段：
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根据以下示例分析：
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（1）用户名称：在Linux系统中用唯一的字符串区分不同的用户，用户名可以由字母、数字和下划线组成，注意Linux系统中对字母大小写是敏感的，比如USERNAME1和username1分别属于不同的用户。
 
（2）用户密码：在用户校验时验证用户的合法性。超级用户root可以更改系统中所有用户的密码，普通用户登录后可以使用passwd命令来更改自己的密码。在/etc/passwd文件中该字段一般为x，这是出于安全考虑，该字段加密后的密码数据已经移至/etc/shadow中。注意/etc/shadow文件是不能被普通用户读取的，只有超级用户root才有权读取。
 
（3）用户标识号（USER ID）：USER ID，简称UID，是一个数值，用于唯一标识Linux系统中的用户，来区别不同的用户。在Linux系统中最多可以使用65535个用户名，用户名和UID都可以用于标识用户。相同UID的用户可以认为是同一用户，同时它们也具有相同的权限，当然对于使用者来说用户名更容易记忆和使用。
 
（4）组标识号（GROUP ID）：GROUP ID，简称GID，这是当前用户所属的默认用户组标识。当添加用户时，系统默认会建立一个和用户名一样的用户组，多个用户可以属于相同的用户组。用户的组标识号存放在/etc/passwd文件中。用户可以同时属于多个组，每个组也可以有多个用户，除了在/etc/passwd文件中指定其归属的基本组之外，/etc/group文件中也指明一个组所包含的用户。
 
（5）相关注释：用于存放用户的一些其他信息，比如用户含义说明、用户地址等信息。
 
（6）主目录：该字段定义了用户的主目录，登录后Shell将把该目录作为用户的工作目录。登录系统后可以使用pwd命令查看。超级用户root的工作目录为/root。每个用户都有自己的主目录，默认一般在/home下建立与用户名一致的目录，同时建立用户时可以指定其他目录作为用户的主目录。
 
（7）使用的Shell：Shell是当用户登录系统时运行的程序名称，通常是/bin/bash。同时系统中可能存在其他Shell，比如tsh。用户可以自己指定Shell，也可以随时更改，比较流行的是/bin/bash。
 
7.2.2　用户密码文件/etc/shadow
 
该文件为文本文件，但这个文件只有超级用户才能读取，普通用户没有权限读取。由于任何用户对/etc/passwd文件都有读的权限，虽然密码经过加密，但可能还是会有人获取加密后的密码。通过把加密后的密码移动到shadow文件中并限制只有超级用户root才能够读取，有效保证了Linux用户密码的安全性。
 
和/etc/passwd文件类似，shadow文件由9个字段组成：
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根据以下示例分析：
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（1）用户名：也称为登录名，/etc/shadow中的用户名和/etc/passwd相同，每一行是一一对应的，这样就把passwd和shadow中的用户记录联系在一起。
 
（2）密码：该字段是经过加密的，如果有些用户在这段是x，表示这个用户已经被禁止使用，不能登录系统。
 
（3）上次修改密码的时间：该列表示从1970年01月01日起到最近一次修改密码的时间间隔，以天数为单位。
 
（4）两次修改密码间隔的最少天数：该字段如果为0，表示此功能被禁用，如果是不为0的整数，表示用户必须经过多少天需要修改其密码。
 
（5）两次修改密码间隔的最多天数：主要作用是管理用户密码的有效期，增强系统的安全性，该示例中为99999，表示密码基本不需要修改。
 
（6）提前多少天警告用户密码将过期：在快到有效期时，当用户登录系统后，系统程序会提醒用户密码将要作废，以便及时更改。
 
（7）在密码过期多少天后禁用此用户：此字段表示用户密码作废多少天后，系统会禁用此用户。
 
（8）用户过期时间：此字段指定了用户作废的天数，从1970年1月1日开始的天数，如果这个字段的值为空，表示该账号永久可用，注意与第7个字段密码过期的区别。
 
（9）保留字段：目前为空，将来可能会用。
 
7.2.3　用户组文件/etc/group
 
该文件用于保存用户组的所有信息，通过它可以更好地对系统中的用户进行管理。对用户分组是一种有效的手段，用户组和用户之间属于多对多的关系，一个用户可以属于多个组，一个组也可以包含多个用户。用户登录时默认的组存放在/etc/passwd中。
 
此文件的格式也类似于/etc/passwd文件，字段含义如下：
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根据以下示例分析：
 
 
 [image: ] 

 
（1）用户组名：可以由字母、数字和下划线组成，用户组名是唯一的，和用户名一样，不可重复。
 
（2）用户组密码：该字段存放的是用户组加密后的密码字。这个字段一般很少使用，Linux系统的用户组都没有密码，即这个字段一般为空。
 
（3）用户组标识号：GROUP ID，简称GID，和用户标识号UID类似，也是一个整数，用户唯一标识一个用户组。
 
（4）组内用户列表：属于这个组的所有用户的列表，不同用户之间用逗号分隔，不能有空格。这个用户组可能是用户的主组，也可能是附加组。
 
7.3　Linux用户管理命令
 
要使用用户，需要有相应的接口，Linux提供了一系列命令来管理系统中的用户。本节主要介绍用户的添加、删除、修改和用户组的添加、删除。Linux提供了一系列的命令来管理用户账户，常用的命令有useradd、userdel、usermod、passwd等。
 
7.3.1　添加用户
 
添加用户的命令是useradd，语法如下：
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该命令支持丰富的参数，常用的参数含义介绍如表7.1所示，示例7-2演示了如何添加用户。
 
 
 表7.1　useradd常用参数说明
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【示例7-2】
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当执行完useradd user1以后，对应的/etc/passwd、/etc/shadow、/etc/group会增加对应的记录，表示此用户已经成功添加了。
 
添加完用户后，新添加的用户是没有可读写的目录的。要指定用户的主目录以便进行文件操作，可以在建立用户时指定，如示例7-3所示。
 
【示例7-3】
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7.3.2　更改用户
 
如果对已有的用户信息进行修改，可以使用usermod命令，使用该命令可以修改用户的主目录，还可以修改其他信息，使用语法如下：
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常用参数含义如表7.2所示。
 
 
 表7.2　usermod常用参数说明
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Usermod的使用方法如示例7-4和示例7-5所示。
 
【示例7-4】
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【示例7-5】
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此命令执行后原来的user2已经不存在，user2拥有的主目录/data/user2等资源将会变更为user3所有。如果有用user2启动的进程，当使用ps-ef查看时，会发现该进程已经属于user3用户了。
 
7.3.3　删除用户
 
如果用户不需要了，可以使用userdel来删除。userdel的命令语法为：
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此命令常用参数含义如表7.3所示，使用方法如示例7-6所示。
 
 
 表7.3　userdel常用参数说明
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【示例7-6】
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7.3.4　更改或设置用户密码
 
出于系统安全考虑，当建立用户后，需要设置其对应的密码。修改Linux用户的密码可以使用passwd命令。超级用户root可以修改任何用户的密码，普通用户只能修改自己的密码。
 
为避免密码被破解，选取密码时应遵守如下规则：
 
 
 •　密码应该至少有8位字符。
 
 •　密码应该包含大小写字母、数组和其他字符组。
 

 
如果直接输入passwd命令，则修改的是当前用户的密码，如果想更改其他用户密码，输入passwd username即可。示例7-7演示了如何修改用户密码。
 
【示例7-7】
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按提示输入相关信息，如果没有错误，则会提示密码被成功修改。
 
7.3.5　su切换用户
 
su命令用于在不同的用户之间切换，比如使用user1登录了系统，但要执行一些管理操作，比如useradd，普通用户是没有这个权限的，解决办法有两个。
 
 
 •　退出user1用户，重新以root用户登录系统，但root密码并不能告知很多人或公开，否则不利于系统的安全和管理。
 
 •　不需退出user1用户，通过使用su命令切换到root下进行添加用户的工作，添加完再以su命令切换回user1。超级用户root切换到普通用户是不需要密码的，而普通用户之间的切换或切换到root都需要输入密码。su常用参数如表7.4所示，使用方法如示例7-8所示。
 

 
 
 表7.4　su常用参数说明
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至于更详细的参数说明，请参看man su。
 
【示例7-8】
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su不加任何参数，默认为切换到root用户。su加参数“- root”，表示默认切换到root用户，并且改变到root用户的环境。
 
以su user6与su-user6为例说明两个命令之间的区别，前者表示切换到user6用户，但此时很多环境变量是不会改变的，如示例7-9所示。
 
【示例7-9】
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su在不同的用户间切换为管理工作带来了方便，尤其是切换到root下还可以完成所有系统管理的功能，但如果root密码告诉每个普通用户，会给系统带来很大风险，错误的操作会导致恶劣后果，因此超级用户root密码应该越少人知道越好。
 
7.3.6　sudo普通用户获取超级权限
 
在Linux系统中，管理员往往有很多个，如果每位管理员都用root身份进行日常管理工作，权限控制是一个必须要面对的问题。普通用户的日常操作权限是受到限制的，如何让普通用户也进行一些系统管理工作呢？sudo很好地解决了这个问题。通过sudo可以允许用户通过特定的方式使用需要root才能运行的命令或程序。
 
sudo允许一般用户不需要知道超级用户root的密码即可获得特殊权限。首先，超级用户将普通用户的名字、可以执行的特定命令、按照哪种用户或用户组的身份执行等信息登记在/etc/sudoers中，即可完成对该用户的授权，具体的sudo配置可以参考相关资料。
 
sudo常用参数含义如表7.5所示。
 
 
 表7.5　sudo常用参数说明
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示例7-10演示了普通用户不知道root密码即可执行只有root才能执行的命令。
 
【示例7-10】
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需要注意的是，普通用户能够使用sudo命令的前提是root用户事先授予权限，授予权限可参考命令visudo的相关说明。
 
7.4　用户组管理命令
 
Linux提供了一系列的命令管理用户组。用户组就是具有相同特征的用户集合。每个用户都有一个用户组，系统能对一个用户组中的所有用户进行集中管理，可以把相同属性的用户定义到同一用户组，并赋予该用户组一定的操作权限，这样用户组下的用户对该文件或目录都具备了相同的权限。通过对/etc/group文件的更新实现对用户组的添加、修改和删除。
 
一个用户可以属于多个组，/etc/passwd中定义的用户组为基本组，用户所属的组有基本组和附加组。如果一个用户属于多个组，则该用户所拥有的权限是它所在的组的权限之和。
 
7.4.1　添加用户组
 
groupadd命令可实现用户组的添加，常见参数的含义如表7.6所示。
 
 
 表7.6　groupadd常用参数说明
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示例7-11演示了如何添加用户组。
 
【示例7-11】
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7.4.2　删除用户组
 
需要从系统中删除群组时，可使用groupdel命令来完成这项工作。如果该群组中仍包括某些用户，则必须在删除这些用户后才能删除群组。示例7-12演示了如何删除用户组及当有该组的用户存在时，该用户组是不能被删除的，当属于该组的用户被删除后，该组可以被成功删除。
 
【示例7-12】
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7.4.3　修改用户组
 
groupmod可以更改用户组的用户组ID或用户组名称，常用参数含义如表7.7所示。
 
 
 表7.7　groupmod常用参数说明
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示例7-13演示了如何修改用户组。
 
【示例7-13】
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7.4.4　查看用户所在的用户组
 
用户所属的用户组可以通过/etc/passwd或命令来查看，查看方法如下：
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7.5　范例——批量添加用户并设置密码
 
本节主要以批量添加用户为例来演示用户的相关操作。首先产生一个文本文件来保存要添加的用户名列表。useradd.sh用户执行用户的添加，过程如示例7-14所示。
 
【示例7-14】
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本示例首先读取指定的用户名列表文件，然后使用循环处理该文件，用户添加完成后每个用户的密码固定以pass开头并加上一串随机数。
 
7.6　小结
 
Linux的安全就是因为有了用户权限机制，不同的用户具有不同的权限，可以操作不同的系统资源。root是具有超级权限的账号。本章首先介绍Linux用户管理机制和登录过程，然后介绍用户和用户组，最后通过一个示例来演示如何批量增加用户。
 
7.7　习题
 
一、填空题
 
1．Linux用户类型分为3类：______________、______________和______________。
 
2．Linux中的用户管理涉及用户账号文件______________、用户密码文件______________、用户组文件______________。
 
二、选择题
 
1．关于用户和组描述不正确的是（　　）。
 
A．当有属于该组的用户时，组是不允许被删除的。
 
B．Linux是一个多用户多任务的操作系统。
 
C．不是每个用户都有一个用户组。
 
D．用户所属的组有基本组和附加组之分。
 
2．关于用户权限描述不正确的是（　　）。
 
A．通过sudo可以允许用户以特定的方式使用需要root才能运行的命令或程序。
 
B．如果一个用户属于多个组，则该用户所拥有的权限是它所在的组的权限之和。
 
C．多个不同的用户组不能使用相同的用户组ID。
 
D．普通用户的日常操作权限是受到限制的。
第8章　应用程序的管理
 
 
 在Linux诞生之初所有软件包都是通过编译完成安装的，而Linux的开发模式较为分散，软件包之间存在非常复杂的依赖关系，普通用户通过编译完成应用程序安装几乎成了不可能的任务。为了解决这些问题，许多发行版着手开发了软件包管理器。红帽软件包管理器的发展可以简单分为两个步骤，第一步是为了解决安装软件包安装的问题而开发了RPM软件包管理器，解决编译安装问题，初步解决软件依赖问题；第二步的yum工具则彻底解决软件包依赖、更新等一系列问题。
 

 
Linux由开源内核和开源软件组成，软件的安装、升级和卸载是使用Linux操作系统最常见的操作。随着开源软件的不断发展，软件的安装管理机制成为Linux必须面对的问题。Linux经过多年的发展有了RPM（Redhat Package Manager）和DPKG（Debian Package）包管理机制。包管理机制在方便用户操作的同时也使得Linux在软件管理方面更加便捷。
 
本章主要介绍Linux中应用程序的安装和管理。首先介绍两种Linux包管理基础和两种常见的包管理方式，然后介绍如何通过RPM安装、升级和卸载软件。
 
本章主要涉及的知识点有：
 
 
 •　Linux软件包管理基础
 
 •　RPM的使用
 
 •　如何从源码安装软件
 
 •　了解函数库基础
 
 •　源码安装软件综合应用
 

 
本章最后的示例演示了如何通过RPM包管理Linux中的软件包资源。
 
由于RPM和DPKG两种包管理机制类似，本章重点偏向于RPM包管理机制的介绍，如果需要了解DPKG的详细信息，请参阅相关书籍。
 
8.1　软件包管理基础
 
完善的软件包管理机制对于操作系统来说是非常重要的，没有软件包管理器，用户使用操作系统将会变得非常困难，也不利于操作系统的推广。用户要使用Linux需要了解Linux的包管理机制，随着Linux的发展，目前形成了两种包管理机制：RPM（Redhat Package Manager）和DPKG（Debian Package）。两者都是源代码经过编译之后，通过包管理机制将编译后的软件进行打包，避免了每次编译软件的繁琐过程。
 
8.1.1　RPM
 
RPM英文原义为Redhat Package Manager，类似于Windows里面的“添加/删除程序”，最早由RedHat公司研制，现在RPM已成为一个开源工具，并更名为RPM Package Manager。RPM软件包以rpm为扩展名，同时RPM也是一种软件包管理器，用户可以通过RPM包管理机制方便地进行软件的安装、更新和卸载。操作RPM软件包对应的命令为rpm。
 
RPM包通常包含二进制包和源代码包。二进制包可以直接通过rpm命令安装在系统中，而源代码包则可以通过rpm命令提取对应软件的源代码，以便进行学习或二次开发。
 
8.1.2　DPKG
 
DPKG英文原义为Debian Package，和RPM类似，也用于软件的安装、更新和卸载，不同的是DPKG包管理机制对应的文件扩展名为deb。
 
Ubuntu发行版主要以DPKG机制管理软件，而Fedora、CentOS和SUSE主要为RPM包管理机制。
 
8.2　RPM的使用
 
RPM包管理机制最早是由Red Hat公司研制的，然后由开源社区维护，所以RPM包管理机制非常强大。本章主要介绍RPM如何安装、升级和卸载软件包。
 
RPM包管理机制可以把软件安装到指定的位置，安装前检查软件包的依赖、安装当前软件可能依赖的软件或需要的动态库，若检查不通过则会终止当前软件的安装。对于已经存在于操作系统中的软件，安装时RPM会检查当前的安装包是否和已经存在的软件相冲突，若发现冲突，则终止安装。
 
RPM包管理机制可以执行安装前的环境检查，安装完毕后会将此次软件安装的相关信息记录到数据库中，以便日后的升级、查询和卸载。自定义的脚本程序可以在安装时加以调用，支持安装前调用或安装后调用，从而大大丰富了RPM软件包管理的功能。
 
8.2.1　安装软件包
 
RPM提供了非常丰富的功能，RPM软件包是通过一定机制把二进制文件或其他文件打包在一起的单个文件。当使用RPM包进行安装时，通常是一个把二进制程序或其他文件复制到系统指定路径的过程。RPM包对应的管理命令为rpm，下面演示如何使用RPM安装软件。
 
使用SecureCRT时常见的操作是使用rz或sz命令进行文件的上传下载，对应的软件包为lrzsz-0.12.20-28.1.el6.x86_64.rpm，一般随附于Linux的发行版（软件版本可能有所不同），示例8-1演示了如何通过RPM包安装此软件。
 
【示例8-1】
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首先挂载光驱，找到指定的软件，通过rpm命令将软件安装到系统中。上述示例中的参数说明如表8.1所示。
 
 
 表8.1　rpm安装软件参数说明
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软件已经安装完毕，软件安装位置和安装文件列表的查看如示例8-2所示。
 
【示例8-2】
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上述示例演示了如何通过rpm命令查看软件的安装位置，参数说明如表8.2所示。
 
 
 表8.2　rpm查看软件参数说明
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如果软件包已经安装，但由于某些原因想重新安装，可以采用强制安装的方式，使用指定参数可以实现这个功能。
 
【示例8-2】续
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上述示例演示了如何强制更新已经安装的软件，如果安装软件时遇到互相依赖的软件包导致不能安装，可以使用nodeps参数先禁止检查软件包依赖以便完成软件的安装。
 
8.2.2　升级软件包
 
软件安装以后随着新功能的增加或BUG的修复，软件会持续更新，更新软件的方法如示例8-3所示。
 
【示例8-3】
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更新软件时常用的参数说明如表8.3所示。
 
 
 表8.3　更新软件rpm常用参数说明
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更新软件时如果遇到已有的配置文件，为保证新版本的运行，RPM包管理器会将该软件对应的配置文件重命名，然后安装新的配置文件，新旧文件的保存使得用户有更多选择。
 
8.2.3　查看已安装的软件包
 
系统安装完会默认安装一系列的软件，RPM包管理器提供了相应的命令查看已安装的安装包，如示例8-4所示。
 
【示例8-4】
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通过使用rpm命令指定特定的参数可以查看系统中安装的软件包。查看已安装的软件包参数说明如表8.4所示。
 
 
 表8.4　查看已安装的软件包参数
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8.2.4　卸载软件包
 
RPM包管理器提供了对对应参数的软件进行卸载，软件卸载方法如示例8-5所示。如果卸载的软件被别的软件依赖，则不能卸载，需要将对应的软件卸载后才能卸载当前软件。
 
【示例8-5】
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上述示例演示了如何查找并卸载lrzsz软件。不幸的是卸载glibc-devel软件时因存在相应的软件依赖而卸载失败，此时需要首先卸载依赖的软件包。卸载软件包的参数说明如表8.5所示。
 
 
 表8.5　卸载软件包参数说明
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8.2.5　查看一个文件属于哪个RPM包
 
RPM包管理机制存放了安装包的详细信息，该数据库由RPM负责维护和更新。想查看文件属于哪个安装包，可使用以下命令：
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8.2.6　获取RPM包的说明信息
 
RPM包管理机制存放了安装包的详细信息，如果要查看某个RPM包的说明信息，可以使用以下命令查看：
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8.3　从源代码安装软件
 
除了使用Linux的包管理机制进行软件的安装、更新和卸载之外，从源代码进行软件的安装也是非常常见的，开源软件提供了源代码包，开发者可以方便地通过源代码进行安装。从源码安装软件一般有软件配置、编译软件、软件安装3个步骤。
 
8.3.1　软件配置
 
在开始安装之前需要下载并解压源码包，通常源码包中会包含有README、README.txt和INSTALL等文件名的文件，首先第一步是阅读这些文件，了解相关说明和具体安装方法。接下来就可以进行软件配置等步骤了。
 
由于软件要依赖系统的底层库资源，软件配置的主要功能为检查当前系统软硬件环境，确定当前系统是否满足当前软件需要的软件资源。配置命令一般如下：
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其中--prefix用来指定安装路径，编译好的二进制文件和其他文件将被安装到此处。
 
不同的软件configure脚本都提供丰富的选项，在执行完成后，系统会根据执行的选项和系统的配置生成一个编译规则文件Makefile。要查看当前软件配置时支持哪些参数，可以使用./configure--help命令。
 
8.3.2　编译软件
 
在配置好编译选项后，系统已经生成了编译软件需要的Makefile，然后利用这些Makefile进行编译即可。编译软件执行make命令：
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执行make命令后make会根据Makefile文件来生成目标文件，如二进制程序等。
 
8.3.3　软件安装
 
编译完成后，执行make install命令来安装软件：
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一般情况下，安装完成后就可以使用安装的软件了，如果没有指定安装路径，一般的软件会被安装在/usr/local下面并创建对应的文件夹，部分软件二进制文件会被安装在/usr/bin或/usr/local/bin/目录下，对应的头文件会被安装到/usr/include，软件帮助文档会被安装到/usr/local/share目录下。
 
如果指定目录，则会在指定目录中创建相应的文件夹。安装软件完毕后使用该软件时需要使用绝对路径或对环境变量进行配置，也就是需要把当前软件二进制文件的目录加入到系统的环境变量PATH中。
 
Vim是一款优秀的文本编辑器，丰富扩展了vi编辑器的很多功能，被开发者广泛使用，同类型的编辑软件还有Emacs等。下面通过示例8-6演示如何通过源代码安装该软件。示例中同时包含了安装软件时遇到的问题及解决方法。
 
（1）首先查看系统中有无Vim，如果有先进行卸载，以免混淆。
 
【示例8-6】
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（2）经过上面的步骤后，确认系统中已经不存在Vim，下面进行Vim的安装。Vim最新版可以在http://www.vim.org/下载。
 
【示例8-6】续
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（3）经过上面的步骤后，Vim软件已经编译完成，下面继续Vim的安装。
 
【示例8-6】续
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（4）至此Vim软件安装完成。如需使用，可使用绝对路径或设置环境变量PATH。
 
【示例8-6】续
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以上示例演示了如何通过源代码安装指定的软件，安装过程经过软件配置、软件编译和软件安装等步骤。安装软件时如果指定了安装目录，则需要使用绝对路径或将该软件的二进制文件所在的目录加入到系统变量PATH路径中，以便在不使用绝对路径时仍然可以使用安装的软件。
 
8.4　普通用户如何安装常用软件
 
普通用户安装软件时可以使用--prefix指定路径，/usr/local一般属于root用户，普通用户无法写入，不过有两种方法解决。一种方法是将/usr/local设置成普通用户可以读写的权限，另一种是在该用户的主目录或有读写权限的目录下进行安装。安装过程如下：
 
 
 [image: ] 

 
 
 [image: ] 

 
上述示例演示了普通用户如何安装软件，首先确定当前用户有读写权限的目录，配置软件时-prefix选项用于指定软件安装的位置。经过编译和安装后软件已经安装完毕，可以使用绝对路径或设置环境变量PATH，以便使用新安装的软件。
 
8.5　Linux函数库
 
函数库是一个文件，它包含已经编译好的代码和数据，这些编译好的代码和数据可以供其他的程序调用。程序函数库可以使程序更加模块化，更容易重新编译，而且更方便升级。程序函数库可分为3种类型：静态函数库、共享函数库和动态加载函数库。
 
 
 •　静态函数库（static libraries）：在编译程序时如果指定了静态函数库文件，编译时会将这些静态函数库一起编译进最终的可执行文件中，这些库在程序执行前就加入到了目标程序中。
 
 •　共享函数库（shared libraries）：在程序启动时加载到程序中，可以被不同的程序共享。
 
 •　动态加载函数库（dynamically loaded libraries）：可以在程序运行的任何时候动态地加载。
 

 
一般静态函数库以.a作为文件的后缀。共享函数库中的函数是在当一个可执行程序启动时被加载，一般动态函数库文件的扩展名为.so。在Linux系统中，系统的静态函数库主要存放在/usr/lib目录下，而共享函数库文件主要存放在/lib和/usr/lib目录下。动态函数库一般都是共享函数库。通常静态函数库只有一个程序使用，而共享函数库会被许多程序使用。
 
在Linux系统中，如果一个函数库文件中的函数被某个文件调用，那么在执行使用了该函数库文件的程序时，必须要使执行程序能够找到函数库文件。系统通过两种方法来寻找函数库文件。
 
（1）通过缓存文件/etc/ld.so.cache。让系统在执行程序时可以从ld.so.cache文件中搜索到需要的库文件信息，需要经过以下步骤。
 
首先修改/etc/ld.so.conf文件，将该库文件所在的路径添加到文件中。
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然后执行ldconfig命令，让系统升级ld.so.cache文件。
 
（2）通过环境变量LD_LIBRARY_PATH。在上例中如果不想影响系统已有的配置，加载函数库也可以通过设置环境变量LD_LIBRARY_PATH来达到同样的效果，如下所示：
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如需查看程序使用了哪些动态库文件，可以使用ldd命令，如示例8-7所示。
 
【示例8-7】
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8.6　范例——从源码安装Web服务软件Nginx
 
Nginx和Apache是同类型的软件，支持高并发，为很多互联网网站和个人开发者提供高性能、稳定的Web服务。本节主要通过Nginx的安装掌握如何从源码安装软件，同时示例中演示了如何通过RPM包安装相关联的软件。
 
 
 注意
 
 Nginx是一款开源软件，其最新的版本可以在http://nginx.org/下载，本例使用的版本为nginx-1.2.9。
 

 
（1）下载源代码并上传到服务器，如示例8-8所示。
 
【示例8-8】
 
 
 [image: ] 

 
 
 [image: ] 

 
（2）进行Nginx源代码的配置。
 
【示例8-8】续
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由于安装系统时采用的是最小化安装，gcc等C/C++编译器还没有安装，因此需要安装gcc编译器，安装过程如下所示。
 
【示例8-8】续
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经过以上步骤，gcc安装完成，继续Nginx的配置。
 
【示例8-8】续
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不幸的是提示PCRE模块和zlib开发包不存在，在光盘里找到并安装，对应的软件包为pcre-devel-8.32-15.el7.x86_64.rpm和zlib-devel-1.2.3-29.el6.x86_64.rpm。
 
【示例8-8】续
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对应的依赖软件安装完毕后继续进行Nginx的配置阶段。
 
【示例8-8】续
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至此，没有其他错误的话，Nginx的配置阶段就完成了，经过此步操作，编译Nginx需要的Makefile已经生成。
 
（3）进行Nginx软件的编译，执行make即可，如下所示。
 
【示例8-8】续
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如果编译没有问题，就可以进行二进制软件和其他文件的安装。
 
【示例8-8】续
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至此Nginx的安装已经完成了，配置时没有添加-prefix参数，软件会安装在/usr/local下，启动Nginx并测试。
 
【示例8-8】续
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 注意
 
 此例主要演示Nginx软件的安装，通过源码安装了解如何通过源代码安装常用软件，如需了解Nginx如何配置等，请参阅其他资料或书籍。
 

 
8.7　小结
 
软件的安装、升级和卸载是使用Linux操作系统时最常见的操作。本章介绍了RPM（Redhat Package Manager）和DPKG（Debian Package）两种包管理机制。包管理机制在方便用户操作的同时，也让Linux的使用更加便捷。本章还介绍了函数库的基本知识，读者在这里有一个大概的了解即可。
 
8.8　习题
 
一、填空题
 
1．随着Linux的发展，目前形成了两种包管理机制： _____________和_____________。
 
2．普通用户安装常用软件有两种方法，一种是_________________；另一种是______________。
 
3．从源码安装软件一般经过_________、_________和_________3个步骤。
 
二、选择题
 
以下（　　）不是程序函数库？
 
A．静态函数库
 
B．静态加载函数库
 
C．动态加载函数库
 
D．共享函数库
第9章　系统启动控制与进程管理
 
 
 Linux系统是如何启动的？如果出现故障，应该在什么模式下修复？Linux启动的同时会启动哪些服务？Linux进程该如何管理？本章就来回答这一系列的问题。
 
 本章首先介绍Linux的引导过程，介绍Linux运行级别、启动过程和服务控制，然后介绍进程管理的相关知识，并对进程管理常见的问题给出参考解答。
 

 
本章主要涉及的知识点有：
 
 
 •　Linux的运行级别
 
 •　Linux的启动过程
 
 •　Linux系统服务控制
 
 •　Linux下的进程管理
 

 
本章最后的示例演示如何通过Shell脚本进行进程监控。
 
9.1　启动管理
 
Linux启动过程是如何引导的？系统服务如何设置？要深入了解Linux，首先必须能回答这两个问题。本节主要介绍Linux启动的相关知识。
 
9.1.1　Linux系统的启动过程
 
RHEL 7在革新使用systemd之后，启动过程与之前的Sys V相比更加并行化了。具体的启动过程如下。
 
步骤01　开机自检。
 
步骤02　从硬盘的MBR中读取引导程序GRUB。
 
步骤03　引导程序根据配置文件显示引导菜单。
 
步骤04　如果选择进入Linux系统，此时引导程序加载Linux内核文件。
 
步骤05　当内核全部载入内存后，GRUB的任务完成，此时全部控制权限交给Linux，CPU开始执行Linux内核代码，如初始化任务调度、分配内存、加载驱动等。
 
步骤06　内核代码执行完后，开始执行Linux系统的第一个进程——systemd进程，进程号为1。
 
步骤07　接下来的工作由systemd进程来完成。systemd使用“target”来处理引导以及服务管理过程，“target”主要是用来分组不同的引导单元及同步进程，系统中的target位于目录/usr/lib/systemd/system中。systemd首先执行的目标是default.target，default.target是一个指向运行级别的链接。如此系统就会进入一个默认的运行级别。
 
步骤08　接下来，systemd会启动multi-user.target，这个target主要是用来启动完全多用户模式的，其相应的子单元位于/usr/lib/systemd/system/multi-user.target.wants目录中。许多服务都会在此阶段被启动，如防火墙，系统会话等。
 
步骤09　该阶段控制权会交给basic.target，basic.target会启动如音频、dmesg等服务，完成后会将工作交给sysinit.target。
 
步骤10　sysinit.target主要用来处理系统挂载，交换分区等，完成后会将工作交给local-fs.target。
 
步骤11　local-fs.target用来处理收尾工作，如处理/etc/fstab中的挂载等。
 
当系统首次引导时，处理器会执行一个位于已知位置处的代码，一般保存在基本输入/输出系统BIOS中。当找到一个引导设备之后，第一阶段的引导加载程序就被装入RAM并执行。这个引导加载程序在大小上小于512字节（一个扇区），它是加载第二阶段的引导加载程序。
 
当第二阶段的引导加载程序被装入RAM并执行时，通常会显示一个引导屏幕，并将Linux和一个可选的初始RAM磁盘（临时根文件系统）加载到内存中。在加载映像时，第二阶段的引导加载程序就会将控制权交给内核映像，然后内核就可以进行解压和初始化。在这个阶段中，第二个阶段的引导加载程序会检测系统硬件、枚举系统链接的硬件设备、挂载根设备，然后加载必要的内核模块。完成这些操作之后启动第一个程序systemd，并执行高级系统初始化工作。通过以上过程系统完成引导，等待用户登录。
 
9.1.2　Linux运行级别
 
Linux系统不同的运行级别可以启动不同的服务。Linux系统共有7个运行级别，通常用数字0～6来表示，在新引入的systemd中也用7个目标来表示。同时systemd还额外引入了一个新的目标紧急模式，当系统连救援模式也无法进入时，可尝试使用紧急模式。各个运行级别的定义如表9.1所示。
 
 
 表9.1　Linux运行级别说明
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除以上运行级别和目标外，RHEL 7提供的紧急模式的目标为emergency.target。标准的Linux运行级别为3或5，如果是3的话，系统工作在多用户状态，5级则是运行着桌面环境。
 
要查看当前用户所处的运行级别可以使用runlevel命令，如示例9-1所示。
 
【示例9-1】
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其中N代表上次所处的运行级别，3代表当前系统正运行在运行级别3。由于系统开机就进入运行级别3，因此上一次的运行级别没有，用N表示。要切换到其他运行级别，可使用init命令，例如现在运行在级别3，即多用户文本登录界面，若要进入图形登录界面，则需进入级别5，可以执行命令“init 5”，若要重新启动系统，可以执行命令“init 6”。
 
另外，如果需要进入紧急模式，可以使用命令systemctl rescue。
 
9.1.3　服务单元控制
 
RHEL 7使用systemd替换了Sys V，其中最大的改变是控制服务的方式产生了变化。本小节将介绍如何在systemd中控制服务。
 
在控制服务之前需要注意的是，在systemd中通常将服务称为“单元”。systemd单元中包含服务、挂载点、系统设备等，这些都称为单元。查看系统中的单元，如示例9-2所示。
 
【示例9-2】
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单元名结尾的扩展名标识了单元的类型，扩展名和对应的类型如表9.2所示。
 
 
 表9.2　扩展与单元类型
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对服务单元的控制通常有激活单元（相当于启动服务）、停止单元、重启单元及重新读取配置等，这些控制操作如示例9-3所示。
 
【示例9-3】
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在生产环境中，通常需要让服务在系统启动时也跟随系统一起启动，以便系统启动后能提供服务。设置系统服务自动激活如示例9-4所示。
 
示例【9-4】
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除了以上这些变化外，关机等操作也由systemd来执行，可以使用示例9-5中的命令实现关机、重启等操作。
 
【示例9-5】
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与Sys V中的服务相似，systemd中的服务也是由文件控制的，不同的是systemd中使用的是单元配置文件而不是脚本。此处我们以httpd服务的单元配置文件为例简要说明其结构，内容如示例9-6所示。
 
【示例9-6】
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以上是单元配置文件的示例，通常单元的配置文件会放在/usr/lib/systemd/system/（主要存放软件包安装的单元）和/etc/systemd/system/（主要存放由系统管理员安装的与系统密切相关的单元）目录中。如果需要添加单元配置文件只需要将配置文件放到相应的目录中，然后执行命令“systemctl daemon-reload”就可以了。关于单元的更多详细信息可以使用“man 5 systemd.service”和“man systemd”命令参考手册了解。
 
9.2　Linux进程管理
 
进程是系统分配资源的基本单位，当程序执行后，进程便会产生。本节主要介绍进程管理的相关知识。
 
9.2.1　进程的概念
 
程序是为了完成某种任务而设计的软件，比如Apache相关的二进制文件是程序，而进程就是运行中的程序。一个运行着的程序，可能有多个进程，比如当管理员启动Apache服务器后，随着访问量的增加会派生不同的进程以便处理请求。
 
1．进程分类
 
进程一般分为交互进程、批处理进程和守护进程3类。
 
守护进程一般在后台运行，可以由系统在开机时通过脚本自动激活启动或由超级管理用户root来启动；也可以通过命令将要启动的程序放到后台执行。
 
由于守护进程是一直运行着的，一般所处的状态是等待请求处理任务，例如不管是否有人访问www.linux.com，该服务器上的httpd服务都在运行。
 
2．进程的属性
 
系统在管理进程时，按照进程的如下属性来进行管理。
 
 
 •　进程ID（PID）：是唯一的数值，用来区分进程。
 
 •　父进程和父进程的ID（PPID）。
 
 •　启动进程的用户ID（UID）和所归属的组（GID）。
 
 •　进程状态：状态分为运行R、休眠S、僵尸Z。
 
 •　进程执行的优先级，进程所连接的终端名。
 
 •　进程资源占用：比如占用资源大小（内存、CPU占用量）。
 

 
3．父进程和子进程
 
两者的关系是管理和被管理的关系，当父进程终止时，子进程也随之终止。但子进程终止，父进程并不一定终止，比如httpd服务器运行时，子进程如果被杀掉，父进程并不会因为子进程的终止而终止。在进程管理中，如果某一进程占用资源过多，或无法控制某一进程时，该进程应该被杀死，以保护系统的稳定安全运行。
 
9.2.2　进程管理工具与常用命令
 
进程管理工具主要进行进程的启动、监视和结束，要监视系统的运行并查看系统的进程状态，可以使用ps、top、tree等工具。本节主要介绍一些进程管理常用的管理工具和命令。
 
1．进程监视ps
 
ps提供了对进程的一次性查看，所提供的查看结果并不是动态连续的；如果想监视进程的实时变化，可以使用top命令。ps命令支持丰富的参数，其常用的参数如表9.3所示。
 
 
 表9.3　ps命令常用参数说明
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如果要按照用户名和启动时间顺序显示进程并且要显示所有用户的进程和后台进程，可以执行ps aux，使用方式如示例9-7所示。
 
【示例9-7】
 
 
 [image: ] 
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第一行结果中，每列的含义如表9.4所示。
 
 
 表9.4　ps命令常用参数说明
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其中STAT表示进程，如进程终止、死掉或成为僵尸进程。进程常见状态说明如表9.5所示。
 
 
 表9.5　进程常见状态说明
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2．系统状态监视命令top
 
使用ps命令只能看到某时刻的进程状态，如果要监视系统的实时状态，可以使用top命令，top命令的输出结果如示例9-8所示。
 
【示例9-8】
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上述示例包含较多的信息，主要部分说明如下。
 
（1）当前系统时间是10:07:44，系统刚启动了33分，目前登录到系统中的用户有1个。load average后面的3个值分别代表：最近1分钟、5分钟、15分钟的系统负载值。此部分值可参考CPU的个数，如果超过CPU个数的两倍以上说明系统高负载，需立即处理，小于CPU的个数表示系统负载不高，服务器处于正常状态。
 
（2）Tasks部分表示：有429个进程在内存中，其中2个正在运行，427个正在睡眠，0个进程处于停止状态，0个进程处于僵尸状态。
 
（3）CPU部分依次表示如下。
 
 
 •　%us（user）：用在用户态程序上的时间。
 
 •　%sy（sys）：用在内核态程序上的时间。
 
 •　%ni（nice）：用在nice优先级调整过的用户态程序上的时间。
 
 •　%id（idle）：CPU空闲时间。
 
 •　%wa（iowait）：CPU等待系统IO的时间。
 
 •　%hi：CPU处理硬件中断的时间。
 
 •　%si：CPU处理软件中断的时间。
 
 •　%st（steal）：用于有虚拟CPU的情况，用来指示被虚拟机偷掉的CPU时间。
 

 
通常idle值可以反映一个系统CPU的闲忙程度。另外，如果用户态进程的CPU百分比持续为95%以上，说明应用程序需要优化。
 
（4）Mem部分表示：总内存、已经使用的内存、空闲的内存、用于缓存文件系统的内存。
 
（5）Swap部分表示：交换空间总大小、使用的交换内存空间、空闲的交换空间、用于缓存文件内容的交换空间。
 
 
 注意
 
 “187232 used”并不是表示应用程序实际占用的内存，应用程序实际占用的内存可以使用下列公式计算：MemTotal-MemFree-Buffers-Cached。对应本示例为1001332-419236-394864 =187232KB，应用程序实际占用的内存为187232KB。
 

 
默认情况下，top命令每隔5秒钟刷新一次数据。top命令常用的参数如表9.6所示，更多参数信息可以参考系统帮助。
 
 
 表9.6　top命令常用参数说明
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以上为终端执行top命令可以接收的参数，使用方法如示例9-9所示。
 
【示例9-9】
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top在运行时可以接收一定的命令参数，比如按某列排序、查看某一用户的进程等，可以方便用户的调试，常见的命令参数如表9.7所示。
 
 
 表9.7　常见的可接收命令参数
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3．进程的启动
 
Linux的进程分为前台进程和后台进程，前台进程会占用终端窗口，而后台进程不会占用终端窗口。要启动一个前台进程，只需要在命令行输入启动进程的命令即可，要让一个程序在后台运行，只需要在启动进程时，在命令后加上“&”符号即可，如下所示：
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进程可以在前后台之间进行切换，要将一个前台进程切换到后到执行，可首先按Ctrl+Z键，让正在前台执行的进程暂停，然后用jobs获取当前的后台作业号，通过命令“bg作业号”将进程放入后台执行，如示例9-10所示。
 
【示例9-10】
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如要将一个进程从后台调到前台执行，可以使用示例9-11的方法。
 
【示例9-11】
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4．进程终止kill或killall
 
如要终止一个进程或终止一个正在运行的程序，可以通过kill或killall完成。如果进程挂死或系统负载较高时需要杀死异常的进程。需要注意的是，使用这些工具在强行终止正在运行的程序尤其是数据库程序时，会使程序来不及完成正常的工作，可能会引起数据丢失。kill的用法为：kill ［信号代码］进程ID。信号代码可以省略；常用的信号代码是-9，表示强制终止。kill一般和ps命令结合使用，如示例9-12所示。
 
【示例9-12】
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如果进程存在父进程，且直接杀死父进程，则子进程会一起被杀死，如果只杀死子进程，则父进程仍然会运行，如示例9-13所示。
 
【示例9-13】
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5．进程的优先级
 
在Linux操作系统中，各个进程都使用资源，比如CPU和内存是竞争的关系，这个竞争关系可通过一个数值人为地改变，如进程优先级较高，可以分配更多的时间片。优先级通过数字确认，负值或0表示高优先级，拥有优先占用系统资源的权利。优先级的数值为-20～19，对应的命令为nice和renice。
 
nice可以在创建进程时指定进程的优先级，进程优先级的值是父进程Shell优先级的值与所指定优先级的相加和，因此使用nice设置程序的优先级时，所指定数值是一个增量，并不是优先级的绝对值。
 
在启动一个进程时，其默认的优先级值为0，可以通过nice命令来指定程序启动时的优先级，也可以通过renice来改变正在执行的进程的优先级，如示例9-14所示。
 
【示例9-14】
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9.3　系统运维常见操作
 
系统管理员在进行系统管理时，会使用一些小技巧提高工作效率，本节就介绍这些技巧。
 
9.3.1　更改Linux的默认运行级别
 
当操作系统安装完成后，安装程序会按安装的定制选项为操作系统设置默认的运行级别，通常安装有桌面时会设置为运行级别5，作为服务器运行时设置为3。通过命令systemctl可以修改默认的运行级别：
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如果修改成3，修改后保存重启，系统就默认启动到字符界面。不管在何种运行级别，用户都可用init命令来切换到其他运行级别。
 
9.3.2　更改sshd默认端口22
 
系统安装完毕后，ssh端口一般为22，由于是通用定义的端口，若服务器上有外网服务开放，则可能存在风险，通过以下步骤可更改ssh的默认端口。
 
首先修改ssh的配置文件：
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如果更改端口后不能登录，可能是防火墙设置原因，可执行“systemctl stop firewalld”关闭防火墙。
 
为防止在修改配置的过程中出现掉线、断网、误操作等未知情况，导致机器不能登录，可以同时指定监听两个端口，还能通过另外一个端口连接上去调试。
 
9.3.3　查看某一个用户的所有进程
 
如需查看某个用户的所有进程，可使用两种方法。一种是通过管道用grep命令查找，另外一种是使用ps命令提供的功能，如下所示：
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9.3.4　确定占用内存比较高的程序
 
机器内存的占用情况可以通过top命令查看，通过对比swap内存空间的占用大小确认系统是否正常，如果swap内存占用较高，此时需要进行优化，首先需要确认占用内存较高的业务进程，方法如下所示。
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9.3.5　终止进程
 
如果要终止一个进程或终止一个正在运行的程序，可以通过kill或killall来完成。如果进程挂死，或系统负载较高时需要杀死异常的进程。需要注意使用这些工具在如强行终止正在运行的程序尤其是数据库程序时，会使程序来不及完成正常的工作，数据库可能会引起数据丢失。常用的信号如下所示。
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其中SIGKILL和SIGSTOP信号不能被捕捉或忽略，其他信号可以，以上两个命令信号默认为15。
 
9.3.6　终止属于某一个用户的所有进程
 
如要终止某一个用户的全部进程，可使用如下的命令：
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9.3.7　根据端口号查找对应进程
 
如果需要根据端口号查找对应进程，可以使用losf命令，关于lsof的更多信息可查看系统帮助。
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9.4　范例——进程监控
 
本节主要通过rysnc进程的监控演示进程管理的相关知识，主要代码如示例9-15所示。
 
【示例9-15】
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如果系统中不存在rsync，可以使用以下方法安装，如示例9-16所示。
 
【示例9-16】
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9.5　小结
 
Linux和Windows一样，也支持多个操作系统并存的情况，这主要通过GRUB管理器实现。本章重点讲解了Linux的启动过程。作为系统管理员，如果连Linux的启动过程都不清楚，可能会贻笑大方。还介绍了进程，读者应该了解什么是进程以及如何查看进程、监控进程和终止进程。
 
9.6　习题
 
一、填空题
 
1．Linux系统共有______个运行级别，分别用数字____________来表示。
 
2．标准的Linux运行级为3或5，如果是3的话，则系统工作在____________状态。5级则是运行着____________系统。
 
3．进程一般分为___________________、___________________和___________________3类。
 
二、选择题
 
关于进程描述错误的是（　　）。
 
A．进程是系统分配资源的基本单位，当程序执行后，进程便会产生。
 
B．当父进程终止时，子进程也随之而终止。
 
C．要监视系统的运行并查看系统的进程状态，可以使用ps、top、tree等工具。
 
D．一个运行着的程序只可能有一个进程。
第10章　Linux网络管理
 
 
 Linux系统在服务器市场占有很大的份额，尤其在互联网时代，要使用计算机就离不开网络。本章将讲解Linux系统的网络配置。在开始配置网络之前，需要了解一些基本的网络原理。
 

 
本章涉及的主要知识点有：
 
 
 •　网络管理协议
 
 •　常用的网络管理命令
 
 •　Linux的网络配置方法
 
 •　高级网络管理工具
 
 •　动态主机配置协议DHCP
 
 •　域名系统DNS
 

 
本章最后两个示例演示了如何监控Linux系统中的网卡流量和如何使用防火墙阻止异常请求。
 
10.1　网络管理协议
 
要了解Linux的配置，首先需要了解相关的网络管理，本节主要介绍和网络配置密切相关的TCP/IP协议、UDP协议和ICMP协议。
 
10.1.1　TCP/IP协议简介
 
计算机网络是由地理上分散的、具有独立功能的多台计算机通过通信设备和线路互相连接起来，在配有相应的网络软件的情况下，实现计算机之间通信和资源共享的系统。计算机网络按其所跨越的地理范围可分为局域网LAN（Local Area Network）和广域网WAN（Wide Area Network）。在整个计算机网络通信中，使用最为广泛的通信协议便是TCP/IP协议，它是网络互联事实上的标准协议，每个接入互联网的计算机如果进行信息传输必然使用该协议。TCP/IP协议主要包含传输控制协议（Transmission Control Protocol，TCP）和网际协议（Internet Protocol，IP）。
 
1．OSI参考模型
 
计算机网络可实现计算机之间的通信，任何双方要成功地进行通信，必须遵守一定的信息交换规则和约定，在所有的网络中，每一层的目的都是向上一层提供一定的服务，同时利用下一层所提供的功能。TCP/IP协议体系在和OSI协议体系的竞争中取得了决定性的胜利，得到了广泛的认可，成为了事实上的网络协议体系标准。Linux系统也是采用TCP/IP体系结构进行网络通信。TCP/IP协议体系和OSI参考模型一样，也是一种分层结构，由基于硬件层次上的4个概念性层次构成，即网络接口层、互联网层、传输层和应用层。OSI参考模型与TCP/IP对比如图10.1所示。
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 图10.1　OSI参考模型与TCP/IP协议对比
 

 
网络接口层主要为上层提供服务，完成链路控制等功能，网际互联层主要解决主机到主机之间的通信问题，其主要协议有：网际协议（IP）、地址解析协议（ARP）、反向地址解析协议（RARP）和互联网控制报文协议（ICMP）。传输层为应用层提供端到端的通信功能，同时提供流量控制，确保数据完整和正确。TCP协议位于该层，提供一种可靠的、面向连接的数据传输服务；于此对应的是UDP协议，提供不可靠的、无连接的数据报传输服务。应用层对应于OSI参考模型中的上面3层，为用户提供所需要的各种应用服务，如FTP、Telnet、DNS、SMTP等。
 
TCP/IP协议体系及其实现中有很多概念和术语，为方便理解，本节集中介绍一些最常用的概念与术语。
 
2．包（packet）
 
包（packet）是网络上传输的数据片段，也称分组，同时称为IP数据报。用户数据按照规定划分为大小适中的若干组，每个组加上包头构成一个包，这个过程称为封装。网络上使用包为单位传输。包是一种统称，在不同的层次，包有不同的名字，如TCP/IP称作帧，而IP层称为IP数据报，TCP层称为TCP报文等。图10.2是IP数据报格式。
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 图10.2　IP数据报格式
 

 
3．网络字节顺序
 
由于不同体系结构的计算机存储数据的格式和顺序都不一样，要使用互联网互联必须定义一个数据的表示标准。如一台计算机发送一个32位的整数至另外一台计算机，由于机器上存储整数的字节顺序可能不一样，按照源计算机的格式发送到目的主机可能会改变数字的值。TCP/IP协议定义了一种所有机器在互联网分组的二进制字段中必须使用的网络标准字节顺序（network standard byte order），于此对应的是主机字节顺序，主机字节顺序是和各个主机密切相关的。传输时需要遵循以下转换规则：主机字节顺序→网络字节顺序→主机字节顺序。即发送方将主机字节顺序的整数转换为网络字节顺序然后发送出去，接收方收到数据后将网络字节顺序的整数转换为自己的主机字节顺序然后处理。
 
4．地址解析协议ARP
 
TCP/IP网络使用IP地址寻址，IP包在IP层实现路由选择。但是IP包在数据链路层的传输却需要知道设备的物理地址（通常称为MAC地址，也是网卡的硬件地址），因此需要一种IP地址到物理地址的转换协议。TCP/IP协议栈使用一种动态绑定技术，来实现一种维护起来既高效又容易的机制，这就是地址解析协议ARP。
 
ARP协议是在以太网这种有广播能力的网络中解决地址转换问题的方法。这种办法允许在不重新编译代码、不需维护一个集中式数据库的情况下，在网络中动态增加新机器。其原理简单描述为：当主机A想转换某一IP地址时，通过向网络中广播一个专门的报文分组，要求具有该IP地址机以其物理地址做出应答，当所有主机都收到这个请求，但是只有符合条件的主机才辨认该IP地址，同时发回一个应答，应答中包含其物理地址，主机A收到应答时便知道该IP地址对应的物理硬件地址，并使用这个地址直接把数据分组发送出去。
 
10.1.2　UDP与ICMP协议简介
 
UDP（User Datagram Protocol）是一种无连接的传输层协议，主要用于不要求分组顺序到达的传输，分组传输顺序的检查与排序由应用层完成，提供面向事务的简单不可靠信息传送服务。由于其不提供数据包分组、组装和不能对数据包进行排序的缺点，当报文发送之后，是无法得知其是否安全完整到达的，同时流量不易控制，如果网络质量较差，则UDP协议数据包丢失会比较严重。但UDP协议具有资源消耗小、处理速度快的优点。
 
ICMP是Internet Control Message Protocol（Internet控制报文协议）的缩写。它属于TCP/IP协议族的一个子协议，用于在IP主机、路由器之间传递控制消息。控制消息是指网络通不通、主机是否可达、路由是否可用等网络本身的消息。如经常使用的用于检查网络通不通的ping命令，ping的过程实际上就是ICMP协议工作的过程。ICMP唯一的功能是报告问题而不是纠正错误，纠正错误的任务由发送方完成。
 
10.2　网络管理命令
 
在进行网络配置之前首先需要了解网络管理命令的用法，本节主要介绍网络管理中常用的命令。
 
10.2.1　检查网络是否通畅或网络连接速度ping
 
ping命令常常用来测试目标主机或域名是否可达，通过发送ICMP数据包到网络主机，显示响应情况，并根据输出信息来确定目标主机或域名是否可达。ping的结果通常情况下是可信的，由于有些服务器可以设置禁止ping，从而使ping的结果并不是完全可信。ping命令常用的参数说明如表10.1所示。
 
 
 表10.1　ping命令常用参数说明
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Linux下的ping命令不会自动终止，需要按Ctrl+C键终止或用参数-c指定要求完成的回应次数。
 
ping命令常见的用法如示例10-1所示。
 
【示例10-1】
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除以上示例之外，ping的各个参数还可以结合使用，读者可上机加以练习。
 
10.2.2　配置网络或显示当前网络接口状态ifconfig
 
ifconfig命令可以用于查看、配置、启用或禁用指定网络接口，如配置网卡的IP地址、掩码、广播地址、网关等，Windows中类似的命令为ipconfig。语法如下：
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其中interface是网络接口名，address是分配给指定接口的主机名或IP地址。-net和-host参数分别告诉ifconfig将这个地址作为网络号或是主机地址。lo为本地环回接口，IP地址固定为127.0.0.1，子网掩码8位，表示本机。virbr0是一个虚拟桥接网络，主要用于虚拟主机。ifconfig常见使用方法如示例10-2所示。
 
【示例10-2】
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说明如下。
 
 
 •　第1行：表示连接状态，UP表示此网络接口为启用状态，RUNNING表示网卡设备已连接，MULTICAST表示支持组播。MTU为数据包最大传输单元。
 
 •　第2行：IPv4地址信息，依次为IP地址，子网掩码，广播地址。
 
 •　第3行：IPv6地址信息。
 
 •　第4行：网卡的硬件地址（MAC地址），Ethernet表示连接类型为以太网。
 
 •　第5行：接收数据包情况统计，如接收包的数量、大小。
 
 •　第6行：接收数据包的异常情况统计，如错误包数量、丢弃包数量等。
 
 •　第7行：发送数据包情况统计，如发送包的数量、大小。
 
 •　第8行：发送数据包的异常情况统计，如错误包数量、丢弃包数量等，collisions表示发送冲突次数。
 

 
设置IP地址可使用以下命令：
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设置完后使用ifconifg命令查看，可以看到两个网卡信息，即eno16777736和eno16777736:5。如果继续设置其他IP，可以使用类似的方法，如示例10-3所示。
 
【示例10-3】
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除以上功能之外，ifconfig还可以设置网卡的MTU。以上设置会在重启后丢失，如需重启后依然生效，可以通过设置网络接口文件永久生效。更多使用方法可以参考系统帮助man ifconfig。
 
10.2.3　显示添加或修改路由表route
 
route命令用于查看或编辑计算机的IP路由表。route命令的语法如下：
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参数说明如下：
 
 
 •　command指定想要进行的操作，如add、change、delete、print。
 
 •　destination指定该路由的网络目标。
 
 •　mask netmask指定与网络目标相关的子网掩码。
 
 •　gateway为网关。
 
 •　metric为路由指定一个整数成本指标，当在路由表的多个路由中进行选择时可以使用。
 
 •　dev if为可以访问目标的网络接口指定接口索引。
 

 
route使用方法如示例10-4所示。
 
【示例10-4】
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10.2.4　复制文件至其他系统scp
 
如果本地主机需要和远程主机进行数据迁移或文件传送，可以使用ftp或搭建Web服务，另外可选的方法有scp或rsync。scp可以将本地文件传送到远程主机或从远程主机拉取文件到本地，其一般语法如下所示。注意由于各个发行版不同，scp语法也不尽相同，具体使用方法可查看系统帮助。
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scp命令执行成功返回0，失败或有异常时返回非0的值，常用参数说明参见表10.2。
 
 
 表10.2　scp命令常用参数说明
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scp命令的使用方法如示例10-5所示。
 
【示例10-5】
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10.2.5　复制文件至其他系统rsync
 
rsync是Linux系统下常用的数据镜像备份工具，用于在不同的主机之间同步文件。除了单个文件之外，rsync还可以镜像保存整个目录树和文件系统，可以增量同步，并保持文件原来的属性，如权限、时间戳等。Rsync在数据传输过程中是加密的，保证了数据的安全性。rsync命令语法如下：
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OPTION可以指定某些选项，如压缩传输、是否递归传输等，SRC为本地目录或文件，USER和HOST表示可以登录远程服务的用户名和主机，DEST表示远程路径。rsync常用参数如表10.3所示，由于参数众多，这里只列出某些有代表性的参数。
 
 
 表10.3　rsync命令常用参数说明
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（续表）
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rsync命令的使用方法如示例10-6所示。
 
【示例10-6】
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 [image: ] 

 
rsync还具有增量传输的功能，可以利用此特性进行文件的增量备份。通过rsync可以解决对实时性要求不高的数据备份需求。随着文件的增多，rsync做数据同步时，需要扫描所有文件后进行对比，然后进行差量传输。如果文件很多，扫描文件是非常耗时的，使用rsync反而比较低效。
 
10.2.6　显示网络连接、路由表或接口状态netstat
 
netstat命令用于监控系统网络配置和工作状况，可以显示内核路由表、活动的网络状态以及每个网络接口的有用的统计数字。常用的参数如表10.4所示。
 
 
 表10.4　netstat命令常用参数说明
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netstat命令的常见使用方法如示例10-7所示。
 
【示例10-7】
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10.2.7　探测至目的地址的路由信息traceroute
 
traceroute跟踪数据包到达网络主机所经过的路由，原理是试图以最小的TTL发出探测包来跟踪数据包到达目标主机所经过的网关，然后监听一个来自网关ICMP的应答。其使用语法下：
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traceroute命令的常用参数如表10.5所示。
 
 
 表10.5　traceroute命令常用参数说明
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traceroute常用操作如示例10-8所示。
 
【示例10-8】
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以上示例每行记录对应一跳，每跳表示一个网关，每行有3个时间，单位是ms，如果域名不通或主机不通可根据显示的网关信息定位。星号表示ICMP信息没有返回，以上示例访问www.mysql.com不通，数据包到达某一节点时没有返回，可以将此结果提交IDC运营商，以便解决问题。
 
traceroute实际上是通过给目标机的一个非法UDP端口号发送一系列UDP数据包来工作的。使用默认设置时，本地机给每个路由器发送3个数据包，最多可经过30个路由器。如果已经经过了30个路由器，但还未到达目标机，那么traceroute将终止。每个数据包都对应一个Max_ttl值，同一跳步的数据包，该值一样，不同跳步的数据包的值从1开始，每经过一个跳步值加1。当本地机发出的数据包到达路由器时，路由器就响应一个ICMPTimeExceed消息，于是traceroute就显示出当前跳步数、路由器的IP地址或名字以及3个数据包分别对应的周转时间（以ms为单位）。如果本地机在指定的时间内未收到响应包，那么在数据包的周转时间栏就显示出一个星号。当一个跳步结束时，本地机根据当前路由器的路由信息，给下一个路由器又发出3个数据包，周而复始，直到收到一个ICMPPORT_UNREACHABLE的消息，意味着已到达目标机，或已达到指定的最大跳步数。
 
10.2.8　测试、登录或控制远程主机telnet
 
telnet命令通常用来进行远程登录。telnet程序是基于TELNET协议的远程登录客户端程序。TELNET协议是TCP/IP协议族中的一员，是Internet远程登录服务的标准协议和主要方式，为用户提供了在本地计算机上完成远程主机工作的能力。在客户端可以使用telnet程序输入命令，可以在本地控制服务器。由于telnet采用明文传送报文，安全性较差。telnet可以确定远程服务端口的状态，以便确认服务是否正常。telnet常用使用方法如示例10-9所示。
 
【示例10-9】
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可以发现如果端口能正常telnet登录，则表示远程服务正常。除确认远程服务是否正常之外，对于提供开放telnet功能的服务，使用telnet可以登录远程端口，输入合法的用户名和口令后，就可以进行其他工作了。更多的使用帮助可以查看系统帮助。
 
10.2.9　下载网络文件wget
 
wget类似于Windows中的下载工具，大多数Linux发行版本都默认包含此工具。其用法比较简单，如要下载某个文件，可以使用以下命令：
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wget常用参数说明如表10.6所示。
 
 
 表10.6　wget命令常用参数说明
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wget具有强大的功能，比如断点续传，可同时支持FTP或HTTP协议下载，并可以设置代理服务器。其常用方法如示例10-10所示。
 
【示例10-10】
 
 
 [image: ] 
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wget的其他用法可参考系统帮助，其功能可慢慢探索。
 
10.3　Linux网络配置
 
Linux系统在服务器中占用较大份额，要使用计算首先要了解网络配置，本节主要介绍Linux系统的网络配置。
 
10.3.1　Linux网络相关配置文件
 
Linux网络配置相关的文件根据不同的发行版目录名称有所不同，但大同小异，主要有以下目录或文件。
 
 
 •　/etc/hostname：主要用于修改主机名称。
 
 •　/etc/sysconfig/network-scrips/ifcfg-*：是设置网卡参数的文件，比如IP地址、子网掩码、广播地址、网关等。*为网卡编号或环回网卡。
 
 •　/etc/resolv.conf：此文件设置了DNS的相关信息，用于将域名解析到IP。
 
 •　/etc/hosts：计算机的IP对应的主机名称或域名对应的IP地址，通过设置/etc/nsswitch.conf中的选项可以选择是DNS解析优先还是本地设置优先。
 
 •　/etc/nsswitch.conf（Name Service Switch Configuration，名字服务切换配置）：规定通过哪些途径，以及按照什么顺序来查找特定类型的信息。
 

 
10.3.2　配置Linux系统的IP地址
 
要设置主机的IP地址，可以直接通过终端命令设置，如果想设置在系统重启后依然生效，可以通过设置对应的网络接口文件，如示例10-11所示。
 
【示例10-11】
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每个字段的含义如表10.7所示。
 
 
 表10.7　网卡设置参数说明
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需要特别注意的是，由于使用了NetworkManager的缘故，上面这些字段在不同的情况下含义会发生改变，详细可以参考命令man 5 nm-settings-ifcfg-rh中的说明。
 
设置完ifcfg-eno16777736文件后，需要重启网络服务才能生效，重启后可使用ifconfig查看设置是否生效：
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同一个网络接口可以设置多个IP地址时，可以使用子接口，如示例10-12所示。
 
【示例10-12】
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如需服务器重启后依然生效，可以将子接口命令加入/etc/rc.local文件中。
 
10.3.3　设置主机名
 
主机名是识别某个计算机在网络中的标识，可以使用hostname命令设置主机名。在单机情况下主机名可任意设置，如以下命令，重新登录后发现主机名已经改变。
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如果要修改重启后依然生效，可以修改/etc/shostname文件中添加主机名称并重新启动系统，如示例10-13所示。
 
【示例10-13】
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修改完主机名称后，还应该相应的修改hosts文件，以便让主机能顺利解析到该主机名。如示例10-14所示。
 
【示例10-14】
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10.3.4　设置默认网关
 
设置好IP地址以后，如果要访问其他的子网或Internet，用户还需要设置路由，在此不做介绍，这里采用设置默认网关的方法。在Linux中，设置默认网关有两种方法。
 
（1）第1种方法就是直接使用route命令，在设置默认网关之前，先用route –n命令查看路由表。执行如下命令设置网关：
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（2）第2种方法是在/etc/sysconfig/network文件中添加如下字段：
 
 
 [image: ] 

 
同样，只要更改了脚本文件，必须重启网络服务来使设置生效，可执行下面的命令：
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对于第1种方法，如果不想每次开机都执行route命令，则应该把要执行的命令写入/etc/rc.local文件中。
 
10.3.5　设置DNS服务器
 
要设置DNS服务器，通常有两个方法，第一个方法是在接口配置文件中使用DNS1和DNS2指定，第二个方法是修改/etc/resolv.conf文件。使用第二种方法时需要注意，当接口配置文件中的DEFROUTE选项设置为yes时，resolv.conf文件中的设置不生效，具体可参考命令man 5 nm-settings-ifcfg-rh中的相关说明。下面是一个resolv.conf文件的示例。
 
【示例10-15】
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其中192.168.3.1为第一名字服务器，192.168.3.2为第二名字服务器，option rotate选项指在这两个DNS Server之间轮询，options timeout:1表示解析超时时间为1s（默认为5s），attempts表示解析域名尝试的次数。如需添加DNS服务器，可直接修改此文件。
 
10.4　动态主机配置协议DHCP
 
如果管理的计算机有几十台，那么初始化服务器配置IP地址、网关和子网掩码等参数是一个繁琐耗时的过程。如果网络结构要更改，需要重新初始化网络参数，使用动态主机配置协议DHCP（Dynamic Host Configuration Protocol）则可以避免此问题，客户端可以从DHCP服务端检索相关信息并完成相关网络配置，在系统重启后依然可以工作。尤其在移动办公领域，只要区域内有一台DHCP服务器，用户就可以在办公室之间自由活动而不必担心网络参数配置的问题。DHCP提供一种动态指定IP地址和相关网络配置参数的机制。DHCP基于C/S模式，主要用于大型网络。本节主要介绍DHCP的工作原理及DHCP服务端与DHCP客户端的部署过程。
 
10.4.1　DHCP的工作原理
 
动态主机配置协议（DHCP）用来自动给客户端分配TCP/IP信息的网络协议，如IP地址、网关、子网掩码等信息。每个DHCP客户端通过广播连接到区域内的DHCP服务器，该服务器会响应请求，返回包括IP地址、网关和其他网络配置信息。DHCP的请求过程如图10.3所示。
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 图10.3　DHCP请求过程


 
客户端请求IP地址和配置参数的过程有以下几个步骤：
 
（1）客户端需要寻求网络IP地址和其他网络参数，然后向网络中广播，客户端发出的请求名称为DHCPDISCOVER。如果广播网络中有可以分配IP地址的服务器，服务器会返回相应应答，告诉客户端可以分配，服务器返回包的名称为DHCPOFFER，包内包含可用的IP地址和参数。
 
（2）如果客户在发出DHCPOFFER包后一段时间内没有接收到响应，会重新发送请求，如果广播区域内有多于一台的DHCP服务器，由客户端决定使用哪个。
 
（3）当客户端选定了某个目标服务器后，会广播DHCPREQUEST包，用以通知选定的DHCP服务器和未选定的DHCP服务器。
 
（4）服务端收到DHCPREQUEST后会检查收到的包，如果包内的地址和所提供的地址一致，证明现在客户端接收的是自己提供的地址，如果不是，则说明自己提供的地址未被采纳。如果被选定的服务器在接收到DHCPREQUEST包以后，因为某些原因可能不能向客户端提供这个IP地址或参数，可以向客户端发送DHCPNAK包。
 
（5）客户端在收到包后，检查内部的IP地址和租用时间，如果发现有问题，则发包拒绝这个地址，然后重新发送DHCPDISCOVER包。如果无问题，就接受这个配置参数。
 
10.4.2　配置DHCP服务器
 
本节主要介绍DHCP服务器的配置过程，包括安装、配置文件设置、服务器启动等步骤。
 
1．软件安装
 
DHCP服务依赖的软件可以从rpm包安装或从源码进行安装，本节以rpm包为例说明DHCP服务的安装过程，如示例10-16所示。
 
【示例10-16】
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经过上面的设置，DHCP服务已经安装完毕，主要的文件如下：
 
 
 •　/etc/dhcp/dhcpd.conf为DHCP主配置文件。
 
 •　/etc/init.d/dhcpd为DHCP服务起停脚本。
 

 
2．编辑配置文件/etc//dhcpd.conf
 
要配置DHCP服务器，需修改配置文件/etc/dhcp/dhcpd.conf。如果不存在则创建该文件。示例10-17实现的功能是为当前网络内的服务器分配指定IP段的IP地址，并设置过期时间为2天。配置文件如下。
 
【示例10-17】
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以上示例文件列出了一个子网的声明，包括routers默认网关、subnet-mask子网掩码和max-lease-time最大租用周期，单位是秒。有关配置文件的更多选项，可以参考man 5 dhcpd.conf获取更多帮助信息。
 
【示例10-18】
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如果启动失败可以使用命令journalctl-xe查看导致启动失败的错误信息，然后参考dhcpd.conf的帮助文档。
 
10.4.3　配置DHCP客户端
 
当服务端启动成功后，客户端需要做以下配置以便自动获取IP地址。客户端网卡配置如示例10-19所示。
 
【示例10-19】
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如需使用DHCP服务， BOOTPROTO=dhcp表示将当前主机的网络IP地址设置为自动获取方式。测试过程如示例10-20所示。
 
【示例10-20】
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客户端配置为自动获取IP地址，然后重启网络接口，启动成功后使用ifconfig查看是否成功获取到IP地址。
 
 
 注意
 
 本节介绍了DHCP的基本功能，DHCP包含其他更多的功能，如需了解可参考DHCP的帮助文档或其他资料。
 

 
10.5　Linux域名服务DNS
 
如今互联网应用越来越丰富，仅仅用IP地址标识网络上的计算机是不可能完成的任务，也没有必要，于是产生了域名系统。域名系统通过一系列有意义的名称标识网络上的计算机，用户按域名请求某个网络服务时，域名系统负责将其解析为对应的IP地址，这便是DNS。本节将详细介绍有关DNS的一些知识。
 
10.5.1　DNS简介
 
目前提供网络服务的应用使用唯一的32位IP地址来标识，但由于数字比较复杂、难以记忆，因此产生了域名系统。通过域名系统，可以使用易于理解和形象的字符串名称来标识网络应用。访问互联网应用可以使用域名，也可以通过IP地址直接访问该应用。在使用域名访问网络应用时，DNS负责将其解析为IP地址。
 
DNS是一个分布式数据库系统，扩充性好，由于是分布式的存储，数据量的增长并不会影响其性能。新加入的网络应用可以由DNS负责将新主机的信息传播到网络中的其他部分。
 
域名查询有两种常用的方式：递归查询和迭代查询。
 
 
 •　递归查询由最初的域名服务器代替客户端进行域名查询。若该域名服务器不能直接回答，则会在域中的各分支的上下进行递归查询，最终将返回查询结果给客户端，在域名服务器查询期间，客户端将完全处于等待状态。
 
 •　迭代查询则每次由客户端发起请求，若请求的域名服务器能提供需要查询的信息则返回主机地址信息。若不能提供，则引导客户端到其他域名服务器查询。
 

 
以上两种方式类似于寻找东西的过程，一种是找个人替自己寻找，另外一种是自己完成。首先到一个地方寻找，若没有则向另外一个地方寻找。
 
DNS域名服务器的类别有高速缓存服务器、主DNS服务器和辅助DNS服务器。高速缓存服务器将每次域名查询的结果缓存到本机，主DNS服务器则提供特定域的权威信息，是可信赖的，辅助DNS服务器信息则来源于主DNS服务器。
 
10.5.2　DNS服务器配置
 
目前网络上的域名服务系统使用最多的为BIND（Berkeley Internet Name Domain）软件，该软件实现了DNS协议。本节主要介绍DNS服务器的配置过程，包括安装、配置文件设置、服务器启动等步骤。
 
1．软件安装
 
DNS服务器依赖的软件可以从rpm包安装或从源码进行安装，本节以rpm包为例说明DNS服务器的安装过程，如示例10-21所示。
 
【示例10-21】
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经过上面的设置，DNS服务器已经安装完毕，主要的文件如下：
 
 
 •　/etc/named.conf为DNS主配置文件。
 
 •　/usr/lib/systemd/system/named.service为DNS服务器的控制单元文件。
 

 
2．编辑配置文件/etc/named.conf
 
要配置DNS服务器，需修改配置文件/etc/named.conf。如果不存在则创建该文件。
 
本示例实现的功能为搭建一个域名服务器ns.oa.com，位于192.168.19.101，其他主机可以通过该域名服务器解析已经注册的以oa.com结尾的域名。配置文件如示例10-22所示，如需添加注释，行可以以“#”“//”“；”开头或使用“/* */”包含。
 
【示例10-22】
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主要参数说明如下。
 
 
 •　options：options是全局服务器的配置选项，即在options中指定的参数，对配置中的任何域都有效，如果要在服务器上配置多个域，如test1.com和test2.com，在option中指定的选项对这些域都生效。
 
 •　listen-on port：DNS服务实际是一个监听在本机53端口的TCP服务程序。该选项用于指定域名服务监听的网络接口，如监听在本机IP上或127.0.0.1。此处any表示接收所有主机的连接。
 
 •　directory：指定named从/var/named目录下读取DNS数据文件，这个目录用户可自行指定并创建，指定后所有的DNS数据文件都存放在此目录下，注意此目录下的文件所属的组应为named，否则域名服务无法读取数据文件。
 
 •　dump-file：当执行导出命令时将DNS服务器的缓存数据存储到指定的文件中。
 
 •　statistics-file：指定named服务的统计文件。当执行统计命令时，会将内存中的统计信息追加到该文件中。
 
 •　allow-query：允许哪些客户端可以访问DNS服务，此处any表示任意主机。
 
 •　recursion：递归选项。
 
 •　dnssec-enable：DNS安全扩展选项。
 
 •　dnssec-validation：DNS安全验证选项。
 
 •　logging：日志选项，保持默认即可。
 
 •　zone：每个zone就是定义一个域的相关信息及指定named服务从哪些文件中获得DNS各个域名的数据文件。
 

 
3．编辑DNS数据文件/var/named/oa.com.zone
 
该文件为DNS数据文件，可以配置每个域名指向的实际IP，在配置此文件时要特别注意此文件的权限，否则服务将不能正常启动。文件配置内容如示例10-23所示。
 
【示例10-23】
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下面说明各个参数的含义。
 
 
 •　TTL：表示域名缓存周期字段，指定该资源文件中的信息存放在DNS缓存服务器的时间。此处设置为3600秒，表示超过3600秒则DNS缓存服务器重新获取该域名的信息。
 
 •　@：表示本域，SOA描述了一个授权区域，如果有oa.com的域名请求将到ns.oa.com域查找。root表示接收信息的邮箱，此处为本地的root用户。
 
 •　serial：表示该区域文件的版本号。当区域文件中的数据改变时，这个数值将要改变。从服务器在一定时间以后请求主服务器的SOA记录，并将该序列号值与缓存中的SOA记录的序列号相比较，如果数值改变了，将从服务器重新拉取主服务器的数据信息。
 
 •　refresh：指定了将要从域名服务器检查主域名服务器的SOA记录的时间间隔，单位为秒。
 
 •　retry：指定了从域名服务器的一个请求或一个区域刷新失败后，从服务器重新与主服务器联系的时间间隔，单位是秒。
 
 •　expire：指在指定的时间内，如果从服务器还不能联系到主服务器，从服务器将丢去所有的区域数据。
 
 •　minimum：如果没有明确指定TTL的值，则minimum表示域名默认的缓存周期。
 
 •　A：表示主机记录，用于将一个主机名与一个或一组IP地址相对应。
 
 •　NS：一条NS记录指向一个给定区域的主域名服务器，以及包含该服务器主机名的资源记录。
 

 
第9～11行分别定义了相关域名指向的IP地址。
 
4．启动域名服务
 
启动域名服务可以使用BIND软件提供的/etc/init.d/named脚本，如示例10-24所示。
 
【示例10-24】
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如果启动失败可以使用命令journalctl-xe查看详细的错误信息，更多信息可参考系统帮助man named.conf。
 
10.5.3　DNS服务测试
 
经过上一节的步骤，DNS服务端已经部署完毕，客户端需要做一定设置才能访问域名服务器，操作步骤如下。
 
（1）配置/etc/resolv.conf
 
如需正确地解析域名，客户端需要设置DNS服务器地址。DNS服务器地址修改如示例10-25所示。
 
【示例10-25】
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（2）域名测试
 
域名测试可以使用ping、nslookup或dig命令，如示例10-26所示。
 
【示例10-26】
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上述示例说明bbs.oa.com成功解析到192.168.19.102。
 
经过以上部署和测试演示了DNS域名系统的初步功能，要了解更进一步的信息可参考系统帮助或其他资料。
 
10.6　范例——监控网卡流量
 
监控网卡流量可以使用ifconfig提供的结果或查看系统文件/proc/net/dev中的数据，/proc/net/dev中提供的数据更全面些。本节主要演示如何利用系统提供的信息监控网卡流量，如示例10-27所示。
 
【示例10-27】
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网卡的流量包含接收量和发送量，可以通过以下方法获得。
 
1．使用ifconfig
 
ifconfig结果解释如下。
 
 
 •　RX packets:7627表示接收到的包量，是个累计值。
 
 •　TX packets:4137表示发送的包量，也是个累计值。
 
 •　RX bytes表示接收的字节数。
 
 •　TX bytes表示发送的字节数。
 

 
以上数值都是网卡设备从启动值当前时间的流量累计值。
 
2．/proc/net/dev
 
/proc/net/dev文件记录了不同网络接口（interface）上的各种包的记录，第1列是接口名称，一般能看到lo（自环，loopback接口）和eno16777736（网卡），第2大列是这个接口上收到的包统计，第3大列是发送的统计，每一大列下又分为以下小列收（如果是第3大列，就是发）字节数（byte）、包数（packet）、错误包数（errs）、丢弃包数（drop）、fifo（First in first out）包数、frame（帧，这一项对普通以太网卡应该无效的）数、压缩（compressed）包数和多播（multicast，比如广播包或组播包）包数。
 
 
 注意
 
 本程序主要实现网卡流量的数据采集，每分钟运行一次，然后将采集到的数据放到数据库里面便于后续处理，如超过指定阈值则告警。
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10.7　小结
 
本章主要讲解了Linux系统的网络配置。在开始配置网络之前，介绍了一些网络协议和概念。Linux高级网络管理工具iproute2提供了更加丰富的功能，本章介绍了其中的一部分。网络数据采集与分析工具tcpdump在网络程序的调试过程中具有非常重要的作用，需上机多加练习。
 
10.8　习题
 
一、填空题
 
1．TCP/IP协议主要包含两个协议：____________和____________。
 
2．NAT分为两种不同的类型：____________和____________。
 
3．域名查询有两种常用的方式：____________和____________。
 
二、选择题
 
1．以下哪个不是DNS域名服务器（　　）。
 
A．高速缓存服务器
 
B．主DNS服务器
 
C．静态缓存服务器
 
D．辅助DNS服务器
 
2．以下哪项描述不正确（　　）。
 
A．主机名用于识别某个计算机在网络中的标识，设置主机名可以使用hostname命令
 
B．Linux的内核提供的防火墙功能通过iptables框架实现
 
C．DHCP服务依赖的软件可以从rpm包安装或从源码进行安装
 
D．DNS是一个分布式数据库系统，扩充性好
第11章　网络文件共享NFS、Samba和FTP
 
 
 类似于Windows上的网络共享功能，Linux系统也提供了多种网络文件共享方法，常见的有NFS、Samba和FTP。
 
 本章首先介绍网络文件系统NFS的安装与配置，然后介绍文件服务器Samba的安装与设置，最后介绍常用的FTP软件的安装与配置。通过本章，用户可以了解Linux系统中常见的几种网络文件共享方式。
 

 
本章主要涉及的知识点有：
 
 
 •　NFS的安装与使用
 
 •　Samba的安装与使用
 
 •　FTP软件的安装与使用
 

 
11.1　网络文件系统NFS
 
NFS是Network File System的简称，是一种分布式文件系统，允许网络中不同操作系统的计算机间共享文件，其通信协议基于TCP/IP协议层，可以将远程计算机磁盘挂载到本地，读写文件时像本地磁盘一样操作。
 
11.1.1　网络文件系统NFS简介
 
NFS为Network File system的缩写，即网络文件系统。NFS在文件传送或信息传送过程中依赖于RPC（Remote Procedure Call）协议。RPC协议可以在不同的系统间使用，此通信协议设计与主机及操作系统无关。使用NFS时用户端只需使用mount命令就可把远程文件系统挂接在自己的文件系统之下，操作远程文件和使用本地计算机上的文件一样。NFS本身可以认为是RPC的一个程序。只要用到NFS的地方都要启动RPC服务，不论是服务端还是客户端，NFS是一个文件系统，而RPC负责信息的传输。
 
例如在服务器上，要把远程服务器192.168.3.101上的/nfsshare挂载到本地目录，可以执行如下命令：
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当挂载成功后，本地/nfsshare目录下如果有数据，则原有的数据都不可见，用户看到的是远程主机192.168.3.101上面的/nfsshare目录文件列表。
 
11.1.2　配置NFS服务器
 
NFS的安装需要两个软件包，通常情况下是作为系统的默认包安装的，版本因为系统的不同而不同。
 
 
 •　nfs-utils-1.3.0-0.21.el7.x86_64.rpm包含一些基本的NFS命令与控制脚本。
 
 •　rpcbind-0.2.0-32.el7.x86_64.rpm是一个管理RPC连接的程序，类似的管理工具为portmap。
 

 
安装方法如示例11-1所示。
 
【示例11-1】
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在安装好软件之后，接下来就可以配置NFS服务器了，配置之前先了解一下NFS主要的文件和进程。
 
（1）nfs.service服务有的发行版名字叫做nfsserver，是NFS服务启停控制单元，位于/usr/lib/systemd/system/nfs.service。
 
（2）rpc.nfsd是基本的NFS守护进程，主要功能是控制客户端是否可以登录服务器，另外可以结合/etc/hosts.allow /etc/hosts.deny进行更精细的权限控制。
 
（3）rpc.mountd是RPC安装守护进程，主要功能是管理NFS的文件系统。通过配置文件共享指定的目录，同时根据配置文件做一些权限验证。
 
（4）rpcbind是一个管理RPC连接的程序，rpcbind服务对NFS是必需的，因为是NFS的动态端口分配守护进程，如果rpcbind不启动，NFS服务则无法启动。类似的管理工具为portmap。
 
（5）exportfs如果修改了/etc/exports文件后不需要重新激活NFS，只要重新扫描一次/etc/exports文件，并重新将设定加载即可。exportfs参数说明如表11.1所示。
 
 
 表11.1　exportfs命令常用参数说明
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（6）showmount显示指定NFS服务器连接NFS客户端的信息，常用参数如表11.2所示。
 
 
 表11.2　showmount命令常用参数说明
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配置NFS服务器时首先需要确认共享的文件目录和权限及访问的主机列表，这些可通过/etc/exports文件配置。一般系统都有一个默认的exports文件，可以直接修改。如果没有，可创建一个，然后通过启动命令启动守护进程。
 
1．配置文件/etc/exports
 
要配置NFS服务器，首先就是编辑/etc/exports文件。在该文件中，每一行代表一个共享目录，并且描述了该目录如何被共享。exports文件的格式和使用如示例11-2所示。
 
【示例11-2】
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每行一条配置，可指定共享的目录、允许访问的主机及其他选项设置。上面的配置说明在这台服务器上共享了一个目录/nfsshare，参数说明如下。
 
 
 •　共享目录：NFS系统中需要共享给客户端使用的目录。
 
 •　客户端：网络中可以访问这个NFS共享目录的计算机。
 

 
客户端常用的指定方式如下。
 
 
 •　指定ip地址的主机：192.168.3.101。
 
 •　指定子网中的所有主机：192.168.3.0/24 192.168.0.0/255.255.255.0。
 
 •　指定域名的主机：www.domain.com。
 
 •　指定域中的所有主机：*.domain.com。
 
 •　所有主机：*。
 

 
语法中的选项用来设置输出目录的访问权限、用户映射等。NFS常用的选项如表11.3所示。
 
 
 表11.3　NFS常用选项说明
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exports文件的使用方法如示例11-3所示。
 
【示例11-3】
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该行设置表示共享/nfsshare目录，所有主机都可以访问该目录，并且都有读写的权限，客户端上的任何用户在访问时都映射成nobody用户。如果客户端要在该共享目录上保存文件，则服务器上的nobody用户对/nfsshare目录必须要有写的权限。
 
【示例11-4】
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该行设置表示共享/nfsshare目录，172.16.0.0/16网段的所有主机都可以访问该目录，对该目录有读写的权限，并且所有的用户在访问时都映射成服务器上uid为1001、gid为100的用户；192.168.19.0/24网段的所有主机对该目录有只读访问权限，并且在访问时所有的用户都映射成nobody用户。
 
2．启动服务
 
配置好服务器之后，要使客户端能够使用NFS，必须要先启动服务。启动过程如示例11-5所示。
 
【示例11-5】
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NFS服务由4个后台进程组成，分别是rpc.nfsd、rpc.statd、rpc.mountd和rpc.rquotad。rpc.nfsd负责主要的工作，rpc.statd负责抓取文件锁，rpc.mountd负责初始化客户端的mount请求，rpc.rquotad负责对客户文件的磁盘配额限制。这些后台程序是nfs-utils的一部分，如果是使用的RPM包，它们存放在/usr/sbin目录下。
 
3．确认NFS是否已经启动
 
可以使用rpcinfo和showmount命令来确认，如果NFS服务正常运行，应该有下面的输出，如示例11-6所示。
 
【示例11-6】
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经过以上的步骤，NFS服务器端已经配置完成，接下来进行客户端的配置。
 
11.1.3　配置NFS客户端
 
要在客户端使用NFS，首先需要确定要挂载的文件路径，并确认该路径中没有已经存在的数据文件，然后确定要挂载的服务器端的路径，使用mount挂载到本地磁盘，如示例11-7所示，mount命令的详细用法可参考前面的章节。
 
【示例11-7】
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以读写模式挂载了共享目录，但root用户并不可写，其原因在于/etc/exports中的文件设置。由于all_squash和root_squash为NFS的默认设置，会将远程访问的用户映射为nobody用户，而/test目录下的nobody用户是不可写的，通过修改共享设置可以解决这个问题。
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完成以上设置然后重启NFS服务，这时目录挂载后可以正常读写了。
 
11.2　文件服务器Samba
 
Samba是一种在Linux环境中运行的免费软件，利用Samba，Linux可以创建基于Windows的计算机使用共享。另外，Samba还提供一些工具，允许Linux用户从Windows计算机进入共享和传输文件。Samba基于Server Messages Block协议，可以为局域网内的不同计算机系统之间提供文件及打印机等资源的共享服务。
 
11.2.1　Samba服务简介
 
SMB（Server Messages Block，信息服务块）是一种在局域网上共享文件和打印机的通信协议，它为局域网内的不同计算机之间提供文件及打印机等资源的共享服务。SMB协议是客户机/服务器型协议，客户机通过该协议可以访问服务器上的共享文件系统、打印机及其他资源。通过设置NetBIOS over TCP/IP使得Samba方便地在网络中共享资源。
 
Windows与Linux之间的文件共享可以采用多种方式，常用的是Samba或FTP。如果Linux系统的文件需要在Windows中编辑，也可以使用Samba。
 
11.2.2　Samba服务的安装与配置
 
在进行Samba服务安装之前首先了解一下网上邻居的工作原理。网上邻居的工作模式是一个典型的客户端/服务器工作模型，首先，单击【网上邻居】图标，打开网上邻居列表，这个阶断的实质是列出网上可以访问的服务器的名字列表。其次，单击【打开目标服务器】图标，列出目标服务器上的共享资源。接下来，单击需要的共享资源图标进行需要的操作（这些操作包括列出内容，增加、修改或删除内容等）。在单击一台具体的共享服务器时，先发生了一个名字解析过程，计算机会尝试解析名字列表中的这个名称，并尝试进行连接。在连接到该服务器后，可以根据服务器的安全设置对服务器上的共享资源进行允许的操作。Samba服务提供的功能为可以在Linux之间或Linux与Windows之间共享资源。
 
1．Samba的安装
 
要安装samba服务器，可以采用两种方法：从二进制代码安装和从源代码安装。建议初学者使用RPM来安装，较为熟练的使用者可以采用源码安装的方式。本节采用源码安装的方式，最新的源码可以在http://www.samba.org/获取，本节采用的软件包为samba-4.4.2.tar.gz，安装过程如示例11-8所示。
 
【示例11-8】
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Samba是SMB客户程序/服务器软件包，它主要包含以下程序。
 
 
 •　smbd：SMB服务器，为客户机如Windows等提供文件和打印服务。
 
 •　nmbd：NetBIOS名字服务器，可以提供浏览支持。
 
 •　smbclient：SMB客户程序，类似于FTP程序，用以从Linux或其他操作系统上访问SMB服务器上的资源。
 
 •　smbmoun：挂载SMB文件系统的工具，对应的卸载工具为smbumount。
 
 •　smbpasswd：用户增删登录服务端的用户和密码。
 

 
2．配置文件
 
以下是一个简单的配置，允许特定的用户读写指定的目录，如示例11-9所示。
 
【示例11-9】
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[global]表示全局配置，是必须有的选项。以下是每个选项的含义。
 
 
 •　workgroup：在Windows中显示的工作组。
 
 •　netbios name：在Windows中显示出来的计算机名。
 
 •　server string：就是Samba服务器说明，可以自己来定义。
 
 •　security：这是验证和登录方式，share表示不需要用户名和密码，对应的另外一种为user验证方式，需要用户名和密码。
 
 •　[test] ：表示Windows中显示出来是共享的目录。
 
 •　path：共享的目录。
 
 •　writeable：共享目录是否可写。
 
 •　browseable：共享目录是否可以浏览。
 
 •　guest ok：是否允许匿名用户以guest身份登录。
 

 
3．启动服务
 
首先创建用户目录并设置允许的用户名和密码，认证方式为系统用户认证，要添加的用户名需要在/etc/passwd中存在，如示例11-10所示。
 
【示例11-10】
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启动完毕也可以使用ps命令和netstat命令查看进程和端口是否启动成功。
 
4．服务测试
 
打开Windows中的资源管理器，输入地址\\192.168.10.10，按Enter键，弹出用户名和密码校验界面，输入用户名和密码，如图11.1所示。
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 图11.1　Samba登录验证界面
 

 
验证成功后可以看到共享的目录，进入test2，创建目录testdir，如图11.2所示。可以看到此目录对于test2用户是可读可写的，与之对应的是进入目录test1，发现没有权限写入，如图11.3所示。
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 图11.2　验证目录权限
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 图11.3　无权限，目录无法访问
 

 
以上演示了Samba的用法，要求用户在访问共享资源之前必须先提供用户名和密码进行验证。Samba其他的功能可以参考系统帮助。
 
11.3　FTP服务器
 
FTP文件共享基于TCP/IP协议，目前绝大多数系统都有支持FTP的工具存在，FTP是一种通用性比较强的网络文件共享方式。
 
11.3.1　FTP服务概述
 
FTP方便地解决了文件的传输问题，从而让人们可以方便地从计算机网络中获得资源。FTP已经成为计算机网络上文件共享的一个标准。FTP服务器中的文件按目录结构进行组织，用户通过网络与服务器建立连接。FTP仅基于TCP的服务，不支持UDP。与众不同的是FTP使用两个端口，一个数据端口和一个命令端口，也可叫做控制端口。通常来说这两个端口是21（命令端口）和20（数据端口）。由于FTP工作方式的不同，因此数据端口并不总是20，分为主动FTP和被动FTP。
 
1．主动
 
FTP
 
主动方式的FTP客户端从一个任意的非特权端口N（N>1024）连接到FTP服务器的命令端口21，然后客户端开始监听端口N+1，并发送FTP命令“port N+1”到FTP服务器。接着服务器会从自己的数据端口（20）连接到客户端指定的数据端口（N+1）。主动模式下，服务器端开启的是20和21端口，客户端开启的是1024以上的端口。
 
2．被动
 
FTP
 
为了解决服务器发起到客户的连接的问题采取了被动方式，或叫做PASV，当客户端通知服务器处于被动模式时才启用。在被动方式FTP中，命令连接和数据连接都由客户端发起，当开启一个FTP连接时，客户端打开两个任意的非特权本地端口（N > 1024和N+1）。第一个端口连接服务器的21端口，但与主动方式的FTP不同，客户端不会提交PORT命令并允许服务器来回连接它的数据端口，而是提交PASV命令。这样做的结果是服务器会开启一个任意的非特权端口（P > 1024），并发送PORT P命令给客户端。然后客户端发起从本地端口N+1到服务器的端口P的连接，用来传送数据，此时服务端的数据端口不再是20端口。此时服务端开启的是21命令端口和大于1024的数据连接端口，客户端开启的是大于1024的两个端口。
 
主动模式是从服务器端向客户端发起连接，而被动模式是客户端向服务器端发起连接。两者的共同点是都使用21端口进行用户验证及管理，差别在于传送数据的方式不同。
 
11.3.2　vsftp的安装与配置
 
在Linux系统下，vsftp是一款应用比较广泛的FTP软件，其特点是小巧轻快，安全易用。目前在开源操作系统中常用的FTP软件除vsftp外，主要有proftpd、pureftpd和wu-ftpd，各个FTP软件并无优劣之分，读者可选择熟悉的FTP软件。
 
1．安装vsftpd
 
安装此FTP软件可以采用rpm包或源码的方式，rpm包可以在系统安装盘中找到。安装过程如示例11-11所示。
 
【示例11-11】
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2．匿名FTP设置
 
示例11-12所示的情况允许匿名用户访问并上传文件，配置文件路径一般为/etc/vsftpd.conf，如果使用rpm包安装，配置文件位于/etc/vsftpd/vsftpd.conf。
 
【示例11-12】
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3．启动FTP服务
 
启动FTP服务的过程如示例11-13所示。
 
【示例11-13】
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4．匿名用户登录测试
 
匿名用户登录测试的过程如示例11-14所示。
 
【示例11-14】
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如果不能上传，可能是SELinux阻止了上传，可以使用命令setenforce 0临时禁用SELinux。
 
5．实名FTP设置
 
除配置匿名FTP服务之外，vsftp还可以配置实名FTP服务器，以便实现更精确的权限控制。实名需要的用户认证信息位于/etc/vsftpd/目录下，vsftpd.conf也位于此目录，用户启动时可以单独指定其他的配置文件，示例11-15中FTP认证采用虚拟用户认证。
 
【示例11-15】
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vsftp可以指定某些用户不能登录ftp服务器、支持SSL连接、限制用户上传速率等，更多配置可参考帮助文档。
 
11.3.3　proftpd的安装与配置
 
proftpd为开放源码的FTP软件，其配置与Apache类似，相对于wu-ftpd，其在安全性和可伸缩性等方面都有很大的提高。
 
1．安装proftpd
 
最新的源码可以在http://www.proftpd.org/获取，最新版本为1.3.6，本节采用源码安装的方式安装，安装过程如示例11-16所示。
 
【示例11-16】
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2．匿名FTP设置
 
根据上面的安装路径，配置文件默认位置在/usr/local/proftp/etc/proftpd.conf。允许匿名用户访问并上传文件的配置，如示例11-17所示。
 
【示例11-17】
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3．启动FTP服务
 
启动FTP服务的过程如示例11-18所示。
 
【示例11-18】
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4．匿名用户登录测试
 
匿名用户登录测试的过程如示例11-19所示。
 
【示例11-19】
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5．实名FTP设置
 
除配置匿名FTP服务之外，proftpd还可以配置实名FTP服务器，以便实现更精确的权限控制。比如登录权限、读写权限，并可以针对每个用户单独控制，配置过程如示例11-20所示，本示例用户认证方式为Shell系统用户认证。
 
【示例11-20】
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proftpd设置文件中使用原始的FTP指令实现更细粒度的权限控制，可以针对每个用户设置单独的权限，常见的FTP命令集如下。
 
 
 •　ALL表示所有指令，但不包含LOGIN指令。
 
 •　DIRS包含CDUP、CWD、LIST、MDTM、MLSD、MLST、NLST、PWD、RNFR、STAT、XCUP、XCWD、XPWD指令集。
 
 •　LOGIN包含客户端登录指令集。
 
 •　READ包含RETR、SIZE指令集。
 
 •　WRITE包含APPE、DELE、MKD、RMD、RNTO、STOR、STOU、XMKD、XRMD指令集，每个指令集的具体作用可参考帮助文档。
 

 
以上示例为使用当前的系统用户登录FTP服务器，为避免安全风险，proftpd的权限可以和MySQL相结合以实现更丰富的功能，更多配置可参考帮助文档。
 
11.3.4　如何设置FTP才能实现文件上传
 
FTP的登录方式可分为系统用户和虚拟用户。
 
 
 •　系统用户是指使用当前Shell中的系统用户登录FTP服务器，用户登录后对于主目录具有和Shell中相同的权限，目录权限可以通过chmod和chown命令设置。
 
 •　虚拟用户的特点是只能访问服务器为其提供的FTP服务，而不能访问系统的其他资源。所以，如果想让用户对FTP服务器站内具有写权限，但又不允许访问系统其他资源，可以使用虚拟用户来提高系统的安全性。在vsftp中，认证这些虚拟用户使用的是单独的口令库文件（pam_userdb），由可插入认证模块（PAM）认证。使用这种方式更加安全，并且配置更加灵活。
 

 
11.4　小结
 
本章介绍了NFS的原理及其配置过程。NFS主要用于需要数据一致性的场合，比如Apache服务可能需要共同的存储服务，而前端的Apache接入则可能有多台服务器，通过NFS用户可以将一份数据挂载到多台机器上，这时客户端看到的数据将是一致的，如需修改则修改一份数据即可。
 
Samba常用于Linux和Windows中的文件共享，本章介绍了Samba的原理及其配置过程。通过Samba，开发者可以在Windows中方便地编辑Linux系统的文件，通过利用Windows中强大的编辑工具可以大大提高开发者的效率。
 
11.5　习题
 
一、填空题
 
1．NFS服务由5个后台进程组成，分别是____________、____________、____________、 ____________和____________。
 
2．Windows与Linux之间的文件共享可以采用多种方式，常用的是____________和____________。
 
3．要安装samba服务器，可以采用两种方法：____________和____________。
 
二、选择题
 
关于FTP描述不正确的是（　　）。
 
A．FTP使用两个端口，一个数据端口和一个命令端口
 
B．FTP的登录方式可分为系统用户和普通用户
 
C．FTP是仅基于TCP的服务，不支持UDP
 
D．FTP已经成为计算机网络上文件共享的一个标准
第12章　搭建MySQL服务
 
 
 MySQL是一个关系型数据库管理系统，是目前使用最多的开放源代码的免费数据库软件。无论是在Linux平台，还是在Windows平台，都有很多中小企业用它来存储和管理数据。但自从MySQL被Oracle收购之后，业界开始担心MySQL有被闭源的风险，于是MariaDB便诞生了，自诞生后许多Linux发行版和互联网公司都选择使用MariaDB，本章将介绍如何搭建MariaDB。
 

 
本章主要涉及的知识点有：
 
 
 •　MariaDB的安装与配置
 
 •　MariaDB的存储引擎
 
 •　MariaDB的权限管理、日志管理、备份与恢复
 
 •　MariaDB的复制功能
 

 
12.1　MariaDB简介
 
MySQL是世界上最流行的开源数据库，源码公开意味着任何开发者只要遵守GPL协议都可以对MySQL的源码使用或修改。MySQL可以支持多种平台。从小型的Web应用到大型企业的应用，MySQL都能经济有效地支撑。
 
MySQL虽然是免费的，但同其他商业数据库一样，也具有数据库系统的通用性，提供了数据的存取、增加、修改、删除或更加复杂的数据操作。同时MySQL是关系型数据库系统，支持标准的结构化查询语言，同时MySQL为客户端提供了不同的程序接口和链接库，如C、C++、Java、 PHP等。
 
这一系列优点使得MySQL成为最受欢迎的开源软件之一。2011年Oracle收购了Sun Microsystems从而将MySQL也一并收归旗下，虽然Oracle并没有中止MySQL项目。但从MySQL项目的后继开发进程来看，MySQL存在巨大的闭源风险。开源社区采用分支的方式避免这种风险，于是建立了MySQL的新分支MariaDB。
 
MariaDB继承了MySQL的所有特点，并且二者之间在许多功能上也是兼容的，同时MariaDB还进行了大量的改进。
 
12.2　MariaDB服务的安装与配置
 
MariaDB可以支持多种平台，如Windows、UNIX、FreeBSD或其他Linux系统。MariaDB如何安装、如何配置，MariaDB有哪些启动方式，MariaDB服务如何停止，要了解这些知识，就要阅读本节的内容。
 
12.2.1　MariaDB概述
 
MariaDB有两个系列的版本，一个是5.x版，由于MariaDB的历史原因，需要与MySQL保持兼容，因此这个版本在接口上与MySQL是相通的。第二个是自2012年开始发行的10.x版，10.0.x以MySQL 5.5为基础，加上来自5.6版中的功能及自行开发的新功能组合而成。现实的情况是，自10.x版开始，MariaDB将慢慢彻底与MySQL分道扬镳，从而形成一套新的开源数据库产品。
 
从性能方面看，虽然MySQL有Oracle作为后盾，但由于不接受外界开发人员的参与等因素影响，无论是版本更新速度还是性能和功能方面都要弱于MariaDB。
 
MySQL的版本命名机制与MySQL相似，版本号由数字和一个后缀组成，如MariaDB-5.1.71版本号的解释如下。
 
 
 •　第1个数字5是主版本号，相同主版本号具有相同的文件格式。
 
 •　第2个数字1是发行级别，主版本号和发行级别组合到一起便构成了发行序列号。
 
 •　第3个数字71是在此发行系列的版本号，随每个新分发版本递增。
 

 
同时版本号可能包含后缀，如alpha、beta和rc。
 
alpha表明发行包含大量未被彻底测试的新代码，包含新功能，一般作为新功能体验使用。beta意味着该版本功能是完整的，并且所有的新代码被测试，没有增加重要的新特征，没有已知的缺陷。rc是发布版本，表示一个发行了一段时间的beta版本，运行正常，只增加了很少的修复。如果没有后缀，这意味着该版本已经在很多地方运行一段时间了，而且没有非平台特定的缺陷报告，可以认为是稳定版。
 
12.2.2　MariaDB rpm包安装
 
MariaDB的安装可以通过源码或rpm包安装，如果要避免编译源代码的复杂配置，可以使用rpm包安装，MariaDB安装包的主要文件及安装过程如示例12-1所示。
 
【示例12-1】
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如需查看每个安装包包含的详细文件列表，可以使用“rpm-qpl包名”查看，该命令列出了当前rpm包的文件列表及安装位置。安装过程中如果提示依赖关系，一般可以从操作系统安装盘中找到，如示例12-2所示。
 
【示例12-2】
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安装mariadb-server-5.5.44-2.el7.x86_64.rpm时提示依赖的perl-DBD-MySQL、perl-DBI等软件包没有安装，从安装盘中一一找到并安装后，mariadb-server-5.5.44-2.el7.x86_64.rpm顺利完成安装，其他依赖关系可参考此方法。经过上述过程，使用rpm包安装MySQL已经完成，安装的二进制文件一般位于/usr/bin目录。
 
12.2.3　MariaDB源码安装
 
用户可以从https://mariadb.org/download/下载最新稳定版的源代码，下面说明MariaDB的编译安装过程，其他版本的安装过程类似，如示例12-3所示。
 
【示例12-3】
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默认情况下MariaDB会安装到/usr/local/mysql目录下，-DDEFAULT_CHARSET=utf8表示字符编码方式，-DDEFAULT_COLLATION=utf8_general_ci表示默认排序规则，-DWITH_EXTRA_CHARSETS:STRING=utf8,gbk是让MariaDB数据库可以支持更多的字符集，-DMYSQL_TCP_PORT=3306表示监听端口为3306。
 
安装过程中如果提示“C++ not found”，可使用以下方法安装，如示例12-4所示。
 
【示例12-4】
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12.2.4　MariaDB程序介绍
 
MariaDB版本中提供了几种类型的命令行程序，主要有以下几类。
 
（1）MariaDB服务器和服务器启动脚本
 
 
 •　mysqld是MariaDB服务器主程序
 
 •　mysqld_safe、mysql.server和mysqld_multi是服务器启动脚本
 
 •　mysql_install_db是初始化数据目录和初始数据库
 
 •　/usr/lib/systemd/system/mariadb.service是服务启停单元
 

 
（2）访问服务器的客户程序
 
 
 •　mysql是一个命令行客户程序，用于交互式或以批处理模式执行SQL语句
 
 •　mysqladmin是用于管理功能的客户程序
 
 •　mysqlcheck执行表维护操作
 
 •　mysqldump和mysqlhotcopy负责数据库备份
 
 •　mysqlimport导入数据文件
 
 •　mysqlshow显示信息数据库和表的相关信息
 
 •　mysqldumpslow分析慢查询日志的工具
 

 
（3）独立于服务器操作的工具程序
 
 
 •　myisamchk执行表维护操作
 
 •　myisampack产生压缩、只读的表
 
 •　mysqlbinlog是查看二进制日志文件的实用工具
 
 •　perror显示错误代码的含义
 

 
除了上面介绍的这些随MariaDB一起发布的命令行工具外，还有一些GUI工具，需单独下载使用。
 
12.2.5　MariaDB配置文件介绍
 
如果使用rpm包安装，MariaDB的配置文件位于/etc/my.cnf，MariaDB配置文件的搜索顺序可以使用以下命令查看，如示例12-5所示。
 
【示例12-5】
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上述示例结果表示该版本的MariaDB搜索配置文件的路径依次为/etc/mysql/my.cnf、 /etc/my.cnf和～/.my.cnf。为便于管理，在只有一个MariaDB实例的情况下一般将配置文件部署在/etc/my.cnf。
 
如果使用源码包安装，如安装在/usr/local/mysql，一些参考配置文件可以位于/usr/local/mysql/share/mysql目录下，MariaDB配置文件常用选项（mysqld选项段）说明如表12.1所示。
 
 
 表12.1　MariaDB配置文件常用参数说明
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（续表）
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 注意
 
 不同版本的配置文件参数略有不同，具体可参考官方网站的帮助文档。如果选项名称配置错误，MariaDB将不能启动。
 

 
12.2.6　MariaDB的启动与停止
 
MariaDB服务可以通过多种方式启动，常见的是利用MariaDB提供的系统服务脚本启动，另外一种是通过命令行mysqld_safe启动。
 
1．通过系统服务启动与停止
 
如果使用rpm包安装，rpm包会自动将MariaDB设置为系统服务，同时可以利用systemctl start mariadb.service查看MariaDB是否为系统服务，可以使用下面的命令，如示例12-6所示。
 
【12-6】
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 注意
 
 首先利用systemctl list-unit-files查看系统服务，显示结果为disabled，表示MariaDB并没有设置为开机自动启动模式，可以通过systemctl enable mariadb命令将服务设置为开机自动启动。
 

 
经过上述步骤，MariaDB成为系统服务并且开机自动启动，如需启动或停止MariaDB，可以使用示例12-7中的命令。
 
【示例12-7】
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查看了通过rpm包安装后的配置文件内容，分别指定了datadir、socket和启动后以什么用户运行，然后利用系统服务启动MariaDB，命令为systemctl start mariadb，启动后利用systemctl status mariadb或ps命令查看MariaDB服务状态。同时ps命令显示了更多的信息。
 
 
 注意
 
 如果MariaDB服务后查看相关的数据目录和文件，除通过配置文件之外，还可以通过ps命令查看，如上述示例中的datadir位于/var/lib/mysql目录下。
 

 
MariaDB成功启动后就可以进行正常的操作了，初始化用户名为root，密码为空。使用mysql-uroot可以成功登录mysql。
 
如需停止MariaDB，可以通过systemctl stop mariadb的方式停止MariaDB。
 
2．利用mysqld_safe程序启动和停止MariaDB服务
 
如果同一系统中存在多个MariaDB实例，使用MariaDB提供的系统服务已经不能满足要求，这时可以通过MariaDB安装程序提供的mysqld_safe程序启动和停止MariaDB服务。
 
由于/var/lib/mysql为MariaDB服务的默认数据目录，同时可以通过配置指定其他数据目录。假设MariaDB数据文件目录位于/data/mysql_data_3307，端口设置为3307，示例12-8演示了设置启动和停止过程。
 
【示例12-8】
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上述示例首先创建了启动MariaDB服务需要的数据目录/data/mysql_data_3307，创建完成后通过chown将目录权限赋予mysql用户和mysql用户组。
 
mysql_install_db程序用于初始化MariaDB系统表，比如权限管理相关的mysql.user表等，初始化完成以后利用mysqld_safe程序启动，由于此示例并没有使用配置文件，需要设置的参数通过命令行参数指定，没有设置的参数则为默认值。
 
系统启动完成后可以通过本地socket方式登录，另外一种登录方式为TCP方式，这点将在下一节介绍，登录命令为“mysql-S /data/mysql_data_3307/mysql.sock-uroot”。登录完成后第1行为欢迎信息，第2行显示了MariaDB服务给当前连接分配的连接ID，ID用于标识唯一的连接。接着显示的为MariaDB版本信息，然后是版权声明。同时给出了查看系统帮助的方法。“\s”命令显示了MariaDB服务的基本信息，如字符集、启动时间、查询数量、打开表的数量等，更多的信息可以查阅MariaDB帮助文档。
 
以上示例演示了如何通过mysqld_safe命令启动MariaDB服务，如需停止，可以使用示例12-9中的方法。
 
【示例12-9】
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通过命令mysqladmin可以方便地控制MariaDB服务的停止。同时mysqladmin支持更多的参数，比如查看系统变量信息、查看当前服务的连接等，更多信息可以通过“mysqladmin--help”命令查看。
 
除通过本地socket程序可以停止MariaDB服务外，还可以通过远程TCP停止MariaDB服务，前提为该账号具有shutdown权限，如示例12-10所示。
 
【示例12-10】
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 注意
 
 由于具有shutdown等权限的用户可以远程停止MariaDB服务，因此日常应用中应该避免分配具有此权限的账户。
 

 
除通过命令行指定参数设置方法外，还可以指定配置文件，需要设置的参数都可以定义在文件中，使用配置文件启动和停止MariaDB服务的操作如示例12-11所示。
 
【示例12-11】
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 注意
 
 如需禁止MariaDB服务自动搜寻配置文件，可使用参数“--defaults-file”指定配置文件位置，上述示例演示了通过配置文件的方法启动和停止MariaDB服务。
 

 
12.3　MariaDB基本管理
 
本节主要从MariaDB登录方式、MariaDB存储引擎选择方面介绍MariaDB的基本管理。
 
12.3.1　使用本地socket方式登录MariaDB服务器
 
登录MariaDB服务有两种方式，一种为本地的socket连接，只适用于本机登录本机；另一种为远程连接，是TCP连接，使用范围比较广泛，操作如示例12-12所示。
 
【示例12-12】
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以上示例为使用默认的root用户登录数据库，MariaDB安装后root密码默认为空。
 
12.3.2　使用TCP方式登录MariaDB服务器
 
如果需要远程连接，要使用MariaDB的TCP登录方式。通常需要提供一个MariaDB用户名和密码。如果服务器运行在登录服务器之外的其他机器上，还需要指定主机名。远程连接的格式如示例12-13所示。
 
远程连接MariaDB一般格式为：
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 •　-h指定主机名或远程MariaDB实例的IP。
 
 •　-u后面跟用户名。
 
 •　-p后面跟连接MariaDB的密码。
 
 •　-P后面跟要连接的MariaDB端口。
 

 
【示例12-13】
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密码可以不在命令行指定，回车后显示Enter password，如果密码输入正确则成功登录MariaDB。登录完毕显示一些介绍信息，比如MariaDB发行版本、版权信息等。“mysql>”提示符表示等待用户输入操作命令，用户就可以进行一些基本的操作了。
 
 
 注意
 
 如果主机名为本机，采用此种方式时登录方式仍然为TCP，需要单独给本机IP或主机名分配权限。
 

 
12.3.3　MariaDB存储引擎
 
MariaDB支持多种存储引擎，需要注意的是MariaDB默认的存储引擎不是MySQL中的MyISAM而是全新的Aria（原名Maria，支持事务）。如需查看当前MariaDB服务器支持的存储引擎，可使用示例12-14中的命令。
 
【示例12-14】
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MariaDB常用的存储引擎有MyISAM、InnoDB、MEMORY、MERGE、Aria等。其中Aria（原名Maria）是新开发的存储引擎，开发者希望能够以此来取代MyISAM。Aria也可以支持事务，但默认没有打开此功能。
 
MyISAM存储引擎不支持事务，不支持外键，但其访问速度快，适用于对事务完整性没有要求的场合。
 
InnoDB存储引擎提供事务支持，并支持外键，具有提交、回滚和崩溃恢复能力。相对于MyISAM存储引擎，InnoDB需要更多的磁盘空间以便存储数据和索引。
 
MEMORY存储引擎表相关的操作如创建、增删改查等操作都在内存中进行。由于数据是存在内存中的，访问速度会非常快。缺点在于数据库服务一旦重启则所有数据会丢失。
 
MERGE存储引擎可以组合一组具有相同表结构的MyISAM表，访问时和访问单独的表相同，本身并不存储数据，因此对表的相关操作实际上是对内部MyISAM表的操作。
 
MySQL表的存储引擎可以在创建表时指定，如示例12-15所示。
 
【示例12-15】
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已经存在的表的存储引擎是可以修改的，修改方法可以使用示例12-16中的命令。
 
【示例12-16】
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MyISAM和InnoDB区别如下。
 
（1）文件构成上的区别。每个MyISAM表都在磁盘上存储3个文件。如示例12-17所示，每种文件名和表名相同，扩展名不同：.frm文件为表结构定义文件，.MYD为数据文件，.MYI扩展名的文件为索引文件。
 
InnoDB文件如果采用共享表空间，则数据和索引位于Innodb表空间中，如ibdata1.ibd、 ibdata2.ibd等文件中。InnoDB如果采用innodb_file_per_table启用独立表空间，该选项生效后新建立的表的数据则位于独立表空间中，以表test_5为例，此时磁盘上会存在两个文件：test_5.frm文件为表结构定义文件，而test_5.ibd存储数据和索引。
 
（2）事务区别。MyISAM类型的表不支持事务，而InnoDB类型的表提供事务支持并提供外键等高级数据库功能。
 
（3）锁的粒度。InnoDB类型的表一般情况下提供行锁，适用于更新频繁的场景，而MyISAM为表锁，粒度比InnoDB大，因此频繁更新的表不适合采用MyISAM存储引擎。
 
12.4　MariaDB日常维护
 
MariaDB的日常维护包含权限管理、日志管理、备份与恢复和复制等，本节主要介绍这方面的知识。
 
12.4.1　MariaDB权限管理
 
MariaDB权限管理基于主机名、用户名和数据库表，可以根据不同的主机名、用户名和数据库表分配不同的权限。当用户连接至MariaDB服务后，权限即被确定，用户只能做权限内的操作。
 
MariaDB账户权限信息被存储在MariaDB数据库的user、db、host、tables_priv、columns_priv和procs_priv表中。在MariaDB启动时服务器将这些数据库表内容读入内存。要修改一个用户的权限，可以直接修改上面的几个表，也可以使用GRANT和REVOKE语句。推荐使用后者。如需添加新账号，可以使用GRANT语句，MariaDB的常见权限说明如表12.2所示。
 
 
 表12.2　MariaDB权限说明
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（续表）
 
 
 [image: ] 

 
在进行本节的操作之前需要注意，如果使用root用户连接到MariaDB，应该先给root用户设置密码。当root用户密码为空时，可以使用命令mysqladmin-u root password "password"将密码设置为password。
 
1．分配账号
 
如果主机172.16.1.2需要远程访问MariaDB服务器的my.table_1表，权限为SELECT和UPDATE，则可以使用以下命令分配，操作过程如示例12-17所示。
 
【示例12-17】
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上述示例为MariaDB服务器给远程主机172.16.1.2分配了访问表my.table_1的读取和更新权限。当用户登录时，首先检查user表，发现对应记录，但由于各个权限都为N，因此继续寻找db表中的记录，如果没有则继续寻找tables_priv表中的记录，通过对比发现当前连接的账户具有my.table_1表的SELECT和UPDATE权限，权限验证通过，用户登录成功。
 
 
 注意
 
 MariaDB权限按照user→db→tables_priv→columns_priv的顺序检查，如果user表中对应的权限为Y，则不会检查后面表中的权限。
 

 
2．查看或修改账户权限
 
如需查看当前用户的权限，可以使用SHOW GRANTS FOR命令，如示例12-18所示。
 
【示例12-18】
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上述示例查看指定账户和主机的权限，user1@172.16.1.2具有的权限为三条记录的综合。密码为经过MD5算法加密后的结果。USAGE权限表示当前用户只具有连接数据库的权限，但不能操作数据库表，其他记录表示该账户具有表my.table_1的查询和更新权限。
 
 
 注意
 
 MariaDB用户登录成功后权限加载到内存中，此时如果在另一会话中更改该账户的权限并不会影响之前会话中用户的权限，如需使用最新的权限，用户需要重新登录。
 

 
3．回收账户权限
 
如需回收账户的权限，MariaDB提供了REVOKE命令，可以对应账户的部分或全部权限，注意此权限操作的账户需具有GRANT权限。使用方法如示例12-19所示。
 
【示例12-19】
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账户所有权限回收后用户仍然可以连接该MariaDB服务器，如需彻底删除用户，可以使用DROP USER命令，如示例12-20所示。
 
【示例12-20】
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12.4.2　MariaDB日志管理
 
MariaDB服务提供了多种日志，用于记录数据库的各种操作，通过日志可以追踪MariaDB服务器的运行状态，及时发现服务运行中的各种问题。MariaDB服务支持的日志有二进制日志、错误日志、访问日志和慢查询日志。由于MariaDB与MySQL在日志处理机制上几乎相同，因此本节中的日志来自MySQL真实日志片段，以此作示例讲解。
 
1．二进制日志
 
二进制日志也通常被称为binlog，它记录了数据库表的所有DDL和DML操作，但并不包括数据查询语句。
 
如需启用二进制日志，可以通过在配置文件中添加“--log-bin=[file-name]”选项指定二进制文件存放的位置，位置可以为相对路径或绝对路径。
 
由于binlog以二进制方式存储，如需查看其内容需要通过MariaDB提供的工具mysqlbinlog查看，如示例12-21所示。
 
【示例12-21】
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第5行记录了当前MariaDB服务的server id、偏移量、binlog版本、MariaDB版本等信息，第26～28行则记录了执行的SQL及时间。
 
如需删除binlog，可以使用“purge master logs”命令，该命令可以指定删除的binlog序号或删除指定时间之前的日志，如示例12-22所示。
 
【示例12-22】
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除通过以上方法外，还可以在配置文件中指定“expire_logs_days=#”参数设置二进制文件的保留天数，此参数也可以通过MariaDB变量设置，如需删除7天之前的binlog，可以使用示例12-23的命令。
 
【示例12-23】
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此参数设置了binlog日志的过期天数，此时MariaDB可以自动清理指定天数之前的二进制日志文件。
 
2．操作错误日志
 
MariaDB的操作错误日志记录了MariaDB启动、运行至停止过程中的相关异常信息，在MariaDB故障定位方面有重要的作用。
 
可以通过在配置文件中设置“--log-error=[file-name]”指定错误日志存放的位置，如果没有设置，则错误日志默认位于MariaDB服务的datadir目录下。
 
错误日志如示例12-24所示。
 
【示例12-24】
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以上日志信息记录了第1次运行MariaDB时的错误信息，其中第2～3行的错误信息说明在启动MariaDB之前并没有初始化MariaDB系统表，错误码13对应的错误提示可以使用命令“perror 13”查看。第21～23行则说明系统中已经启动了同样端口的实例，当前启动的MariaDB实例将自动退出。
 
3．访问日志
 
此日志记录了所有关于客户端发起的连接、查询和更新语句，由于其记录了所有操作，在相对繁忙的系统中建议将此设置关闭。
 
该日志可以通过在配置文件中设置“--log=[file-name]”指定访问日志存放的位置，另外一种方法是可以在登录MariaDB实例后通过设置变量启用此日志，如示例12-25所示。
 
【示例12-25】
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如果没有指定[file-name]，则默认将主机名（hostname）作为文件名存放在数据目录中。文件记录内容如示例12-26所示。
 
【示例12-26】
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上述日志记录了所有客户端的操作，系统管理员可根据此日志发现异常信息以便及时处理。
 
4．慢查询日志
 
慢查询日志是记录了执行时间超过参数long_query_time（单位是秒）所设定值的SQL语句日志，对于SQL审核和开发者发现性能问题以便及时进行应用程序的优化具有重要意义。
 
如需启用该日志可以在配置文件中设置slow_query_log来指定是否开启慢查询。如果没有指定文件名，默认将hostname-slow.log作为文件名，并存放在数据目录中。配置如示例12-27所示。
 
【示例12-27】
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说明如下。
 
 
 •　long_query_time = 1定义超过1秒的查询计数到变量Slow_queries。
 
 •　log-slow-queries = /usr/local/mysql/data/slow.log定义慢查询日志路径。
 
 •　log-queries-not-using-indexes说明未使用索引的查询也被记录到慢查询日志中（可选）。
 

 
MySQL提供了慢日志分析的工具mysqldumpslow，可以按时间或出现次数统计慢查询的情况，常用参数如表12.3所示。
 
 
 表12.3　mysqldumpslow参数说明
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用此工具可以分析系统中哪些SQL是性能的瓶颈，以便进行优化，比如加索引、优化应用程序等。
 
12.4.3　MariaDB备份与恢复
 
为了在数据库数据丢失或被非法篡改时恢复数据，数据库的备份是非常重要的。MariaDB的备份方式有通过直接备份数据文件或使用mysqldump命令将数据库数据导出到文本文件。直接备份数据库文件适用于MyISAM和InnoDB存储引擎，由于备份时数据库表正在读写，备份出的文件可能损坏无法使用，不推荐直接使用此方法。另外一种可以实时备份的开源工具为xtrabackup，本节主要介绍这两种备份工具的使用。
 
1．使用mysqldump进行MariaDB备份与恢复
 
mysqldump是MariaDB提供的数据导出工具，适用于大多数需要备份数据的场景。表数据可以导出成SQL语句或文本文件，常见的使用方法如示例12-28所示。
 
【示例12-28】
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mysqldump支持丰富的选项，mysqldump部分选项说明如表12.4所示。
 
 
 表12.4　mysqldump部分选项说明
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以上给出了mysqldump常用参数说明，更多的参数含义说明可参考系统帮助“man mysqldump”。
 
2．使用XtraBackup在线备份
 
使用mysqldump进行数据库或表的备份非常方便，操作简单，使用灵活，在小数据量时，备份和恢复时间可以接受，如果数据量较大，mysqldump恢复的时间会很长而难以接受。XtraBackup是一款高效的备份工具，备份时并不会影响原数据库的正常更新，最新版本为2.3.4可以在https://www.percona.com/downloads/下载。XtraBackup提供了Linux下常见的安装方式，包括RPM安装、源码编译方式以及二进制版本安装，本节以源码安装percona-xtrabackup-2.3.3为例说明XtraBackup的使用方法，如示例12-29所示。
 
【示例12-29】
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安装过程开始之前需要先安装依赖软件包，一定要确保所有的包都安装完成，否则安装过程会失败。编译安装时，首先解压源码包，然后使用之前示例中安装的cmake执行配置，如果此时依赖软件包未安装会提示错误，解决方法是安装依赖软件包，然后删除cmake生成的CMakeCache.txt文件重新执行配置。之后再编译和安装即可完成安装。
 
通过设置环境变量PATH指定了二进制文件的寻找路径，然后执行innobackupex命令备份数据库，参数需要指定MariaDB的用户名和密码。备份成功后还需要使用--apply-log选项确保数据的一致性。
 
恢复过程如示例12-30所示。
 
【示例12-30】
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12.4.4　MariaDB复制
 
借助MariaDB提供的复制功能，应用者可以经济高效地提高应用程序的性能、扩展力和高可用性。全球许多流量较大的网站都通过MariaDB复制来支持数以亿计、呈指数级增长的用户群，其中不乏eBay、Facebook、Tumblr、Twitter和YouTube等互联网巨头。MariaDB复制，既支持简单的主从拓扑，也可实现复杂、极具可伸缩性的链式集群。
 
注意，当使用MariaDB复制时，所有对复制中的表的更新必须在主服务器上进行，否则可能引起主服务器上的表进行的更新与对从服务器上的表所进行的更新产生冲突。
 
利用MariaDB进行复制有以下好处。
 
（1）增强MariaDB服务健壮性
 
数据库复制功能实现了主服务器与从服务器之间数据的同步，增加了数据库系统的可用性。当主服务器出现问题时，数据库管理员可以马上让从服务器作为主服务器以便接管服务。之后有充足的时间检查主服务器的故障。
 
（2）实现负载均衡
 
通过在主服务器和从服务器之间实现读写分离，可以更快地响应客户端的请求。如果主服务器上只实现数据的更新操作，包括数据记录的更新、删除、插入等操作，而不关心数据的查询请求，数据库管理员会将数据的查询请求全部转发到从服务器中，同时通过设置多台从服务器处理用户的查询请求。
 
通过将数据更新与查询分别放在不同的服务器上进行，既可以提高数据的安全性，又可以缩短应用程序的响应时间、提高系统的性能。用户可根据数据库服务的负载情况灵活、弹性地添加或删除实例，以便动态按需调整容量。
 
（3）实现数据备份
 
首先通过MariaDB实时地将数据从主服务器上复制到从服务器上，从服务器可以设置在本地也可以设置在异地，从而增加了容灾的健壮性。为避免异地传输速度过慢，MariaDB服务可以通过设置参数slave_compressed_protocol启用binlog压缩传输，从而使数据传输效率大大提高。通过异地备份增加了数据的安全性。
 
当使用mysqldump导出数据进行备份时，如果作用于主服务器可能会影响主服务器的服务，而在从服务器进行数据的导出操作不但能达到数据备份的目的而且不会影响主服务器上的客户请求。
 
MariaDB使用3个线程来执行复制功能，其中一个在主服务器上，另两个在从服务器上。当执行START SLAVE时，主服务器创建一个线程负责发送二进制日志。从服务器创建一个I/O线程，负责读取主服务器上的二进制日志，然后将该数据保存到从服务器数据目录中的中继日志文件中。从服务器的SQL线程负责读取中继日志并重做日志中包含的更新，从而达到主从数据库数据的一致性。整个过程如示例12-31所示。
 
【示例12-31】
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这里，主服务器的ID为5的线程是一个连接从服务器的复制线程。该信息表示所有主要更新已经被发送到从服务器，主服务器正等待更多的更新出现。
 
从服务器的信息表示线程4是同主服务器通信的I/O线程，线程3是处理保存在中继日志中的更新的SQL线程。SHOW PROCESSLIST运行时，两个线程均空闲，等待其他更新。
 
 
 注意
 
 Time列的值可以显示从服务器比主服务器滞后多长时间。
 

 
12.4.5　MariaDB复制搭建过程
 
本节示例涉及的主从数据库信息为：主MariaDB服务器为172.16.45.14:3306，从MariaDB服务器为172.16.45.17:3306。为便于演示主从复制的部署过程，以上两个实例都为新部署的实例。
 
步骤01　确认主从服务器上安装了相同版本的数据库，本节以MariaDB 5.5.44为例。
 
步骤02　确认主从服务器已经启动并正常提供服务，主从服务器的关键配置如示例12-32所示。
 
【示例12-32】
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步骤03　在MariaDB主服务器上，分配一个复制使用的账户给MariaDB从服务器，并授予replication slave权限，如示例12-33所示。
 
【示例12-33】
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步骤04　登录主服务器得到当前binlog的文件名和偏移量，如示例12-34所示。
 
【示例12-34】
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步骤05　登录从服务器设置主备关系。
 
对从数据库服务器做相应的设置，指定复制使用的用户、主服务器的IP、端口，开始执行复制的文件和偏移量等，如示例12-35所示。
 
【示例12-35】
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步骤06　登录从服务器上启动slave线程并检查同步状态，如示例12-36所示。
 
【示例12-36】
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如果Slave_IO_Running和Slave_SQL_Running都为Yes说明主从已经正常工作了。如果其中一个为NO，则需要根据Last_IO_Errno和Last_IO_Error显示的信息定位主从同步失败的原因。
 
步骤07　主从同步测试，如示例12-37所示。
 
【示例12-37】
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首先登录主数据库，然后创建表，同时此语句会被写入到主数据库的binlog日志中，从数据库的IO线程读取到该日志写入到本地的中继日志，从数据库的SQL线程重新执行该语句，从而使主从数据库数据一致。
 
12.5　小结
 
MariaDB因其开源、高效和使用方便等优点赢得了开发者的信赖。本章从MariaDB的安装与配置开始介绍，让读者可以初步掌握Linux系统中MariaDB的安装方法与配置过程。
 
MariaDB日常使用中经常遇到的如登录方式、存储引擎选择等操作，本章也通过详细的示例给出了应用过程。
 
12.6　习题
 
一、填空题
 
1．登录MariaDB服务有两种方式，一种为____________，另一种为____________
 
2．MariaDB常用的存储引擎有____________、____________、____________和____________等，其中____________提供事务支持，其他存储引擎则不支持事务功能。
 
二、选择题
 
关于备份描述错误的有（　　）。
 
A．MariaDB的备份方式可以通过直接备份数据文件或使用mysqldump命令将数据库数据导出到文本文件
 
B．直接备份数据库文件适用于MyISAM和InnoDB存储引擎
 
C．mysqldump是MariaDB提供的数据导出工具，适用于大多数需要备份数据的场景
 
D．使用mysqldump，表数据只能导出成SQL语句
第13章　安装和配置Oracle数据库管理系统
 
 
 Oracle是目前最为流行的数据库管理系统之一，尤其是在中、高端领域，例如电信、证劵等行业，Oracle更是占据了绝大部分的市场份额。由于Linux系统成本较低，对于服务器硬件的兼容性强，从而使得它成为运行Oracle数据库管理系统的最佳环境。本章将介绍如何在Linux上面安装和配置Oracle数据库管理系统。
 

 
本章主要涉及的知识点有：
 
 
 •　Oracle数据库管理系统简介
 
 •　Oracle数据库体系结构
 
 •　安装Oracle数据库服务器软件
 
 •　创建数据库
 
 •　配置Oracle数据库管理系统
 

 
13.1　Oracle数据库管理系统简介
 
Oracle数据库管理系统是一个比较复杂的软件系统。为了能够使初学者对于该软件有个初步了解，便于后面的学习，本节将对Oracle的相关情况进行简单介绍。
 
13.1.1　Oracle的版本命名机制
 
Oracle公司对于Oracle数据库管理系统的版本命名有着非常明确的规则，这一点可以从官方的文档中了解到。在软件不断升级的过程中，Oracle数据库管理系统的命名规则也发生了几次变化。
 
从Oracle 7开始，Oracle的版本号包括4部分内容，这个风格一直沿用到Oracle 8i之前。图13.1显示了早期的Oracle版本号的各组成部分。
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 图13.1　早期的Oracle版本号
 

 
从图中可以看出，早期的Oracle版本号有4个组成部分，含义如下。
 
 
 •　主版本号：即产品的大版本号，当主版本号发生变化时，表示较之前的版本有着重大功能的变革。例如从Oracle 9升级到Oracle 10，这种大版本升级带来的是全方位的变化，不仅数据库的数据格式发生变化，还包括RDBMS软件功能、特性的改进和丰富，也包括应用软件必要的改造等。
 
 •　维护版本号：即在同一个大版本下做的改进，旨在标识不同的版本之间修复了一些重要的Bug等。Oracle 7、8和9这3个版本的维护版本号都是从0开始。但是从Oracle 10g开始，维护版本号从1开始，例如10.1、10.2等。
 
 •　补丁集：在两次产品版本之间发布的一组经过全面测试的累积整体修复程序，例如10.2.0.4、10.2.0.5。其出现的原因是在当前的一个维护版本中出现了一些重大的问题，等不到下一个维护版本发布。
 
 •　特定补丁号的版本：其含义是针对某些特定重要问题或者Bug的修复，也就是在补丁集没有发布之前的一个针对特定问题的补丁号。
 

 
从Oracle 8i开始，Oracle的发行版本号包含5个部分，在原来的第1个数字和第2个数字之间增加了一个数字，表示新功能发布，如图13.2所示。例如，在Oracle 8i中，Oracle开始有了图形化的安装工具，与Java的结合也更加紧密，成为第1个Java数据库。另外，最后两位数字的含义也发生了变化，分别称为通用补丁集和平台专用补丁集。
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 图13.2　Oracle 8i版本号
 

 
从Oracle 9.2开始，版本号的5个组成部分含义又做了一些改变，如图13.3所示。第1个数字依然是代表主版本号，含义不变。第2个数字为维护版本号。第3个数字是新增加应用服务器版本号，很明显就是专门为Oracle 9i Application Server增加的版本号。第4个数字为组件专用版本号，表示与Oracle数据库管理系统相关的一些中间件的版本。第5个数字没有变化，仍然是平台专用版本号。
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 图13.3　Oracle 9i的版本号
 

 
除了数字方面的版本号，读者可能还会发现，从Oracle 8开始，每个主版本号后面都会有一个字母，例如Oracle 8i、Oracle 9i、Oracle 10g、Oracle 11g，目前最新的版本是Oracle 12c。这些字母都有具体的含义，表示Oracle数据库管理系统随着当时信息技术发展而提供的一些特性。其中字母i表示国际互联网（Internet），因为Oracle 8i发布的时候是1999年左右，Oracle 9i发布的时候大约是2001年，当时正是互联网发展迅速的时期。字母g表示网格（Grid），同样也是因为2003年左右是网格计算技术兴起的时期，表示Oracle 10g和11g都提供了网格计算的相关技术。字母c表示云计算（Cloud），2013年是云计算技术非常热门的时期，表示Oracle 12c已经为云计算提供了相关的技术。
 
13.1.2　Oracle的版本选择
 
Oracle的版本选择受许多因素的影响，包括应用环境、运营成本、操作系统平台以及硬件环境等。用户可以根据自己的实际情况进行选择。
 
从Oracle 10g开始，对于每个主版本，Oracle数据库管理系统都提供了标准版1（Standard Edition One）、标准版（Standard Edition）以及企业版（Enterprise Edition）3个版本供用户选择，用于生产环境。
 
其中标准版1为工作组、部门级和互联网应用程序提供了非常好的易用性和性价比。它包含了构建关键商务的应用程序所必需的全部工具。标准版1仅许可在最多为两个处理器的服务器上使用。
 
标准版提供了与标准版1同样的易用性、能力和性能，并且提供了对更大型的计算机和服务集群的支持。它可以在最高容量为4个处理器的单台服务器上，或者在一个支持最多4个处理器的服务器的集群上使用。
 
企业版为关键任务的应用程序，例如大业务量的在线事务处理（OLTP）环境、查询密集的数据仓库和要求苛刻的互联网应用程序，提供了高效、可靠、安全的数据管理。Oracle数据库企业版为企业提供了满足当今关键任务应用程序的可用性和可伸缩性需求的工具和功能。它包含Oracle数据库的所有组件。
 
除了以上可以用于生产环境的版本之外，Oracle还提供了一些免费版，例如Oracle数据库10g个人版（Oracle Database 10g Personal Edition）和Oracle 11g快捷版（Oracle Database 11g Express Edition）这些版本主要为开发者提供一个测试环境，一般不用于生产环境中。
 
在每个版本当中，Oracle都为当前的主流操作系统提供了相应的版本，例如Oracle 11g就提供了Windows、Linux、Solaris以及HP-UX 4种操作系统的发行版，并且为每种操作系统都提供了32和64位的版本。
 
 
 注意
 
 Oracle的发行版可能会随着当时的软硬件发展水平而变化，例如Oracle 12c就只为Windows提供了64位的发行版，这主要是因为目前已经很少在32位的Windows上面安装和使用Oracle数据库管理系统了。
 

 
13.2　Oracle数据库体系结构
 
了解和掌握Oracle数据库的体系结构是学习Oracle的重中之重，许多初学者就是因为不从整体上了解Oracle的系统结构，才使得自己在学习了多年Oracle之后，仍然不得其门而入，遇到问题后也不知如何处理。本节将对Oracle数据库系统的体系结构进行宏观讲解。
 
13.2.1　认识Oracle数据库管理系统
 
Oracle数据库管理系统是一套相对较为复杂的软件系统，它由多个部分构成。图13.4描述了Oracle整个体系结构。
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 图13.4　Oracle体系结构
 

 
从图13.4可以看出，Oracle数据库管理系统主要由数据库实例和数据库组成。在Oracle中，这两部分相对较为独立。在创建Oracle数据库的时候，用户总是先创建一个实例，然后再创建数据库。在只有一个实例的环境中，实例与数据库是一对一的。当然，在某些情况下，可以多个实例共用一个数据库，从而形成多对一的关系。
 
 
 注意
 
 图13.4仅仅描述了一个简化的Oracle系统结构，在实际应用环境中，除了图13.4所示的组成部分之外，还可能会有用户进程以及应用程序等。
 

 
13.2.2　物理存储结构
 
Oracle数据库的物理结构主要由一系列的磁盘文件组成，是数据库中的数据在磁盘上面的存储方式。Oracle中的文件比较多，包括数据文件、日志文件、控制文件以及归档文件等，用户需要把这些文件的功能搞清楚，管理起Oracle系统来才会得心应手。下面对这些文件的功能进行简单的介绍。
 
1．数据文件
 
数据文件是数据库中所有用户数据的实际存储位置，所有数据文件大小的和构成了数据库的大小。数据文件又分为永久性数据文件和临时性数据文件。Oracle 11g数据库在创建的时候，会默认创建5个永久性的文件和一个临时性的文件。
 
2．控制文件
 
控制文件是记录数据库结构信息的重要的二进制文件，由Oracle系统进行读写操作，系统管理员不能直接操作该文件。控制文件中主要保存数据库名称以及数据文件位置等信息。Oracle 11g数据库默认创建两个控制文件。
 
3．重做日志文件
 
重做日志文件是以重做记录的形式记录、保存用户对数据库所进行的变更操作，是数据库中非常重要的物理文件。当Oracle系统崩溃的时候，用户需要通过重做日志文件来恢复数据库实例。Oracle 11g数据库在创建时，会默认创建3个重做日志文件组。
 
4．初始化参数文件
 
初始化参数文件是数据库启动过程中必需的文件，Oracle实例启动时，会读入初始化参数文件中的每个参数配置，并使用这些参数来配置Oracle实例。
 
除了以上文件之外，还有口令文件以及跟踪文件等其他的文件，这些文件的作用相对较小，读者可以参考相关书籍，在此不再详细介绍。
 
13.2.3　逻辑存储结构
 
Oracle数据库的逻辑结构从逻辑的角度来分析数据库系统的构成，即从逻辑上来描述Oracle数据库数据的组织和管理形式。通常情况下，Oracle数据库的逻辑存储结构分为数据块、区、段和表空间4种。
 
数据块是Oracle数据库最小的逻辑单元，也是数据库执行输入、输出操作的最小单位，由一个或多个操作系统块构成。
 
区由若干个数据块组成。区是Oracle最小的存储分配单元。引入区的目的是为了提高系统存储空间分配的效率。
 
段是由一个或多个连续或不连续的区组成的逻辑存储单元，是表空间的组成单位。
 
表空间是Oracle数据库最大的逻辑存储结构单元。实际上，系统管理员主要是通过表空间来管理Oracle数据库的存储空间的。根据存储数据不同，表空间可以分为系统表空间和非系统表空间，前者主要用来存储数据库系统的信息，后者则主要用来存储用户数据。表13.1列出了常见的表空间以及功能。
 
 
 表13.1　常见表空间类型
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 注意
 
 通常情况下，一个数据库可以包含多个表空间，但是一个表空间只能属于一个数据库，即表空间不能跨数据库。
 

 
13.2.4　数据库实例
 
Oracle数据库实例包括数据库服务器的内存以及相关的处理程序。其中，与数据库性能关系最大的是SGA，即系统全局区（System Global Area）。SGA包括3个组成部分。
 
 
 •　数据缓冲区。用于缓存从数据文件中检索出来的数据块，可以大大提高查询和更新数据的性能。
 
 •　日志缓冲区。主要是重做日志缓冲区，对数据库的任何修改都按顺序被记录在该缓冲区中。
 
 •　共享池。使相同的SQL语句不再编译，提高了SQL的执行速度。
 

 
除此之外，还包括一些后台进程，主要有系统监控进程、数据库写进程、日志写进程以及检查点进程等。关于这些进程的功能，不再详细介绍。
 
13.3　安装Oracle数据库服务器
 
对于Linux来说，安装Oracle是一个相对较为简单的操作。但是安装前的准备工作比较充分，则可以按部就班地顺利完成Oracle在Linux上的安装。本节将以目前最新的版本Oracle 12c为例来说明如何在RedHat Enterprise上面安装Oracle。
 
13.3.1　检查软硬件环境
 
Oracle对于软件平台的支持非常广泛，几乎所有的主流操作系统都有相应的版本提供，例如Windows、Solaris以及各种Linux发行版，用户可以通过查看Oracle 12c的相关文档来了解Oracle 12c所支持的操作系统。另外，与之前的版本不同，Oracle 12c现在只支持64位操作系统，不再支持32位操作系统。
 
Oracle对于服务器硬件的要求比较苛刻，因为数据库的某些操作，例如排序和连接都需要大量的内存来支持。通常情况下，Oracle 12c的最小物理内存要求为1GB。此外，还应该设置相应数量的交换空间（Swap），以供Oracle临时使用。交换空间的设置与物理内存密切相关，用户可以参考表13.2来设置。
 
 
 表13.2　Linux交换空间设置
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在RHEL 7中，用户可以通过以下命令来查看系统的物理内存和交换空间的大小，如下所示：
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在上面的命令中，/proc/meminfo是存在于proc虚拟文件系统中的一个文件，该文件记录了当前系统的内存信息。其中物理内存以MemTotal表示，交换内存以SwapTotal表示，grep命令正是通过这两个标记来查找相关的信息。可以得知，当前系统的物理内存约为2GB，交换内存空间约为4GB。虽然官方文档建议的内存和交换空间较小，但为了保证安装成功，建议内存不少于2G，交换空间大小不少于3G，否则可能会导致一些意外的错误。
 
在磁盘空间方面，Oracle 12c不同的版本磁盘空间要求也不同，标准版最小要求为6.1GB，企业版则为6.4G。在这里强烈建议磁盘可用空间至少为20G，当然，作为数据库服务器，磁盘空间越大越好。并且，出于数据安全要求，Oracle的数据库文件不应该放在单独的磁盘上面，最好放在磁盘阵列，例如RAID 5或者RAID 1上面。另一个容易忽略的问题是，官方文档对系统临时文件目录/tmp也提出了空间要求，官方建议至少1G可用空间。
 
用户可以通过df命令来查看当前服务器的文件系统以及空间大小，如下所示：
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上面这个示例仅为实验环境的空间分布，在生产环境中建议单独为Oracle 12c相关目录分配空间，如目录/u01等。
 
13.3.2　下载Oracle安装包
 
当用户明确了当前服务器的软硬件环境符合Oracle的要求之后，就可以到Oracle的官方网站下载相应的版本，如图13.5所示。Oracle提供了两个版本供用户下载，其一是企业版（Enterprise Edition），其二是标准版（Standard Edition，SE2表示标准第二版）。在RHEL 7上面安装Oracle 12c需要下载Linux x86-64版本，用户可以根据自己的实际情况来选择。在本例中，下载的是企业版的Linux x86-64位的版本。
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 图13.5　下载Oracle 11g安装包
 

 
登录该网站并单选中“Accept License Agreement”，然后单击相应的版本后的文件就可以下载对应的安装文件压缩包。从官方网站下载的Oracle安装包有两个文件，其文件名分别为linuxamd64_12102_database_1of2.zip和linuxamd64_12102_database_2of2.zip，用户需要将这两个压缩文件分别解压后，再合并在一起，这样才能组成完整的安装文件。
 
另外，强烈建议下载安装包的同时将官方文档也一并下载，以备查询使用。下载官方文档的方法是，在图13.5所示页面上部选择“Documentation”，在弹出的界面中选择相应版本的文档下载即可。下载官方文档后，将官方文档解压，然后在解压的文件中找到index.htm或index.html并使用浏览器打开即可阅读。Oracle的官方文档十分详尽，用户可以在其中找到许多资料，建议时常阅读。
 
13.3.3　依赖软件包安装
 
在正式开始安装Oracle 12c之前，最重要的一步为安装依赖软件包。Oracle 12c依赖的软件包列表可以参考官方手册名为Database Quick Installation Guide（快速安装指南）中的6.1节，在6.1节中详细列举了依赖软件包的名称和版本（最低版本，向上兼容）。大部分依赖软件包都可以在安装光盘中找到，安装过程如示例13-1所示。
 
【示例13-1】
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从上面的示例可以看到Oracle 12c依赖的软件包非常多，安装完成后建议使用命令rpm-q一一查询，以免遗漏。关于以上示例还需要说明的是，每个软件包都需要安装相应的版本，如果版本过低Oracle 12c安装将无法顺利完成，可阅读官方文档中的说明了解。
 
13.3.4　创建Oracle用户组和用户
 
官方文档中明确要求不能以root用户的身份来安装Oracle，因此，用户需要另外创建用户组和用户来执行安装操作。按照惯例，执行Oralce安装任务的用户组应该命名为oinstall，执行数据库管理任务的用户组应该命名为dba。另外，执行与Oracle数据库管理系统相关操作的用户应该命名为oracle，该用户可以同时属于oinstall和dba这两个用户组。
 
创建用户组的命令如下：
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创建oracle用户的命令如下：
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13.3.5　修改内核参数
 
为了能够使得Oracle更好地运行，用户需要修改某些相关的系统参数，这些参数主要涉及内存和文件系统。在RHEL 7.2中，内核参数存储在/etc/sysctl.conf文件中。使用vim命令打开该文件，并在文件结尾添加以下内容：
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在上面的代码中，fs.aio-max-nr表示文件系统最大异步I/O数。fs.file-max表示文件句柄的最大数量。kernel.shmall表示可用共享内存的总量，通常不需要修改。kernel.shmmni和kernel.shmmax分别表示可用共享内存的最小值和最大值，这两个参数通常也不需要修改。kernel.sem表示设置的信号量，这4个参数内容大小固定。net.ipv4.ip_local_port_range表示本地端口范围。net.core.rmem_default表示接收套接字缓冲区大小的默认值，net.core.rmem_max表示接收套接字缓冲区大小的最大值，net.core.wmem_default表示发送套接字缓冲区大小的默认值，net.core.wmem_max表示发送套接字缓冲区大小的最大值，这4个参数都以字节为单位。
 
 
 注意
 
 文件句柄表示在Linux系统中可以打开的文件数量。另外官方文档中建议的内核参数kernel.shmmax值536870912会触发警告，值1041166336则不会。
 

 
修改完内核参数之后，用户可以通过重新启动操作系统使得这些改动生效。如果不想立即重新启动操作系统，也可以通过sysctl命令来载入配置文件，使得前面的改动即时生效，如下所示：
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13.3.6　修改用户限制
 
在Linux系统中，出于安全考虑，对于用户可以使用的文件句柄数量进行了限制，其默认值通常为1024。用户可以使用ulimit命令来查看，如示例13-2所示。
 
【示例13-2】
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在Oracle运行的过程中，很容易会超过这个限制，从而导致数据库读写文件错误。所以，在安装Oracle之前，最好先调整该参数，以适应Oracle的需求。在RHEL中，这些参数保存在/etc/security/limits.conf文件中。通过vim命令打开该文件，在文件结尾增加以下代码：
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在上面的代码中，第1列表示用户名，第2列表示设置的类型，其中soft表示当前的默认值，而hard表示最大值。第3列是项目，其中nproc表示进程数，nofile表示打开的文件数，stack表示最大栈大小。
 
 
 注意
 
 修改完成之后，需要重新启动RHEL，使得改动生效。
 

 
13.3.7　修改用户配置文件
 
在Oracle中，有一些环境变量非常重要，例如ORACLE_BASE、ORACLE_HOME以及TMP等，其中ORACLE_BASE表示Oracle相关软件的起始目录，是Oracle软件和管理文件的最上层目录，ORACLE_HOME表示Oracle数据库的主目录。
 
通过su命令切换到oracle用户，然后修改Bash Shell的用户配置文件.bash_profile，如示例13-3所示。
 
【示例13-3】
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在下面一行：
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前面插入以下代码：
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从上面的代码可以得知，Oracle使用的临时目录为/tmp。另外，以上设置将在oracle用户重新登录后生效，或使用命令source ～/.bash_profie。
 
 
 注意
 
 .bash_profile是Bash Shell的用户配置文件，如果oracle用户使用其他的Shell，则应该修改相应的文件。
 

 
13.3.8　准备安装目录和安装文件
 
接下来准备Oracle数据库安装的目录，命令如下：
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上面的命令表示，创建了目录之后，需要使用chown命令将/u01/app目录的所有者修改为oinstall用户组的oracle用户。另外，为了能够使得同组的用户完全控制该目录，需要将该目录的权限设置为775。
 
接下来需要将下载的安装文件解压，过程如示例13-4所示。
 
【示例13-4】
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解压完成后，安装文件位于database目录中。接下来就需要让之前的所有设置都生效，如果不清楚设置如何才能生效，可以重新启动系统。
 
13.3.9　安装软件
 
接下来介绍具体的安装过程，安装过程是在图形界面中完成的，因此需要登录图形界面。以oracle用户登录RHEL，进入Oracle 11g安装文件所在的目录下的database目录中，执行runInstaller启动安装向导，如下所示：
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Oracle 12c安装向导的界面分为左右两部分，左边为整个流程图，右边是当前所要进行的操作。下面给出详细的安装步骤。
 
步骤01　Oracle安全更新订阅（Configure Security Updates）页面如图13.6所示。如果用户不需要设置，可以取消“I wish to receive security updates via My Oracle Support”前的对勾，单击【Next】按钮在弹出的警告窗口中单击【Yes】按钮进入下一步。
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 图13.6　Oracle安全更新订阅
 

 
步骤02　接下来将进入选项【Installation Option】，如图13.7所示。Oracle 12c提供了3个选项，分别是创建和配置数据库、安装Oracle软件以及升级现有的数据库。通常情况下，用户应该选择第1个选项，该选项会执行一次完整的Oracle安装操作，不仅安装了Oracle软件，还创建数据库。而第2个选项则仅仅安装Oracle软件本身，不会创建数据库，用户需要单独创建数据库。
 
在本例中，选择第1个选项。单击【Next】按钮，进入下一步。
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 图13.7　安装选项
 

 
步骤03　系统级别（System Class）页面如图13.8所示。Oracle安装向导提供了两个级别，分别是桌面级别（Desktop Class）和服务器级别（Server Class）。如果用户需要测试Oracle或者进行相关开发，可以选择桌面级别；如果想要用在生产环境中，则需要选择服务器级别。
 
在本例中，选择服务器级别，单击【Next】按钮，进入下一步。
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 图13.8　选择系统级别
 

 
步骤04　网格安装选项（Grid Installation Options）页面如图13.9所示。网格选项包括三个选项，分别是单实例（Single instance）安装、集群（Real Application Clusters）环境和集群节点（RAC Node）环境。在本例中，选择单实例安装，单击【Next】按钮，进入下一步。
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 图13.9　配置网格选项
 

 
步骤05　安装类型（Installation Type）页面如图13.10所示。其中包括典型安装和高级安装两个选项。对于初学者来说，执行典型安装比较容易上手，而高级安装则通常针对对Oracle比较熟悉的用户。在本例中，选择典型安装，单击【Next】按钮，进入下一步。
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 图13.10　安装类型
 

 
步骤06　典型安装配置（Typical Install configuration）页面如图13.11所示。由于在前面已经设置了相关的系统变量，所以Oracle安装向导会自动根据这些系统变量来设置相关选项。
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 图13.11　典型安装选项
 

 
用户只需要修改数据库版本（Database edition），全局数据库名称（Global database name）以及管理员密码（Administrative password）即可。在本例中，数据库版本选择企业版（Enterprise Edition），全局数据库名称填入orcl，管理员密码可以根据自己的实际情况来设定。设置完成之后，单击【Next】按钮，进入下一步。
 
步骤07　设置Oracle软件清单目录（Create Inventory）页面如图13.12所示。软件清单目录会包含所有Oracle软件的清单，将该目录设置为【/oracle/oraInventory】，单击【Next】按钮，进入下一步。
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 图13.12　设置Oracle软件清单目录
 

 
步骤08　执行先决条件检查（Perform Prerequisite Checks），如图13.13所示。如果当前的软硬件环境在某些方面不符合Oracle 12c的需求，则会给出提示，用户可以根据情况来修正某些问题。如果实在不能满足需求，也可以勾选【Ignore All】忽略问题进行安装，但这可能会导致安装失败或程序运行不正常。如果当前软硬件环境满足需求则不会显示此页面。
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 图13.13　执行先决条件检查
 

 
注意
 
尽管用户应该尽量去满足Oracle的安装需求，但是对于某些条件，则可以忽略。
 
步骤09　安装概要（Summary）页面如图13.14所示。在正式执行安装操作之前，Oracle安装向导会给出一个关于本次安装的汇总，以便于用户确认。如果用户觉得存在某些问题，可以单击【Back】按钮，返回到前面去修改；否则，可以单击【Install】按钮，开始正式安装。
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 图13.14　安装概要
 

 
步骤10　安装过程页面如图13.15所示。当进度条达到100%以后，表示Oracle软件已经安装完成。
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 图13.15　安装过程
 

 
步骤11　在安装过程中会提示用户执行两个脚本才能进一步安装，如图13.16所示。
 
右击桌面，在弹出的快捷菜单上面选择【在终端中打开】，打开终端窗口，通过su命令切换到root用户，执行以下脚本：
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执行完上述操作后，返回执行配置脚本界面单击【OK】按钮继续安装。
 
步骤12　数据库配置向导（Database Configuration Assistant）页面如图13.17所示。当Oracle软件安装完成之后，便自动启动数据库配置向导，以帮助用户完成数据库的创建。
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 图13.16　执行配置脚本
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 图13.17　数据库配置向导
 

 
步骤13　设置密码，如图13.18所示。如果用户想要修改Oracle系统用户的密码，可以单击【Password Management】按钮，进行设置。
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 图13.18　设置密码
 

 
当上面的步骤都执行完成之后，Oracle就安装完成了，这时会出现如图13.19所示的窗口，单击【Close】按钮，退出安装向导。
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 图13.19　安装完成
 

 
13.4　创建数据库
 
通常情况下，系统管理员可以通过3种方式来创建数据库，分别为使用Oracle数据库配置助手（Oracle Database Configuration Assistant）、命令行，以及运行自定义批处理脚本。其中前面两种是经常用到的方法，本节将介绍使用DBCA和命令行来创建数据库。
 
13.4.1　用DBCA创建数据库
 
DBCA，即Oracle数据库配置助手，是一个图形界面的数据库管理工具。该工具通常位于Oracle主目录下面的bin目录中。oracle用户登录RHEL，在命令行中输入dbca就可以启动，如下所示：
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DBCA启动之后，出现如图13.20所示的画面。
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 图13.20　DBCA数据库操作界面
 

 
在DBCA的数据库操作（Database Operation）界面中，显示了许多关于数据库操作的选项，如果用户需要创建数据库，则应该选择第一个选项，即创建一个数据库（Create Database）。然后单击【Next】按钮，进行下面的操作。
 
接下来会显示创建模式（Creation Mode）界面，如图13.21所示。
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 图13.21　创建模式界面
 

 
在创建模式界面中，用户需要输入全局数据库名称（Global Database Name），选择数据库文件保存的路径、数据库的字符集（通常选择ZHS16GBK即可）以及数据库的管理密码等。设置完成后，单击【Next】按钮进入下一步。
 
接下来将显示创建摘要（Summary）界面，如图13.22所示。
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 图13.22　创建摘要
 

 
在创建摘要界面中显示了即将创建的数据库详情，如果还需要进行修改可单击【Back】按钮返回修改。如果不需要修改可以单击【Finish】按钮开始创建数据库，如图13.23所示。
 

 [image: ] 
 图13.23　创建数据库
 

 
创建数据库需要一些时间，创建完成后将显示完成界面，如图13.24所示。在完成界面同样可以执行密码管理操作，最后单击【Close】按钮即可退出创建界面。
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 图13.24　创建完成界面
 

 
13.4.2　手工创建数据库
 
前面介绍的两种方法都是在图形界面下完成数据库的创建操作。尽管这些方法都非常方便，但是在某些情况下系统管理员可能无法使用图形界面来创建数据库。例如通过SSH远程连接RHEL的时候。在这种情况下，用户只能通过命令行来执行操作。
 
幸运的是，最初的Oracle是没有图形界面的，并且到目前为止，仍然保留了通过命令行创建数据库的途径。下面介绍如何通过命令行手动创建Oracle数据库。
 
（1）通过SSH客户端（例如SSH Secure Shell Client）连接到RHEL，然后通过su命令切换到oracle用户，如下所示：
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（2）创建初始化参数文件。Oracle实例在启动的时候会自动读取一个初始化参数文件，该文件启动所必需的一些参数，默认情况下，该文件的名称为init<SID>.ora，其中SID表示实例名。在手工创建数据库的情况下，该文件需要系统管理员自己创建。在RHEL中，该文件的默认位置为$ORACLE_HOME/dbs。在本例中，创建一个名称为initoratest.ora的文件，表明需要创建的数据库名为oratest.ora，其内容如下所示：
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（3）通过sqlplus连接到Oracle实例，然后启动实例。
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在上面的命令中，system用户必须以dba的身份登录才可以启动实例。另外，startup命令通过pfile参数指定步骤（1）中创建的参数文件。由于还没有创建数据库，所以只能指定nomount参数，暂时不挂载数据库。
 
（4）创建数据库。使用create database命令创建数据库，如下所示：
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13.4.3　打开数据库
 
在某些情况下，需要系统管理员按照一定的步骤手工打开数据库。首先，需要以系统管理员的身份连接到Oracle软件；然后使用含有nomount选项的startup命令启动数据库实例；接下来，使用alter database命令修改数据库状态为mount，即挂载数据库；最后，通过alter database命令将数据库的状态修改为open。操作过程如示例13-5所示。
 
【示例13-5】
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13.4.4　关闭数据库
 
关闭数据库需要使用shutdown命令，该命令有多个选项，这些选项分别表示不同的功能，例如normal选项按照正常的步骤关闭数据库实例；immediate选项表示在尽可能短的时间内关闭数据库实例；transactional表示在尽可能短的时间内关闭数据库，并且保证当前所有活动的事务都可以被提交；abort表示立即关闭数据库实例，当前面的选项都无效的时候，可以使用该选项。示例13-6为通过immediate选项来关闭数据库实例。
 
【示例13-6】
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13.5　小结
 
本章介绍了如何在RHEL上面安装和配置Oracle数据库管理系统。主要包括Oracle数据库管理系统简介、Oracle数据库体系结构、安装Oracle数据库服务器以及创建数据库等。重点介绍了Oracle服务器的安装过程，以及如何通过DBCA和手工创建数据库。
 
13.6　习题
 
1．下面哪一条是错误的启动语句？（　　）
 
A．STARTUP NORMAL
 
B．STARTUP NOMOUNT
 
C．START MOUNT
 
D．STARTUP FORCE
 
2．下面哪一个不是数据库物理存储结构中的对象？（　　）
 
A．数据文件
 
B．重做日志文件
 
C．控制文件
 
D．表空间
 
3．下面哪个组件不是Oracle实例的组成部分？（　　）
 
A．系统全局区SGA
 
B．PMON后台进程
 
C．控制文件
 
D．调度进程
第14章　Apache服务和LAMP
 
 
 Apache是世界上应用最广泛的Web服务器之一，尤其是现在，使用LAMP（Linux+Apache+MySQL+PHP）来搭建Web应用已经是一种流行的方式。因此，掌握Apache的配置是系统工程师必备的技能之一。本章首先介绍与LAMP密切相关的HTTP协议，然后介绍Apache服务的安装与配置，最后给出使用LAMP时的常见问题。
 

 
本章主要涉及的知识点有：
 
 
 •　Apache的安装与配置
 
 •　LAMP应用
 
 •　演示如何使用LAMP搭建Web服务。
 

 
 
 注意
 
 现在越来越多的企业已经将MySQL换成MariaDB，MariaDB服务的安装与管理可以参考第12章，二者的管理方式十分相近，本书不再赘述。另外，本章不涉及LAMP性能优化的内容，如需了解相关知识，请参阅相关书籍。
 

 
14.1　Apache HTTP服务的安装与配置
 
本节首先介绍HTTP协议，然后介绍Apache的安装与配置。
 
14.1.1　HTTP协议简介
 
超文本传送协议（Hypertext Transfer Protocol，HTTP）是因特网（World Wide Web，WWW，也简称为Web）的基础。HTTP服务器与HTTP客户机（通常为网页浏览器）之间的会话如图14.1所示。
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 图14.1　HTTP服务端与HTTP客户端的交互过程
 

 
下面对这一交互过程进行详细分析。
 
1．客户端与服务器建立连接
 
首先客户端与服务器建立连接，就是SOCKET连接，因此要指定机器名称、资源名称和端口号，可以通过URL来提供这些信息。URL的格式如示例14-1所示。
 
【示例14-1】
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2．客户端向服务器提出请求
 
请求信息包括希望返回的文件名和客户端信息。客户端信息以请求头发送给服务器，请求头包括HTTP方法和头字段。
 
HTTP方法常用的有GET、HEAD、POST，头字段主要包含以下字段。
 
 
 •　DATE：请求发送的日期和时间。
 
 •　PARGMA：用于向服务器传输并实现无关的信息。这个字段还用于告诉代理服务器，要从实际服务器而不是从高速缓存存取资源。
 
 •　FORWARDED：可以用来追踪机器之间，而不是客户机和服务器之间的消息。这个字段可以用来追踪代理服务器之间的传递路由。
 
 •　MESSAGE_ID：用于唯一地标识消息。
 
 •　ACCEPT：通知服务器客户所能接受的数据类型和尺寸。
 
 •　FROM：当客户应用程序希望服务器提供有关其电子邮件地址时使用。
 
 •　IF-MODEFIED-SINCE：如果所请求的文档自从所指定的日期以来没有发生变化，则服务器不应发送该对象。如果所发送的日期格式不合法，或晚于服务器的日期，服务器会忽略该字段。
 
 •　BEFERRER：向服务器进行资源请求用到的对象。
 
 •　MIME-VERTION：用于处理不同类型文件的MIME协议版本号。
 
 •　USER-AGENT：有关发出请求的客户信息。
 

 
3．服务器对请求做出应答
 
服务器收到一个请求，就会立刻解释请求中所用到的方法，并开始处理应答。服务器的应答消息也包含头字段形式的报文信息。状态码是一个3位数字码，主要分为4类：
 
 
 •　以2开头，表示请求被成功处理。
 
 •　以3开头，表示请求被重定向。
 
 •　以4开头，表示客户的请求有错。
 
 •　以5开头，表示服务器不能满足请求。
 

 
响应报文除了返回状态行之外，还向客户返回以下几个头字段。
 
 
 •　DATE：服务器的时间。
 
 •　LAST-MODIFIED：网页最后被修改的时间。
 
 •　SERVER：服务器信息。
 
 •　CONTENT_TYPE：数据类型。
 
 •　RETRY_AFTER：服务器太忙时返回这个字段。
 

 
4．关闭客户与服务器之间的连接
 
此步主要关闭客户端与服务器的连接。
 
14.1.2　Apache服务的安装、配置与启动
 
Apache由于其跨平台和安全性被广泛使用，其特点是简单、快速、性能稳定，并可作为代理服务器来使用。可以支持SSL技术，并且支持多个虚拟主机，是Web服务的优先选择。
 
本机主要以httpd-2.4.18.tar.gz源码安装Apache HTTP服务为例说明其安装过程。如果系统要使用https协议来进行访问，需要Apache支持SSL。因此，在开始安装Apache软件之前，首先要安装OpenSSL，其源码可以在http://www.openssl.org下载。安装OpenSSL的步骤如示例14-2所示。
 
【示例14-2】
 
 
 [image: ] 

 
 
 [image: ] 

 
在安装完OpenSSL后，接下来就可以安装Apache了，安装步骤如示例14-3所示。
 
【示例14-3】
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 [image: ] 

 
Apache是模块化的服务器，核心服务器中只包含功能最常用的模块，而扩展功能由其他模块提供。设置过程中，可以指定包含哪些模块。Apache有两种使用模块的方法。
 
 
 •　一是静态编译至二进制文件。如果操作系统支持动态共享对象（DSO），而且能为autoconf所检测，则模块可以使用动态编译。DSO模块的存储是独立于核心的，可以被核心使用由mod_so模块提供的运行时刻配置指令包含或排除。如果编译中包含任何动态模块，则mod_so模块会被自动包含进核心。如果希望核心能够装载DSO，而不实际编译任何动态模块，需要明确指定--enable-so。在当前的示例中，核心模块功能全部启用。
 

 
 
 •　二是需要启用SSL加密和mod_rewrite，并且采用动态编译模式以便后续可以动态添加模块而不重新编译apache，因此需要启用mod_so。
 

 
基于上面的分析，配置编译选项时推荐使用以下方法，如示例14-4所示。
 
【示例14-4】
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由于每个项目和网站的情况不同，如果还需要支持其他的模块，可以在编译时使用相应的选项。经过上面的过程，Apache已经安装完毕，安装目录位于/usr/local/apache2目录下。常见的目录说明如表14.1所示。
 
 
 表14.1　Apache目录说明
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Apache主配置文件httpd.conf包含丰富的选项配置供用户选择，下面是一些常用配置的含义说明，如示例14-5所示。
 
【示例14-5】
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设置prefork模块相关参数如下，这里会重点说明一下各个指令的意义。
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指令说明如下。
 
 
 •　StartServers：设置服务器启动时建立的子进程数量。因为子进程数量动态地取决于负载的轻重，所以一般没有必要调整这个参数。
 
 •　MinSpareServers：设置空闲子进程的最小数量。所谓空闲子进程是指没有正在处理请求的子进程。如果当前空闲子进程数少于MinSpareServers ，那么Apache将以最大每秒一个的速度产生新的子进程。只有在非常繁忙的机器上才需要调整这个参数。将此参数设得太大通常是一个坏主意。
 
 •　MaxSpareServers：设置空闲子进程的最大数量。如果当前有超过MaxSpareServers数量的空闲子进程，那么父进程将杀死多余的子进程。只有在非常繁忙的机器上才需要调整这个参数。将此参数设得太大通常是一个坏主意。如果将该指令的值设置为比MinSpareServers小，Apache将会自动将其修改成MinSpareServers+1。
 
 •　ServerLimit：服务器允许配置的进程数上限。只有在需要将MaxClients设置成高于默认值256时才需要使用。要将此指令的值保持和MaxClients一样。修改此指令的值必须完全停止服务后再启动才能生效，以restart方式重启将不会生效。
 
 •　MaxClients：用于客户端请求的最大请求数量（最大子进程数），任何超过MaxClients限制的请求都将进入等候队列。默认值是256，如果要提高这个值必须同时提高ServerLimit的值。笔者建议将初始值设为以MB为单位的最大物理内存/2，然后根据负载情况进行动态调整。比如一台4GB内存的机器，那么初始值就是4000/2=2000。
 
 •　MaxRequestsPerChild：设置每个子进程在其生存期内允许伺服的最大请求数量。到达MaxRequestsPerChild的限制后，子进程将会结束。如果MaxRequestsPerChild为0，子进程将永远不会结束。将MaxRequestsPerChild设置成非零值有两个好处：可以防止（偶然的）内存泄漏无限进行而耗尽内存；给进程一个有限寿命，从而有助于当服务器负载减轻时减少活动进程的数量。
 

 
下面设置worker模块相关参数。
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指令说明如下。
 
 
 •　StartServers：设置服务器启动时建立的子进程数量。因为子进程数量动态地取决于负载的轻重，所以一般没有必要调整这个参数。
 
 •　ServerLimit：服务器允许配置的进程数上限。只有在需要将MaxClients和ThreadsPerChild设置成超过默认的16个子进程时才使用这个指令。不要将该指令的值设置得比MaxClients和ThreadsPerChild需要的子进程数量高。修改此指令的值必须完全停止服务后再启动才能生效，以restart方式重启将不会生效。
 
 •　ThreadLimit：设置每个子进程可配置的线程数ThreadsPerChild上限，该指令的值应当和ThreadsPerChild可能达到的最大值保持一致。修改此指令的值必须完全停止服务后再启动才能生效，以restart方式重启动将不会生效。
 
 •　MaxClients：用于伺服客户端请求的最大接入请求数量（最大线程数）。任何超过MaxClients限制的请求都将进入等候队列。默认值是400，16（ServerLimit）乘以25（ThreadsPerChild）的结果。因此要增加MaxClients时，必须同时增加ServerLimit的值。笔者建议将初始值设为以MB为单位的最大物理内存/2，然后根据负载情况进行动态调整。比如一台4GB内存的机器，初始值就是4000/2=2000。
 
 •　MinSpareThreads：最小空闲线程数，默认值是75。这个MPM将基于整个服务器监视空闲线程数。如果服务器中总的空闲线程数太少，子进程将产生新的空闲线程。
 
 •　MaxSpareThreads：设置最大空闲线程数。默认值是250。这个MPM将基于整个服务器监视空闲线程数。如果服务器中总的空闲线程数太多，子进程将杀死多余的空闲线程。MaxSpareThreads的取值范围是有限制的。Apache将按照如下限制自动修正你设置的值：worker要求其大于等于MinSpareThreads加上ThreadsPerChild的和。
 
 •　ThreadsPerChild：每个子进程建立的线程数。默认值是25。子进程在启动时建立这些线程后就不再建立新的线程了。每个子进程所拥有的所有线程的总数要足够大，以便可以处理可能的请求高峰。
 
 •　MaxRequestsPerChild：设置每个子进程在其生存期内允许伺服的最大请求数量。
 

 
14.1.3　Apache基于IP的虚拟主机配置
 
Apache配置虚拟主机支持3种方式：基于IP的虚拟主机配置，基于端口的虚拟主机配置，基于域名的虚拟主机配置。本节主要介绍基于IP的虚拟主机配置。
 
如果同一台服务器有多个IP，可以使用基于IP的虚拟主机配置，将不同的服务绑定在不同的IP上。
 
步骤01　假设服务器有一个IP地址为172.16.45.14，首先使用ifconfig在同一个网络接口eno16777736上绑定其他3个IP，如示例14-6所示。
 
【示例14-6】
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步骤02　3个IP对应的域名如下，配置主机的host文件以便于测试，如示例14-7所示。
 
【示例14-7】
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步骤03　建立虚拟主机存放网页的根目录，并创建首页文件index.html，如示例14-8所示。
 
【示例14-8】
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步骤04　修改httpd.conf，在文件末尾加入以下配置，如示例14-9所示。
 
【示例14-9】
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步骤05　编辑每个IP的配置文件，如示例14-10所示。
 
【示例14-10】
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步骤06　配置完以后可以启动Apache服务并进行测试，如示例14-11所示。
 
【示例14-11】
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14.1.4　Apache基于端口的虚拟主机配置
 
如果一台服务器只有一个IP或需要通过不同的端口访问不同的虚拟主机，可以使用基于端口的虚拟主机配置。
 
步骤01　假设服务器有一个IP地址为172.16.45.104，如示例14-12所示。
 
【示例14-12】
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步骤02　需要配置的虚拟主机分别为7081、8081和9081，配置主机的host文件以便于测试。
 
【示例14-13】
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步骤03　建立虚拟主机存放网页的根目录，并创建首页文件index.html。
 
【示例14-14】
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步骤04　修改httpd.conf，在文件末尾加入以下配置，如示例14-15所示。
 
【示例14-15】
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步骤05　编辑每个IP的配置文件，如示例14-16所示。
 
【示例14-16】
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步骤06　配置完以后可以启动Apache服务并进行测试，如示例14-17所示。
 
【示例14-17】
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14.1.5　Apache基于域名的虚拟主机配置
 
使用基于域名的虚拟主机配置是比较流行的方式，可以在同一个IP上配置多个域名并且都通过80端口访问。
 
步骤01　假设服务器有一个IP地址为172.16.45.105，如示例14-18所示。
 
【示例14-18】
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步骤02　172.16.45.105对应的域名如示例14-19所示，配置主机的host文件，便于测试。
 
【示例14-19】
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步骤03　建立虚拟主机存放网页的根目录，并创建首页文件index.html，如示例14-20所示。
 
【示例14-20】
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步骤04　修改httpd.conf，在文件末尾加入以下配置，如示例14-21所示。
 
【示例14-21】
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步骤05　编辑每个域名的配置文件，如示例14-22所示。
 
【示例14-22】
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步骤06　配置完以后可以启动Apache服务并进行测试。在浏览器上测试是同样的效果，如示例14-23所示。
 
【示例14-23】
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为了使用基于域名的虚拟主机，必须指定服务器IP地址和可能的端口来使主机接受请求，这个使用Listen来进行配置。
 
 
 注意
 
 在NameVirtualHost指令中指定IP地址并不会使服务器自动侦听那个IP地址。请参阅Apache服务和LAMP一章中关于IP和端口的内容获取更多详情。另外，这里设定的IP地址必须对应服务器上的一个网络接口。
 

 
如果需要在现有的Web服务器上增加虚拟主机，必须为现存的主机建造一个<VirtualHost>定义块。可以用一个固定的IP地址来代替<VirtualHost>指令中的“*”，以达到某些特定的目的。比如说，在一个IP地址上运行一个基于域名的虚拟主机，而在另外一个IP地址上运行一个基于IP或是另外一套基于域名的虚拟主机。如果希望能通过不止一个域名被访问，可以把ServerAlias指令放入<VirtualHost>小节中来解决这个问题。比如说在上面的第一个<VirtualHost>配置段中ServerAlias指令中列出的名字就是用户可以用来访问同一个web站点的其他名字。
 
第一个列出的虚拟主机充当了默认虚拟主机的角色。当一个虚拟主机的IP地址与主服务器的配置项相符时，主服务器中的DocumentRoot将永远不会被用到。所以，如果需要创建一段特殊的配置用于处理不对应任何一个虚拟主机的请求的话，只要简单地把这段配置放到<VirtualHost>段中，并把它放到配置文件的最前面即可。
 
至此，3种虚拟主机配置方法介绍完毕，有关配置文件的其他选项可以参考相关资料或Apache的帮助手册。
 
14.1.6　Apache安全控制与认证
 
Apache提供了多种安全控制手段，包括设置Web访问控制、用户登录密码认证及.htaccess文件等。通过这些技术手段，可以进一步提升Apache服务器的安全级别，减少服务器受攻击或数据被窃取的风险。
 
1．Apache安全控制
 
要进行Apache的访问控制，首先要了解Apache的虚拟目录。虚拟目录可以用指定的指令设置，设置虚拟目录的好处除便于访问之外，还可以增强安全性，类似于软链接的概念，客户端并不知道文件的实际路径。虚拟目录的格式如示例14-24所示。
 
【示例14-24】
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每个Diretory段都以<Diretory>开始，以</Diretory>结束，段作用于<Diretory>中指定的目录及其里面的所有文件和子目录。在段中可以设置与目录相关的参数和指令，包括访问控制和认证。2.4版的Apache在访问控制方面与之前的2.2版有较大改变，2.4版中的控制指令主要使用Require，控制方法主要有基于IP地址、域名、http方法、用户等。
 
（1）允许、拒绝所有访问指令
 
允许、拒绝所有访问：
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 注意
 
 拒绝所有主机访问通常与允许某个IP地址或网络等一起使用。
 

 
（2）基于IP地址或网络
 
当对象是IP地址或网络时：
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（3）基于域名
 
通常不建议使用基于域名的访问控制，因为解析过程可能会导致访问速度变慢：
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当访问没有权限的地址时，会出现以下提示信息：
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现在，假设有一个名为bm的目录，通过此目录可以访问网站的一些管理信息，系统管理员希望该目录只能由自己的机器192.168.1.105访问，其他用户都不能访问。可以通过以下步骤实现。
 
首先配置httpd.conf或对应虚拟主机的配置文件，如示例14-25所示。
 
【示例14-25】
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保存后重启Apache服务。
 
在IP地址为192.168.1.105的机器上直接打开浏览器访问http://domainname/bm进行测试，可以看到只有指定的客户端可以访问，访问控制的目的已经达到。
 
2．Apache认证
 
除了可以使用以上介绍的指令控制特定的目录访问之外，如果服务器中有敏感信息需要授权的用户才能访问，Apache提供了认证与授权机制，当用户访问使用此机制控制的目录时，会提示用户输入用户名和密码，只有输入正确用户名和密码的主机才可以正常访问该资源。
 
Apache的认证类型分为两种：基本（Basic）认证和摘要（Digest）认证。摘要认证比基本认证更加安全，但是并非所有的浏览器都支持摘要认证，所以本节只针对基本认证进行介绍。基本认证方式其实相当简单，当Web浏览器请求经此认证模式保护的URL时，将会出现一个对话框，要求用户输入用户名和口令。用户输入后，传给Web服务器，Web服务器验证它的正确性。如果正确，则返回页面；否则将返回401错误。
 
要使用用户认证，首先要创建保存用户名和口令的认证口令文件。在Apache中提供了htpasswd命令，用于创建和修改认证口令文件，该命令在<Apache安装目录>/bin目录下。关于该命令的完整选项和参数说明可以通过直接运行htpasswd获取。
 
要在/usr/local/apache2/conf目录下创建一个名为users的认证口令文件，并在口令文件中添加一个名为admin的用户。
 
命令运行后会提示用户输入admin用户的口令并再次确认，运行结果如示例14-26所示。
 
【示例14-26】
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认证口令文件创建后，如果还要再向文件里添加一个名为user1的用户，可以执行如下命令，如示例14-27所示。
 
【示例14-27】
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与/etc/shadow文件类似，认证口令文件中的每一行为一个用户记录，每条记录包含用户名和加密后的口令。
 
 
 注意
 
 htpasswd命令没有提供删除用户的选项，如果要删除用户，直接通过文本编辑器打开认证口令文件把指定的用户删除即可。
 

 
创建完认证口令文件后，还要对配置文件进行修改，用户认证是在httpd.conf配置文件的<Directory>段中进行设置的，其配置涉及的主要指令如下。
 
（1）AuthName指令。AuthName指令设置了使用认证的域，此域会出现在显示给用户的密码提问对话框中，也帮助客户端程序确定应该发送哪个密码。其指令格式如下：
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域名称没有特别限制，用户可以根据自己的喜好进行设置。
 
（2）AuthType指令。AuthType指令主要用于选择一个目录的用户认证类型，目前只有两种认证方式可以选择，即Basic和Digest，分别代表基本认证和摘要认证，该指令格式如下：
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（3）AuthUserFile指令。AuthUserFile指令用于设定一个纯文本文件的名称，其中包含用于认证的用户名和密码的列表，该指令格式如下：
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（4）Require指令。Require指令用于设置哪些认证用户允许访问指定的资源。这些限制由授权支持模块实现，其格式有以下两种：
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 •　用户名：认证口令文件中的用户，可以指定一个或多个，设置后只有指定的用户才有权限进行访问。
 
 •　valid-user：授权给认证口令文件中的所有用户。
 

 
现在，假设网站管理员希望对bm目录做进一步控制，配置该目录只有经过验证的admin用户才能够访问，用户口令存放在users.list口令认证文件中。要实现这样的效果，需要把vhost目录中的配置文件www.oa.com.conf的配置信息替换为下面的内容，如示例14-28所示。
 
【示例14-28】
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重启Apache服务后使用浏览器访问http://www.oa.com进行测试，如图14.2所示。输入用户名和密码，单击【确定】按钮。
 

 [image: ] 
 图14.2　认证窗口
 

 
验证成功后将进入如图14.3所示的页面，否则将会要求重新输入。如果单击【取消】按钮将会返回如图14.4所示的错误页面。
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 图14.3　访问成功页面
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 图14.4　认证错误页面
 

 
3．.htaccess设置
 
.htaccess文件又称为分布式配置文件，该文件可以覆盖httpd.conf文件中的配置，但是它只能设置对目录的访问控制和用户认证。.htaccess文件可以有多个，每个.htaccess文件的作用范围仅限于该文件所存放的目录以及该目录下的所有子目录。虽然.htaccess能实现的功能在<Directory>段中都能够实现，但是因为在.htaccess修改配置后并不需要重启Apache服务就能生效，所以在一些对停机时间要求较高的系统中可以使用。
 
启用.htaccess文件需要做以下设置。
 
（1）打开www.oa.com.conf配置文件，将配置信息替换为下面的内容，如示例14-29所示。
 
【示例14-29】
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修改主要包括两个方面：
 
 
 •　删除原有关于访问控制和用户认证的参数和指令，因为这些指令将会被写到.htaccess文件中去。
 
 •　添加AllowOverride All参数，允许.htaccess文件覆盖httpd.conf文件中关于bm目录的配置。如果不做这项设置，.htaccess文件中的配置将不能生效。
 

 
（2）重启Apache服务，在/data/www/www.oa.com目录下创建一个文件.htaccess，如示例14-30所示。
 
【示例14-30】
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其他测试过程与上一节类似，此处不再赘述。
 
14.2　LAMP集成的安装、配置与测试实战
 
第12章介绍过MariaDB的配置和安装，14.1节又介绍了Apache的安装与配置。本节主要介绍Linux环境下利用源码实现Apache、MariaDB、PHP的集成环境的安装过程。
 
PHP为Professional Hypertext Preprocessor的缩写，最新发布版本为7.0.6，与此同步发行的还有5.x，目前5.x的最新版本为5.6.21。7.x版作为最新的版本，其删除了原来5.x中许多废弃的函数，显著提高了PHP运行时的效率，但由于推出时间较短，目前使用的企业较少。因此本书仍以5.x为例做介绍。
 
PHP具有非常强大的功能，所有CGI的功能PHP都可以实现，而且它支持几乎所有流行的数据库以及操作系统。和其他技术相比，PHP本身免费且是开源代码。因为PHP可以被嵌入于HTML语言，它相对于其他语言来说，编辑简单，实用性强，更适合初学者。PHP运行在服务器端，可以部署在UNIX、Linux、Windows、Mac OS下。另外，PHP还支持面向对象编程。本节主要以PHP 5.6.21源码安装为例说明PHP的安装过程，因不同版本之间可能略有差别，需要根据业务特性选择合适的版本。
 
要从源代码安装Apache、MariaDB、PHP，PHP用户可以从http://www.php.net下载最新稳定版的源代码，PHP支持很多扩展，本节软件安装涉及的软件包如示例14-31所示。
 
【示例14-31】
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安装过程如示例14-32所示。
 
【示例14-32】
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经过以上的步骤，Apache、MySQL和PHP环境需要的软件已经安装完毕，如需Apache支持PHP，还要做以下设置。修改httpd.conf，加入以下配置，如示例14-33所示。
 
【示例14-33】
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然后配置虚拟主机，如示例14-34所示。
 
【示例14-34】
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重启Apache服务，然后编辑测试脚本，如示例14-35所示。
 
【示例14-35】
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然后可以进行浏览器的测试了，输入http://www.testdomain.com/test.php并访问，如图14.5所示，说明PHP已经安装成功。
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 图14.5　PHP测试页面
 

 
14.3　习题
 
一、填空题
 
1．常用的HTTP方法有___________、___________和___________。
 
2．Apache配置虚拟主机支持3种方式：______________________、______________________和______________________。
 
二、选择题
 
1．关于Apache配置描述错误的是（　　）。
 
A．使用基于域名的虚拟主机配置是比较流行的方式，可以在同一个IP上配置多个域名并且都通过80端口访问。
 
B．如果同一台服务器有多个IP，可以使用基于IP的虚拟主机配置，将不同的服务绑定在不同的IP上。
 
C．如一台服务器只有一个IP或需要通过不同的端口访问不同的虚拟主机，可以使用基于端口的虚拟主机配置。
 
D．如果使用多端口运行SSL则不需要在参数中指定端口号。
 
2．以下哪一个不属于PHP的安装包（　　）。
 
A．gd-2.0.33.tar.gz
 
B．curl-7.14.1.tar.gz
 
C．php-5.4.16.tar.gz
 
D．httpd-2.2.24.tar.gz
第15章　Linux路由
 
 
 Linux拥有强大的网络功能。除了能够发送自己产生的数据包之外，Linux还能够在多个网络接口之间转发外界产生的数据包，因此Linux具有完整的路由功能。本章将介绍路由的基本概念、如何配置静态路由以及策略路由等。
 

 
本章主要涉及的知识点有：
 
 
 •　认识Linux路由
 
 •　配置Linux静态路由
 
 •　Linux的策略路由
 

 
15.1　认识Linux路由
 
路由是IP协议中最重要的功能。由于互联网本质上是一个网状的结构，当数据包传递到IP协议层时，必然会面临路径选择的问题，即数据包从哪个路径传递是最优的，这就是路由的功能。本节将介绍Linux路由的基本概念。
 
15.1.1　路由的基本概念
 
在TCP/IP网络中，路由是一个非常重要的概念。所谓路由（routing），就是通过互联的网络把信息从源地址传输到目的地址的过程。
 
图15.1描述了路由的基本过程。在图15.1中，主机A想要传递数据给主机B，从图中可以得知，共有两条路径，分别是主机A→B→主机B和主机A→B→C→D→E→主机B，其中B～E都是一些网络设备，都具有路由功能。在数据传输的时候，这些设备会自动选择一个最优的路径来完成数据传输，这个过程就称为路由。
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 图15.1　路由的基本过程
 

 
路由通常根据路由表来引导分组数据的转送，路由表是一个储存到各个目的地的最佳路径的表格。因此，为了有效率地转送分组数据，建立储存在主机和路由器中的路由表是非常重要的。
 
15.1.2　路由的原理
 
路由的原理非常复杂。一般情况下，网络中的主机、路由器和交换机都具有路由功能。这些设备收到数据包之后，要根据IP数据包的目的地址，决定选择哪个网络接口把数据包发送出去。如果路由器的某个网络接口与IP数据包的目的主机位于同一个局域网，则可以直接通过该接口把数据包传递给目的主机；如果目的主机与路由器不位于同一个局域网中，则路由器会根据目的地来选择另外一台合适的路由器，再从某个网络接口把数据包发送过去。
 
 
 注意
 
 由于路由是在网络层的功能，所以只有工作在网络层的交换机才具有路由功能，只能工作在数据链路层的交换机不具有路由功能。
 

 
15.1.3　路由表
 
路由表是位于主机或者路由器中的一个小型的数据库。路由表是路由转发的基础，不管是主机还是路由器，只要与外界交换IP数据包，平时都要维护着一张路由表，当发送IP数据包时，要根据目的地址和路由表来决定如何发送。
 
路由表通常包括目标、网络掩码、网关、接口以及跃点数等内容。其中，目标可以是目标主机、子网地址、网络地址或者默认路由。通常情况下，默认路由的目标为0.0.0.0。当所有的路由都不匹配的时候，数据包将被转发给默认路由。
 
网络掩码与目标配合使用。例如，主机路由的掩码为255.255.255.255，默认路由的掩码为0.0.0.0，子网或者网络地址的掩码位于这两者之间。其中，掩码255.255.255.255表示只有精确匹配的目标才使用此路由；掩码0.0.0.0表示任何目标都可以使用此路由。
 
网关是数据包需要发送到的下一个路由器的IP地址。接口表明用于接通下一个路由器的网络接口。跃点数表明使用路由到达目标的相对成本。常用指标为跃点，或到达目标位置所通过的路由器数目。如果有多个相同目标位置的路由，则跃点数最低的路由为最佳路由。
 
在RHEL中，用户可以通过route命令来打印输出当前主机的路由表，如下所示：
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在上面的输出中，Destination表示目标，Gateway表示网关，Genmask表示网络掩码，Metric表示跃点数，Iface表示网络接口。
 
15.1.4　静态路由和动态路由
 
系统管理员可以通过两种方法配置路由表，分别为静态路由和动态路由。静态路由由系统管理员手工或者通过route命令对路由表进行配置，它不会随着未来网络结构的改变自动发生变化。动态路由由主机上面的某一进程通过与其他的主机或者路由器交换路由信息后再对路由表进行自动更新，它会根据网络系统的运行情况而自动调整。
 
一般来说，静态路由和动态路由各有自己的优缺点和适用范围。通常情况下，可以把动态路由作为静态路由的补充，其做法是当一个数据包在路由器中进行路由查找时，首先将数据包与静态路由条目匹配，如果能匹配其中的一条，就按照该静态路由转发数据包；如果所有的静态路由都不能匹配，则使用动态路由规则来转发。
 
15.2　配置Linux静态路由
 
静态路由具有简单、高效、可靠的特点，在一般的路由器和主机中，都要使用静态路由。Linux系统除了需要在主机中配置路由外，还可以配置成路由器，以便能为其他主机提供路由服务。下面介绍使用route命令对Linux进行路由配置的方法。
 
15.2.1　配置网络接口地址
 
在RHEL中，系统管理员可以通过多种方式来配置网络接口，其中最为常用的有两种，分别是使用ifconfig命令和直接修改网络接口配置文件。下面分别介绍这两种方法。
 
ifconfig命令是一个用来查看、配置、启动或者禁用网络接口的工具，这个工具极为常用。系统管理员可以使用该命令临时性地配置网卡的IP地址、子网掩码、广播地址以及网关等。其基本语法如下：
 
 
 [image: ] 

 
在上面的命令中，interface表示网络接口的名称，例如eno16777736等。如果修改了内核参数，网络接口名称也可以是eth0、eth1等。options参数表示ifconfig命令的选项，常用的选项如下。
 
 
 •　up：启动某个网络接口。
 
 •　down：禁用某个网络接口。
 
 •　netmask：设置子网掩码。
 
 •　broadcast：广播地址。
 
 •　address：分配给网络接口的IP地址。
 

 
如果没有指定以上选项，则表示输出当前主机所有的网络接口，如示例15-1所示。
 
【示例15-1】
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从上面的命令可以得知，当前主机有两个网络接口，其名称分别为eno16777736和lo，其中eno16777736表示第一个以太网网络接口。ether表示当前接口的MAC地址，inet表示分配给该网络接口的IP地址，broadcast表示广播地址，netmask表示子网掩码，inet6则表示IPv6地址。UP关键字表示该网络接口是启用状态。名称为lo的网络接口通常指本地环路接口，其IP地址为127.0.0.1。
 
如果用户只想查看某个网络接口的信息，则可以将接口名称作为ifconfig命令的参数，如示例15-2所示。
 
【示例15-2】
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下面的命令将主机的IP地址修改为192.168.10.19，子网掩码设置为255.255.255.0，广播地址设置为192.168.10.255：
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在某些情况下，系统管理员可能需要为某个网络接口设置多个IP地址，此时，可以使用“网络接口：序号”的形式为ifconfig命令指定子接口。例如，下面的命令为网络接口eno16777736增加一个子接口并为其设置IP地址：
 
 
 [image: ] 

 
执行完以上命令之后，用户可以使用ifconfig命令查看当前主机的网络接口，如示例15-3所示。
 
【示例15-3】
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从上面的输出结果可以得知，网络接口eno16777736已经拥有了两个IP地址，分别为192.168.10.15和192.168.10.16。
 
尽管ifconfig命令非常方便和灵活，但是使用该命令所做的修改只是临时性的，当主机重新启动之后，所有的改动都会丢失。为了能够永久地保存所做的配置，用户可以直接修改网络接口的配置文件。
 
在RHEL中，网络接口的配置文件位于/etc/sysconfig/network-scripts目录中，其命名形式为网络接口的名称，并加以ifcfg前缀。例如，网络接口eno16777736的配置文件为ifcfg-eno16777736。下面的代码是一台主机的网络接口eno16777736的配置文件的内容，如示例15-4所示。
 
【示例15-4】
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在上面的代码中，DEVICE表示网络接口名称，BOOTPROTO表示地址分配方式，即静态地址还是从DHCP服务器动态获取，ONBOOT表示在主机启动的时候是否启动该接口，IPADDR即网络接口的IP地址，GATEWAY表示网关地址，DNS1、DNS2表示DNS服务器的地址。
 
如果用户需要修改网络参数，可以使用文本编辑器，例如vi或者vim，打开该文件，然后修改启动的选项，保存即可。
 
通过配置文件的方式来修改网络接口的参数并不会立即生效，用户需要重新启动网络服务才会使新的参数发挥作用，如示例15-5所示。
 
【示例15-5】
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15.2.2　测试网卡接口IP配置状况
 
当网络接口配置完成之后，用户需要测试该网络接口的状态，以验证所做的修改是否正确。其中，使用ping命令是一种最为简单有效的方式。ping命令的语法非常简单，直接使用IP地址作为参数即可。例如，下面的命令测试为网络接口eno16777736所配置的IP地址192.168.10.15是否生效。
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以上信息表示IP地址192.168.10.15是连通的，如果IP地址不能连通，则会给出Destination Host Unreachable的错误信息，如下所示：
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15.2.3　route命令介绍
 
route命令用来查看系统中的路由表信息，以及添加、删除静态路由记录。直接执行route命令可以查看当前主机中的路由表信息，在15.1.3小节中，已经使用该命令输出当前系统的路由表。
 
route命令不仅可以用于查看路由表的信息，还可以添加、删除静态的路由表条目，其中当然也包括设置默认网关地址。route命令提供了许多子命令来完成这些功能，下面分别对其进行详细介绍。
 
在增加静态路由时，需要使用add子命令，其基本语法如下：
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其中，-net选项用来指定目标网段的地址，host则用来指定目标主机的地址，target表示目标网络或者主机。netmask表示子网掩码，当target选项指定了一个目标网络时，需要使用子网掩码来配合使用。gw选项表示网关地址，metric表示要到达目标的路由代价，dev选项表示将该路由条目与某个网络接口绑定在一起。
 
例如，示例15-6的命令是在当前系统的路由表中添加一项静态路由信息。
 
【示例15-6】
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在上面的命令中，首先使用add子命令增加一条目标为主机58.64.138.213的路由信息，与该主机通信需要通过网关192.168.10.101。然后使用route命令输出系统路由表，从输出结果可以得知，该路由信息添加成功。
 
如果想要删除路由条目，则可以使用del子命令，其基本语法如下：
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上面命令的参数与前面介绍的add子命令的参数完全相同，不再赘述。示例15-7的命令将刚才添加的路由条目删除。
 
【示例15-7】
 
 
 [image: ] 
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从上面的命令可以得知，通过del子命令，目标为58.64.138.213的路由条目已经成功删除。
 
 
 注意
 
 默认网关记录是一条特殊的静态路由条目。如果目标地址不匹配所有的路由条目，则通过默认网关发送。
 

 
15.2.4　普通客户机的路由设置
 
如果某台Linux主机并不充当路由器的功能，仅仅提供某些网络服务，则其路由配置非常简单。在这种情况下，一般只需要两条路由即可，其中一条是到本地子网的路由，另外一条是默认路由。前者用于与同一子网的主机通信，后者则负责处理所有不发送到本地子网的数据包。这也是用户在使用route命令查看本地路由表时经常见到的情况。关于这种情况，不再详细介绍。接下来，重点介绍一下RHEL在充当路由器角色时的配置方法。
 
15.2.5　Linux路由器配置实例
 
在本小节中，以一个具体的例子来说明如何配置RHEL主机，实现网络之间的路由功能。图15.2描述了3个子网之间的连接，其中RHEL主机拥有3个网络接口，其IP地址分别为192.168.1.2、 10. 10.1.1和10.10.2.1，同时，这3个网络接口分别与子网192.168.1.0/24、10.10.1.0/24和10.10.2.0/24相连接。
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 图15.2　通过RHEL主机实现路由功能
 

 
尽管这3个子网在物理上是连通的，但是如果没有添加路由的话，仍然无法实现它们之间的数据交换。为了实现数据交换，系统管理员应该在RHEL主机中添加以下3个路由条目，如示例15-8所示。
 
【示例15-8】
 
 
 [image: ] 

 
增加完成之后，当前系统的路由表如下所示：
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有了上面的静态路由，当有目标为网络10.10.1.0/24的数据包时，RHEL主机就知道需要从网络接口eno50332216转发，同理目标为网络10.10.2.0/24的数据包需要从网络接口eno67109440转发，而目标为网络192.168.1.0/24的数据包需要从网络接口eno33554992转发。
 
15.3　Linux的策略路由
 
传统的IP路由根据数据包的目的IP地址为其选择路径，在某些场合下，可能会对IP数据包的路由提更多的要求。例如，要求所有来自A网的数据包都路由到X路径，这些要求需要通过策略路由来达到。本节主要介绍在Linux系统下实现策略路由的方法。
 
15.3.1　策略路由的概念
 
在介绍策略路由的概念之前，先回顾一下前面介绍的IP路由。假设某台主机的路由表如下所示：
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前面已经讲过，路由表的功能是指导主机如何向外发送数据包。如果用户从上面的主机向192.168.1.123发送数据包时，这个数据包的目标地址将会被标记为192.168.1.123。接着系统会以数据包的目的地为依据，和上面的路由表进行匹配，先和第2条规则10.10.1.0/24进行匹配，发现10. 10.1.123并不在该网段内，接着和第2条规则10.10.2.0/24进行匹配，发现目标地址还不在该网段内。直至匹配到第3条192.168.1.0/24时，才发现目标地址就位于该网络中，于是该数据包将会通过eno33554992发送出去。
 
 
 注意
 
 如果在本机路由表上都没匹配到192.168.1.123所在网段的路由，就会从第一个路由条目，即默认路由指定的接口把该数据包发送出去。
 

 
从上面的过程可以看出，传统的IP路由是以目的地IP地址为依据和主机上的路由表进行匹配的。如果用户想要本机的HTTP协议的数据包经过eno67109440发送出去，FTP协议的数据包经过eno33554992发送出去，或者根据目的地的IP地址来决定数据包从哪个网络接口发送出去，则传统的路由无法实现。
 
基于策略的路由比传统路由在功能上更强大，使用更灵活。通过策略路由，网络管理员不仅能够根据目的地址以及路径代价来进行路由选择，而且能够根据报文大小、应用或IP源地址来选择转发路径。通过制定不同的路由策略，将路由选择的依据扩大到IP数据包的源地址、上层协议甚至网络负载等方面，大大提高了网络的效率和灵活性。
 
15.3.2　路由表的管理
 
与传统的路由一样，策略路由的策略也保存在路由表中。RHEL系统可以同时存在256个路由表，路由表的编号范围为0～255。每个路由表都各自独立，互不相关。数据包传输时根据路由策略数据库内的策略决定数据包应该使用哪个路由表传输。
 
在256个路由表中，Linux系统维护4个路由表，分别是0、253、254和255。0号表是系统保留表，253号表为默认路由表，一般来说，默认的路由都放在这张表中。254号表为主路由表，如果没有指明路由所属的表，所有的路由都默认放在这个表里。255号为本地路由表，本地接口地址、广播地址以及NAT地址都放在这个表中，该路由表由系统自动维护，管理员不能直接修改。
 
除了表号之外，路由表还有名称，表号和表名的对应关系位于/etc/iproute2/rt_tables文件中。例如，示例15-9的代码就是某个RHEL系统中该文件的内容。
 
【示例15-9】
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从上面的代码可以得知，255号表的表名为local，254号表的表名为main，253号表的表名为default，0号表的表名为unspec。
 
图15.3描述了策略路由的路由选择过程。从图中可以得知，RHEL有一个路由策略数据库，存储着用户制订的各种策略。在进行路由选择的时候，系统会逐条匹配数据库中的策略。在匹配成功的情况下，会使用对应路由表中的路由信息；否则，继续匹配下一条策略。
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 图15.3　策略路由的路由表匹配
 

 
15.3.3　路由管理
 
与传统的路由管理不同，策略路由需要使用ip route命令来管理路由表中的条目。该命令的基本语法如下：
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或者
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其中，上面一条命令用来列出路由表中的路由信息，下面一条则用来修改、删除、增加、追加或者替换路由条目。SELECTOR参数表示路由表名或者号码。
 
如果想查看所有路由表的内容，可以使用以下命令：
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示例15-10的命令用于在主路由表中增加一条路由信息。
 
【示例15-10】
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下面的命令用于删除到网络192.168.1.0/24的路由：
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在多路由表的路由体系里，所有的路由操作都需要指明要操作的路由表，例如添加路由或者在路由表里寻找特定的路由。如果没有指明路由表，默认是对主路由表（即254号路由表）进行操作。而在单表体系里，路由的操作是不用指明路由表的。
 
15.3.4　路由策略管理
 
RHEL提供了一组命令来管理策略路由。其中，主命令是ip rule，子命令主要包括show、list、 add、delete以及flush等，其功能分别是列出、增加、删除路由策略以及清空本地路由策略数据库等。下面分别介绍这些命令的使用方法。
 
系统管理员可以通过ip rule show或者ip rule list命令来列出当前系统的路由策略，该命令没有参数。例如，下面的命令用于列出当前系统的路由策略：
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从上面的输出结果可以得知，当前系统中有3条路由策略。每条路由策略都由3个字段构成，第1个字段位于冒号前面，是一个数字，表示该策略被匹配的优先顺序，数字越小，优先级越高。默认情况下，0、32766和32767这3个优先级已经被占用。系统管理员在添加路由策略时，可以指定优先级，如果没有指定，则默认从32766开始递减。
 
第2个字段是匹配规则。用户可以使用from、to、tos、fwmark以及dev等关键字来表达规则，其中from表示从哪里来的数据包，to表示要发送到哪里去的数据包，tos表示IP数据包头的TOS域，dev表示网络接口。
 
第3个字段是路由表名称，其中local、main以及default分别表示本地路由表、主路由表以及默认路由表。
 
 
 注意
 
 用户可以使用ip rule list、ip rule lst或ip rule来列出当前系统的路由策略，其效果是相同的。
 

 
除了show命令之外，其他子命令的基本语法相同，如下所示：
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下面分别举例说明这些命令的使用方法。
 
下面的命令用于添加一条路由策略，匹配规则是所有来自192.168.10.0/24子网的数据包。所使用的路由表是12号路由表，如示例15-11所示。
 
【示例15-11】
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执行完add子命令之后，使用list子命令列出路由策略，可以发现新增加的策略出现在列表中。
 
下面的命令根据数据包的目的地匹配路由策略，所有发送到192.168.10.0/24这个子网的数据包都经由13号路由表。
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另外，系统管理员还可以根据网络接口来制订策略，如下所示：
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上面的命令表示所有通过网络接口eno16777736发送的数据包都使用14号路由表。
 
下面的命令使用del子命令删除某条策略：
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在上面的命令中，使用to关键字来删除为所有发送到192.168.101.0/24这个子网的数据包制订的路由策略。
 
如果想要清空路由策略数据库，则可以使用flush子命令，如下所示：
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从上面命令的执行结果可以得知，在使用ip rule flush命令之后，当前系统的路由策略数据库只剩下一条本地策略。
 
15.3.5　策略路由应用实例
 
下面以一个具体的例子来说明如何使用策略路由实现灵活的路由功能。图15.4描述了一个网络结构，承担路由器功能的RHEL主机有3个网络接口，其中eno33554992与CERNet相连，eno50332216与ChinaNet相连，eno16777736与内网相连，eno33554992的IP地址为10.10.1.1， CERNet分配的网关为10.10.1.2；eno50332216的IP地址为10.10.2.1，ChinaNet分配的网关为10. 10.2.2。CERNet的网络ID为10.10.1.0/24，ChinaNet的网络ID为10.10.2.0/24。
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 图15.4　一个网络结构
 

 
当前的需求是所有发往CERNet的数据包都经由eno33554992发送，所有发送到ChinaNet的数据包都经过网络接口eno50332216发送。为了实现这个目的，需要使用策略路由。
 
首先创建两个路由表，其名称分别为cernet和chinanet。使用vi命令打开/etc/iproute2/rt_tables，增加两行，分别为cernet和chinanet如示例15-12所示。
 
【示例15-12】
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接下来分别为eno33554992和50332216绑定对应的IP地址，命令如下：
 
 
 [image: ] 

 
修改后的网络接口及其IP地址如下：
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下面的任务就是分别设置CERNet和ChinaNet路由表。其中CERNet的路由表设置如下：
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上面的命令都是针对路由表cernet进行操作的，第1条增加到CERNet的路由，指定网关为10.10.1.2，网络接口为eno33554992。第2条增加一条本地环路的路由。第3条增加默认路由。
 
接下来，在路由表chinanet中进行同样的操作，命令如下：
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通过上面的操作，CERNet和ChinaNet都有自己的路由表，下面需要制订策略，让10.10.1.1的回应数据包在CERNet路由表中路由，让10.10.2.1的回应数据包从chinanet路由表中路由，命令如下：
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15.4　小结
 
路由是网络层最基本的功能之一，只有通过正确的路由设置，数据包才能顺利地到达目的主机。本章首先讲述了路由的基本概念，包括路由原理、路由表、静态路由和动态路由等。然后介绍使用route命令进行路由配置的方法。最后介绍了有关策略路由的知识及配置方法。
 
15.5　习题
 
1．下面哪条命令可以禁用网络接口eno16777736？（　　）
 
A．ifconfig eno16777736 up
 
B．ifconfig eno16777736 down
 
C．ifconfig eno16777736
 
D．ifup eno16777736
 
2．普通的客户机至少需要多少条路由才可以连通网络？（　　）
 
A．0条
 
B．1条
 
C．2条
 
D．3条
 
3．下面哪条命令是添加到网络192.168.1.0/24的路由？（　　）
 
A．route add-net 192.168.1.1 eno16777736
 
B．route add 192.168.1.0/24 eno16777736
 
C．route add –net 192.168.1.0/24 eno16777736
 
D．route add 192.168.1.1/24 eno16777736
第16章　配置NAT上网
 
 
 在20世纪90年代，随着互联网的飞速发展，连接到互联网的设备也急速增长，导致IP地址发生了完全枯竭的现象。为了应对这种情况，网络地址转换（Network Address Translation，NAT）作为一种解决方案逐渐流行起来。它在一定程度上缓解了IPv4地址不足的压力，另一方面也提高了内部网络的安全性。
 

 
本章主要涉及的知识点有：
 
 
 •　认识NAT
 
 •　Linux下的NAT配置
 

 
16.1　认识NAT
 
NAT是一种广域网接入技术，是一种将私有地址转化为合法IP地址的转换技术，它被广泛应用于各种类型的Internet接入方式和各种类型的网络中。原因很简单，NAT不仅完美地解决了IP地址不足的问题，而且还能够有效地避免来自网络外部的攻击，隐藏并保护网络内部的计算机。本节将介绍NAT的基础知识。
 
16.1.1　NAT的类型
 
网络地址转换（Network Address Translation，NAT）是将IP数据包头中的IP地址转换为另外一个IP地址的过程。在实际应用中，NAT主要用来实现私有网络中的主机访问公共网络的功能。通过网络地址转换，可以使用少量的公有IP地址代表较多的私有IP地址，有助于减缓公有IP地址空间的枯竭。
 
所谓私有IP地址，是指内部网络或者主机的IP地址，公有IP地址是指在国际互联网上全球唯一的IP地址。私有IP地址有以下3类。
 
A类：10.0.0.0～10.255.255.255
 
B类：172.16.0.0～172.31.255.255
 
C类：192.168.0.0～192.168.255.255
 
上述3个范围内的地址不会在因特网上被分配，因此可以不必向ISP或注册中心申请而在公司或企业内部自由使用。
 
一般来说，NAT的实现方式主要有3种，分别为静态转换、动态转换和端口多路复用。所谓静态转换，是指将内部网络的私有IP地址转换为公有IP地址，在这种情况下，私有IP地址和公有IP地址是一一对应的，也就是说，某个私有IP地址只转换为某个公有IP地址。动态转换指将内部网络的私有IP地址转换为公用IP地址时，IP地址是不确定的，是随机的，也就是说，在进行动态转换时，系统会自动随机选择一个没有被使用的公有IP地址作为私有IP地址转换的对象。端口多路复用是指修改数据包的源端口并进行端口转换。在这种情况下，内部网络的多台主机可以共享一个合法公有IP地址，从而最大限度地节约IP地址资源。端口多路复用是目前应用最多的NAT类型。
 
 
 注意
 
 端口多路复用通常用来实现外部网络的主机访问私有网络内部的资源。当外部主机访问共享的公有IP的不同端口时，NAT服务器会根据不同的端口将请求转发到不同的内部主机，从而为外部主机提供服务。
 

 
16.1.2　NAT的功能
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 图16.1　NAT的功能
 

 
NAT的主要功能是在数据包通过路由器的时候，将私有IP地址转换成合法的IP地址。这样，一个局域网只需要少量的公有IP地址，就可以实现网内所有的主机与互联网通信的需求，如图16.1所示。
 
从图16.1可以看出，NAT会自动修改IP报文的源IP地址和目的IP地址，IP地址校验在NAT处理过程中自动完成。但是，有些应用程序将源IP地址嵌入到IP报文的数据部分中，所以在这种情况下，还需要同时对报文的数据部分进行修改。
 
 
 注意
 
 NAT不仅可以实现内部网络内的主机访问外部网络资源，还可以实现外部网络的主机访问内部网络的主机。通过NAT可以隐藏内部网络的主机，提高内部网络主机的安全性。
 

 
16.2　Linux下的NAT服务配置
 
利用RHEL，可以非常方便地实现NAT服务，使得内部网络的主机能够与互联网上面的主机进行通信。本节将对NAT的配置方法进行系统的介绍。
 
16.2.1　Firewalld简介
 
在RHEL 7之前的版本中，防火墙管理工具使用的是iptables和ip6tables。但在最新的RHEL 7中防火墙管理工具变成了Firewalld，它是一个支持定义网络区域（zone）及接口安全等级的动态防火墙管理工具。利用Firewalld，用户可以实现许多强大的网络功能，例如防火墙、代理服务器以及网络地址转换。
 
之前版本的system-config-firewall和lokkit防火墙模型是静态的，每次修改防火墙规则都需要完全重启，在此过程中包括提供防火墙功能的内核模块netfilter都需要卸载和重新加载。而卸载会破坏已经建立的连接和状态防火墙。与之前的静态模型不同，Firewalld将动态的管理防火墙，不需要重新启动防火墙，也不需要重新加载内核模块。但Firewalld服务要求所有关于防火墙的变更都要通过守护进程来完成，从而确保守护进程中的状态与内核防火墙之间的一致性。
 
许多人都认为RHEL 7中的防火墙从iptables变成了Firewalld，其实不然，无论是iptables还是Firewalld都无法提供防火墙功能。他们都只是Linux系统中的一个防火墙管理工具，负责生成防火墙规则并与内核模块netfilter进行“交流”，真正实现防火墙功能的是内核模块netfilter。
 
Firewalld提供了两种管理方式，其一是firewall-cmd命令行管理工具，其二是firewall-config图形化管理工具。在之前版本中的iptables将规则保存在文件/etc/sysconfig/iptables中，现在Firewalld将配置文件存放在/usr/lib/firewalld和/etc/firewalld目录下的XML文件中。
 
虽然RHEL 7中默认的防火墙工具从iptables变成了Firewalld，但在RHEL 7中仍然可以继续使用iptables，红帽将这个选择权交给了用户。RHEL 7的防火墙堆栈如图16.2所示。
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 图16.2　RHEL 7防火墙堆栈
 

 
从图16.2中可以看出，无论使用的是Firewalld还是iptables，最终都是由iptables命令来为内核模块netfilter提交防火墙规则。另外，如果决定使用iptables，就应该将Firewalld禁用掉，以免出现混乱。
 
16.2.2　在RHEL上配置NAT服务
 
下面以一个具体的例子来说明如何在RHEL上配置NAT服务，使得内部网络的主机可以访问外部网络的资源。
 
图16.3描述了一个简单的网络拓扑结构。RHEL主机有两个网络接口，其中eno50332216连接内部网络交换机，其IP地址为192.168.0.1，子网掩码为255.255.255.0；eno16777736连接外部网络，其IP地址为运营商提供的公有IP地址114.242.25.2，子网掩码为255.255.255.0，网关为114.242.25.1，DNS服务器为202.106.0.20。内部网络的IP地址段为192.168.0.0/24。
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 图16.3　网络拓扑结构
 

 
接下来的任务是配置RHEL主机，使其成为一台NAT服务器，供内部网络主机访问外部网络资源，步骤如下。
 
步骤01　开启转发功能，命令如下：
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第1条命令将字符串1写入/proc/sys/net/ipv4/ip_forward文件，第2条命令验证是否写入成功。如果输出1，则表示修改成功。开启RHEL转发功能之后，内部网络的主机就可以ping通eno16777736的IP地址、网关以及DNS了。
 
 
 注意
 
 上面第1条命令中的“>”为输出重定向符号。其功能是将echo命令的输出结果重定向到后面的磁盘文件中。
 

 
步骤02　配置NAT规则。
 
经过上面配置后，虽然可以ping通eno16777736的IP地址，但是此时内部网络中的计算机还是无法上网。问题在于内网主机的IP地址是无法在公网上路由的。因此，需要通过NAT将内网办公终端的IP转换成RHEL主机eno16777736接口的IP地址。为了实现这个功能，首先需要将接口eno16777736加入到外部网络区域中。在Firewalld中，外部网络补定义为一个直接与外部网络相连接的区域，来自此区域中的主机连接将不被信任，关于区域的更多信息可以查阅本书第20章了解详情，此处不再赘述。
 
在开始配置之前，需要正确配置相关接口的IP地址等信息，接下来就可以使用命令的方法将接口eno16777736加入外部区域external：
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完成外部接口的配置后，接下来将配置内部接口eno50332216，具体做法是将内部接口加入到内部区域internal中：
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到此为止，所有在RHEL主机上的配置都已经完成。接下来的任务是配置内部网络主机，使其可以访问外部网络。
 
16.2.3　局域网通过配置NAT上网
 
局域网内的主机配置比较简单，只要设置好网络参数即可。其中所有主机的网关都应该设置为REHL主机的网络接口eno50332216的IP地址，即192.168.0.1。内部网络的主机的DNS服务器设置为运营商提供的DNS服务器的地址，即202.106.0.20。通过以上设置，内部网络的主机就可以访问外部网络的资源了。
 
 
 注意
 
 本例中的设置仅仅使得内部网络的主机可以访问外部网络资源，但是外部网络的主机却无法访问内部网络的主机。如果想要外部网络的主机可以访问内部网络资源，则需要进行相应的端口映射。
 

 
16.3　小结
 
本章详细介绍了如何在RHEL系统中实现NAT功能，主要内容包括NAT的类型、NAT的功能等。最后以一个具体的例子说明如何通过Firewalld在RHEL上面配置NAT服务，以实现内部网络的多台主机访问外部网络的资源。本章的重点在于掌握好NAT的基本知识，以及学习如何使用Firewalld实现NAT服务。
 
16.4　习题
 
1．列举出私有IP地址范围。
 
2．使用Firewalld实现NAT功能，并完成以下任务：
 
（1）开启路由功能。
 
（2）使用SNAT实现共享上网。
第17章　Linux性能检测与优化
 
 
 Linux是一个开源系统，其内核负责管理系统的进程、内存、设备驱动程序、文件和网络系统，决定着系统的性能和稳定性。由于内核源码很容易获取，任何人都可以将自己认为优秀的代码加入到其中。Linux默认提供了很多服务，如何发挥Linux的最大性能，如何精简系统以便适合当前的业务需要，都需要对内核进行重新编译优化。影响Linux性能的因素有很多，从底层硬件到上层应用，每一部分都有可以优化的地方。本章主要介绍Linux性能优化方面的知识，首先介绍影响Linux服务器的各种因素，然后介绍Linux性能分析工具及内核优化。
 

 
本章主要涉及的知识点有：
 
 
 •　影响Linux服务器性能的主要因素
 
 •　Linux性能分析工具及命令
 
 •　Linux内核编译与优化
 

 
 
 注意
 
 Linux系统性能优化常见的方法有使用更好的硬件或从操作系统层面、应用软件层面进行优化，本章主要介绍在同等硬件条件下如何尽最大可能发挥系统性能，使系统资源利用达到最大化。
 

 
17.1　Linux性能评估与分析工具
 
影响Linux服务器性能的因素有很多，从底层的硬件到操作系统，从网络到上层应用。找到系统硬件和软件资源的平衡点是关键。如果访问量急剧增长时造成CPU利用率过高，由于不能及时得到响应，系统负载急剧上升，从而导致其他进程运行缓慢，系统中的进程越来越多，有可能导致物理内存耗尽，直至交换内存被耗尽，此时系统已经处于假死状态，从而导致系统不能登录，只能进行重启操作进行恢复。这虽然是比较极端的情况，但若要有效地避免此问题，做好系统性能优化和容量规划是非常有必要的。
 
系统性能优化绝不仅仅是系统管理员的责任，软件研发人员、软件架构人员都需参与其中。本节主要介绍Linux性能评估与分析常用的工具。
 
虽然大多数情况下系统性能瓶颈的原因是应用程序BUG或性能较差引起的，最终会表现为系统负载升高、程序响应缓慢或拒绝服务，因此如果要了解系统的当前性能，首先应该观察系统负载和CPU使用情况。
 
17.1.1　CPU相关
 
查看监视CPU的命令工具有很多，常见的有uptime、top、vmstat等，以下分别介绍最常用的uptime、vmstat命令。
 
1．uptime
 
执行uptime命令后的结果如示例17-1所示。
 
【示例17-1】
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uptime的输出可以作为Linux系统整体性能评估的一个参考。这里主要关注的是load average参数，3个值分别表示最近1分钟、5分钟、15分钟的系统负载值。此部分值可参考CPU的个数或核数，有关CPU的信息可以查看系统中的/proc/cpuinfo文件。
 
如果5分钟的负载值或15分钟的负载值长期超过CPU个数的两倍，说明系统当前处于高负载，需要关注并优化；如果数值长期低于CPU个数或核数，说明系统运行正常；如果长期处于数值1以下则说明系统CPU资源没有得到有效利用，CPU处于空闲状态。
 
2．vmstat
 
vmstat是一个比较全面的性能分析工具，通过此工具可以观察进程状态、内存使用情况、swap使用情况、磁盘的IO、CPU的使用等信息。vmstat执行结果如示例17-2所示。
 
【示例17-2】
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（1）procs第1列r表示运行和等待CPU时间片的进程数，这个值如果长期大于系统CPU的个数，说明CPU不足，需要增加CPU。第2列b表示在等待资源的进程数，等待的资源有I/O或内存交换等。其他参数说明如表17.1所示。
 
 
 表17.1　vmstat输出结果参数说明
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（2）cpu列显示了用户进程和内核进程所消耗的CPU时间百分比。us的值比较高时，说明用户进程消耗的cpu时间多。us+sy的参考值为80%，如果us+sy长期大于80%说明可能存在CPU资源不足的情况。
 
（3）memory列表示系统内存资源使用情况。
 
（4）swap列表示系统交换分区使用情况，一般情况下，si、so的值都为0，如果si、so的值长期不为0，则表示系统内存不足，需要增加系统内存。
 
（5）io列显示磁盘的读写状况，这里设置的bi+bo参考值为1000，如果超过1000，而且wa值较大，则表示系统磁盘IO有问题。
 
（6）system项显示采集间隔内发生的中断数。in和cs这2个值越大，会看到由内核消耗的CPU时间会越多。
 
17.1.2　内存相关
 
内存是考察系统性能的主要指标，比如内存使用情况超过70%，表示系统内存资源紧张，需要及时优化。另外，swap交换分区如果使用率较高，则说明系统频繁地进行硬盘与内存之间的换页，需要特别留意。监视系统内存常用的命令有top、free、vmstat等。
 
1．top
 
top命令的显示结果如示例17-3所示。
 
【示例17-3】
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上述实例中，Mem行依次表示总内存、空闲的内存、已经使用的内存、用于缓存文件系统的内存。swap行表示交换空间总大小、空闲的交换空间、使用的交换内存空间、可用的内存空间。
 
默认情况下，top命令每隔5秒钟刷新一次数据。执行完top命令后top进入命令等待模式。top提供了丰富的参数用于查看当前系统的信息，比如按m键进入内存模式，并按内存占用百分比排序，如示例17-4所示。
 
【示例17-4】
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2．free
 
free是查看Linux系统内存使用状况时最常用的指令，free命令的显示结果如示例17-5所示。
 
【示例17-5】
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以上示例显示系统总内存为16040MB，如需计算应用程序占用内存，可以使用以下公式计算total – free – buff/cache=997 – 298 – 344=335，内存使用百分比为6535/16040= 33.6%，表示系统内存资源能满足应用程序需求。如果应用程序占用内存量超过80%，则应该及时进行应用程序算法优化。
 
3．vmstat
 
使用vmstat命令监视系统内存，主要关注以下参数，如示例17-6所示。
 
【示例17-6】
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swpd列表示切换到内存交换区的内存数量，以KB为单位。此处swpd的值为0，若不为0且磁盘调入内存的值si和由内存调入磁盘so的值均为0，都表示系统暂时没有进行内存页交换，内存资源充足，系统性能暂时没有问题。
 
17.1.3　硬盘I/O相关
 
在涉及硬盘操作时，一般根据业务的具体情况选择合适的方案。比如读写频繁的应用尽可能用内存的读写代替直接硬盘操作，内存读写操作速度比硬盘直接读写的效率要高千倍。另外，对于数据量非常大的应用可以考虑数据的冷热分离，常使用、常访问的文件可以放入性能比较好的硬盘中，如SSD；冷数据则可以考虑放入存储空间较大的普通硬盘上。使用裸设备代替文件系统也可节省系统资源开销。磁盘的性能评估可以使用iostat命令，该命令的输出如示例17-7所示。
 
【示例17-7】
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上述示例中tps表示每秒钟发送到的I/O请求数，kB_read/s表示每秒读取的数据块数，kB_wrtn/s表示每秒写入的数据块数，kB_read表示读取的所有块数，kB_wrtn表示写入的所有块数。上述示例说明该服务器sda分区读操作大于写操作，属于读操作比较多的应用。6.14表示硬盘偶尔写操作频繁，其他数值相对较小，如存在长期的、超大的数据读写，说明系统不正常，需要进行优化。
 
iostat常用的参数如表17.2所示。
 
 
 表17.2　iostat常用参数说明
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17.1.4　网络性能评估
 
对于Linux的网络性能主要可以参考系统网卡的流量、包量或丢包率、错误率等，可以按周期进行统计，如发现系统网卡流量过大，如当百兆网卡流量超过80%时需要留意系统性能。Web服务如请求量过大或短连接频繁建立释放的应用，需要关注系统每秒新增的TCP连接数，同时系统中各个TCP连接的状态可以作为系统性能的参考。如发现大量处于TIME_WAIT状态的TCP连接，则会影响网络性能，使应用响应缓慢或拒绝服务。网络性能常用的参数有ping、netstat、 ifconfig或关注系统中的/proc/net/dev文件输出等。
 
使用netstat命令查看当前TCP连接状态的可能结果，如示例17-8所示。
 
【示例17-8】
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根据TCP协议，以上每个TCP状态对应的含义如表17.3所示。
 
 
 表17.3　TCP状态说明
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根据TCP 3次握手协议的规定，发起socket主动关闭的一方连接将进入TIME_WAIT状态，TIME_WAIT状态将持续两个MSL（Max Segment Lifetime），TIME_WAIT状态下的socket不能被回收使用，尤其是针对短连接较多的Web服务，如果存在大量处于TIME_WAIT状态的连接，则可能严重影响服务器的处理能力，导致Web应用耗时甚至引起系统瘫痪。
 
17.2　Linux内核编译与优化
 
Linux内核是操作系统的核心，负责管理系统的资源，内核的稳定性影响着系统的性能和稳定性。系统默认提供的内核有些功能可能不是当前系统应用需要的，重新编译内核可以达到精简内核、优化系统性能的目的。重新编译的内核和当前的硬件设备相匹配，能较大程度地发挥硬件性能。如果使用了最新的硬件设备，需要设备的最新驱动，当前内核无法支持，此时也需要重新编译内核。本节主要介绍Linux内核编译的相关知识。
 
17.2.1　编译并安装内核
 
内核编译之前需要了解当前设备的硬件信息并获取最新的内核源代码，需要了解编译内核需要内核支持的功能。最新的内核源代码可以在https://www.kernel.org/获得，本节以Linux 3.18.33内核为例说明Linux内核的编译过程。内核编译一般经过以下几个步骤，如示例17-9所示。
 
【示例17-9】
 
 
 [image: ] 
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然后将文件保存，重启。进行系统引导时，选择Red Hat Enterprise Linux Server (3.18.33) 7.2 (Maipo)，即可使用编译好的内核。
 
17.2.2　常用内核参数的优化
 
Linux内核的很多参数是可以动态修改的，为了使系统运行得更稳定、更快速，在此介绍一些常用的内核参数。
 
1．文件句柄设置
 
文件句柄的设置表示在Linux系统上可以打开的文件数。在大型应用服务器，例如访问量较大的Web服务器或数据库服务器中，建议将整个系统的文件句柄值至少设置为65535。设置方法如示例17-10所示。
 
【示例17-10】
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file-nr文件分别显示了已经分配的文件句柄总数、当前使用的文件句柄数以及可以分配的最大文件句柄数。
 
2．随机端口设置
 
Linux随机端口默认为32768～65535，在请求量较大的服务器上需要调整此参数显示，调整方法如示例17-11所示。
 
【实例17-11】
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3．TCP连接优化
 
如果发现系统存在大量TIME_WAIT状态的连接，可通过调整内核参数解决，如示例17-12所示。
 
【示例17-12】
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 •　net.ipv4.tcp_tw_reuse = 1表示开启重用，允许将TIME_WAIT状态的连接重新用于新的TCP连接。
 
 •　net.ipv4.tcp_tw_recycle = 1表示开启TCP连接中TIME_WAIT连接的快速回收。
 
 •　net.ipv4.tcp_max_tw_buckets = 10000控制同时保持TIME_WAIT套接字的最大数量，如果超过TIME_WAIT连接将立刻被清除并打印警告信息。
 

 
对于Apache、Nginx等Web服务，通过以上优化能较好地减少TIME_WAIT套接字数量。
 
4．内存参数优化
 
如果需要确定系统对共享内存的限制，可以使用下面的命令。其中shmmax表示共享内存段的最大大小，以字节为单位，默认值一般为32MB。通常对于大多数应用够用，但对于大型应用软件尤其是数据库等，需要修改此参数，如示例17-13所示。
 
【示例17-13】
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Linux内核参数较多，本节主要介绍了几个常用的参数设置，如需进一步了解Linux内核参数的优化，可参考帮助文档或相关书籍。
 
17.3　小结
 
如果服务器出现异常，则需要定位错误的位置。此时，首先需要登录服务器，使用top命令查看CPU占用情况，然后查看内存占用情况、交换分区占用情况，然后定位异常进程，根据反映出的问题进行问题定位与优化。本章介绍了问题定位或者Linux性能优化过程中需要关注的几个方面，如CPU、内存、硬盘、网络性能等。通过内核的编译与优化，可以使内核与当前硬件系统有更好的兼容度，最大程度发挥硬件性能。
 
17.4　习题
 
一、填空题
 
1．查看监视CPU的命令工具有很多，常见的有____________、____________和____________等。
 
2．监视系统内存常用的命令有____________、____________和____________等。
 
3．默认情况下，top命令每隔_____秒钟刷新一次数据。
 
二、选择题
 
关于Linux内核参数描述错误的有（　　）。
 
A．Linux随机端口默认为32 768～65 535，不管服务器请求量的大小都不能调整此参数。
 
B．如发现系统存在大量TIME_WAIT状态的连接，可通过调整内核参数解决。
 
C．对于大型应用软件尤其是数据库来说，需要修改shmmax参数。
 
D．在大型应用服务器，例如访问量较大的Web服务器或数据库服务器中，建议将整个系统的文件句柄值至少设置为65535。
第18章　集群负载均衡LVS
 
 
 电子商务已经成为生活中不可缺少的一部分，给用户带来了方便和效率。随着计算机硬件的发展，单台计算机的性能和可靠性越来越高，网络的飞速发展给网络带宽和服务器带来巨大的挑战，网络带宽的增长远高于处理器速度和内存访问速度的增长，急剧膨胀的用户请求已经使单台计算机难以达到用户的需求。为了满足急剧增长的需求，使用集群技术负载均衡迫在眉睫。
 
 本章首先介绍什么是集群技术及集群的体系结构，然后介绍集群软件LVS（Linux Virtual Server）的负载调度算法，结合各种调度算法给出实际案例，最后介绍了负载均衡常见问题。
 

 
本章主要涉及的知识点有：
 
 
 •　Linux集群体系结构
 
 •　LVS负载均衡调度算法
 
 •　LVS负载均衡的安装与设置
 

 
 
 注意
 
 本章介绍的LVS负载均衡管理主要针对Linux系统下的负载均衡，在Windows领域软件层面尚没有匹配的开源软件支持负载均衡。
 

 
18.1　集群技术简介
 
如今互联网应用尤其是Web服务越来越广泛。电子商务网站需要提供每天24小时不间断服务，如果发生硬件损坏导致服务中断将造成不可挽回的经济损失。越来越多的网站交互性不断增强，随着用户量的增长需要更强的CPU和IO处理能力。在数据挖掘领域，需要在大量数据中找出有价值的信息，时间是必须考虑的因素。集群技术的出现顺利解决了两个问题：高可用性集群和高性能集群。
 
集群通过一组相对廉价的设备实现服务的可伸缩性，当服务请求急剧增长时，服务依然可用，响应依然快速。集群允许部分硬件或软件发生故障，通过集群管理软件将故障屏蔽从而提供24小时不间断的服务。相对于高端服务器的昂贵成本，使用廉价的设备比组成集群，所花费的经济成本相对是可以承受的。
 
高可用性集群可以提供负载均衡，通过把任务轮流分给多台服务器完成，避免了某台服务器负载过高。同时，负载均衡是一种动态均衡，可以通过一些工具或软件实时地分析数据包，掌握网络中的数据流量状况，合理分配任务。
 
 
 注意
 
 在数据链路层可以根据数据包的MAC地址选择不同的路径。网络层则可以利用基于IP地址的分配方式将数据分配到多个节点。对于不同的应用环境，如计算负荷较大的电子商务网站、IP读写频繁的数据库应用、网络传输量大的视频服务则有各自对应的负载均衡算法。
 

 
18.2　LVS集群介绍
 
LVS为Linux虚拟服务器（Linux Virtual Server），针对高可伸缩、高可用网络服务的需求，中国的章文嵩博士给出了基于IP层和基于内容请求分发的负载平衡调度解决方案，并在Linux内核实现，将一组服务器构成一个可伸缩的、高可用网络服务的虚拟服务器。虚拟服务器的体系结构如图18.1所示。
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 图18.1　虚拟服务器体系结构
 

 
一组服务器通过高速的局域网或地理分布的广域网相互连接，前端有一个负载均衡器（Load Balancer），有时简称为LD。负载均衡器负责将网络请求调度到真实服务器上，真实的服务器称作real server，简称rs，从而使得服务器集群的结构对应用是透明的。应用访问集群系统提供的网络服务就像访问一台高性能、高可用的服务器一样。集群的扩展性可以通过在服务机群中动态地加入和删除服务器节点完成。通过定期检测节点或服务进程状态可以动态地剔除故障的节点，从而使系统达到高可用性。
 
18.2.1　3种负载均衡技术
 
在LVS框架中，提供了IP虚拟服务器软件IPVS，它包含3种IP负载均衡技术，通过此软件可以快速搭建高可伸缩性的、高可用性的网络服务，管理也非常方便。
 
IPVS软件实现了这3种IP负载均衡技术，每种技术的原理介绍如下。
 
1．Virtual Server via Network Address Translation（VS/NAT）
 
此种技术中前端负载均衡器通过重写请求报文的目的地址实现网络地址转换，根据设定的负载均衡算法将请求分配给后端的真实服务器。真实服务器的响应报文通过负载均衡器时，报文的源地址被重写，然后返回给客户端，从而完成整个负载调度过程。由于NAT的每次请求接收和返回都要经过负载均衡器，对前端负载均衡器性能要求较高，如果业务请求量较大，负载均衡器可能成为瓶颈。NAT模式的体系结构如图18.2所示。
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 图18.2　LVS NAT模式体系结构
 

 
2．Virtual Server via IP Tunneling（VS/TUN）
 
TUN模式如图18.3所示。采用NAT技术时，由于请求和响应报文都必须经过负载均衡器地址重写，当客户请求越来越多时，负载均衡器的处理能力可能成为瓶颈。为了解决这个问题，负载均衡器把请求报文通过IP隧道转发至真实服务器，而真实服务器将响应直接返回给客户，此种技术负载均衡器只处理请求报文。由于结果不需经过负载均衡器，采用此种技术的集群吞吐能力也更强大，同时TUN模式可以支持跨网段，并支持跨地域部署，使用非常灵活。
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 图18.3　LVS TUN模式体系结构
 

 
3．Virtual Server via Direct Routing（VS/DR）
 
VS/DR模式如图18.4所示，该模式通过改写请求报文的MAC地址，将请求发送到真实服务器，类似于TUN模式，DR模式下真实服务器将响应直接返回给客户端，因此VS/DR技术可极大地提高集群系统的伸缩性。这种方法没有IP隧道的开销，真实服务器也没有必须支持IP隧道协议的要求，但是此种模式要求负载均衡器与真实服务器都在同一物理网段上，由于同一网段机器数量有限，从而限制了其应用范围。
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 图18.4　LVS DR模式体系结构
 

 
18.2.2　负载均衡调度算法
 
针对不同的网络服务需求和服务器配置，IPVS负载均衡器提供了以下几种负载调度算法。
 
（1）轮询（Round Robin）算法。轮询算法简称RR，负载均衡器通过轮询调度算法将外部请求按顺序轮流分配到集群中的真实服务器上，每台后端的服务器都是平等无差别的，此种算法忽略了真实服务器的负载情况，需结合其他监控手段一起使用。
 
（2）加权轮询（Weighted Round Robin）算法。加权轮询算法简称WRR。负载均衡器通过加权轮询调度算法根据真实服务器的不同处理能力来调度访问请求，从而使处理能力强的服务器处理更多的请求。负载均衡器可以自动问询真实服务器的负载情况，并动态地调整其权值，与轮询模式相比，有更大的灵活性。
 
（3）最少链接（Least Connections）算法。最少链接算法简称LC。负载均衡器通过最少连接调度算法动态地将网络请求调度到已建立的链接数最少的服务器上。如果集群系统的真实服务器具有相近的系统性能，采用此种算法可以较好地均衡负载。
 
（4）加权最少链接（Weighted Least Connections）算法。加权最少链接算法简称WLC。在集群系统中的服务器性能差异较大的情况下，负载均衡器采用加权最少链接调度算法优化负载均衡性能，具有较高权值的服务器将承受较大比例的活动连接负载。
 
（5）基于局部性的最少链接（Locality-Based Least Connections）算法。基于局部性的最少链接算法简称LBLC。基于局部性的最少链接调度算法是针对目标IP地址的负载均衡，该算法根据请求的目标IP地址找出该目标IP地址最近使用的服务器，若该服务器是可用的且没有超载，将请求发送到该服务器；若服务器不存在或服务器超载，则用最少链接的原则选出一个可用的服务器，将请求发送到该服务器。
 
（6）带复制的基于局部性最少链接（Locality-Based Least Connections with Replication）算法。带复制的基于局部性最少链接算法简称LBLCR。带复制的基于局部性最少链接调度算法也是针对目标IP地址的负载均衡，它与LBLC算法的不同之处是要维护从一个目标IP地址到一组服务器的映射。该算法根据请求的目标IP地址找出该目标IP地址对应的服务器组，按最小连接原则从服务器组中选出一台服务器，若服务器没有超载，将请求发送到该服务器；若服务器超载，则按最小连接原则从这个集群中选出一台服务器，将该服务器加入到服务器组中，将请求发送到该服务器。
 
（7）目标地址散列（Destination Hashing）算法。目标地址散列算法简称DH。此调度算法根据请求的目的IP地址，作为散列键，从静态分配的散列表找出对应的真实服务器，若该服务器是可用的且未超载，将请求发送到该服务器，否则返回空。
 
（8）源地址散列（Source Hashing）算法。源地址散列算法简称SH。源地址散列调度算法根据请求的源IP地址，作为散列键从静态分配的散列表中找出对应的服务器，若该服务器是可用的且未超载，将请求发送到该服务器，否则返回空。
 
18.3　LVS集群的体系结构
 
LVS集群采用IP负载均衡技术和基于内容请求分发技术。负载均衡器具有很好的吞吐率，将请求均衡地转移到不同的服务器上执行，且负载均衡器自动屏蔽掉服务器的故障，从而将一组服务器构成一个高性能的、高可用的、可伸缩的虚拟服务器。整个服务器集群的结构对客户是透明的，而且无须修改客户端和服务器端的程序。为此，在设计时需要考虑系统的透明性、可伸缩性、高可用性和易管理性。一般来说，LVS集群采用三层结构，其体系结构如图18.5所示。
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 图18.5　负载均衡通用体系结构
 

 
负载均衡集群的通用体系结构主要有3个组成部分，分别如下。
 
（1）负载均衡器（Load Balancer），简称LD，是整个集群最外面的前端机，上面部署一个Vip服务，客户请求到达该VIP后LD负责将客户的请求发送到后端的真实服务器上执行，而客户认为服务来自一个IP地址。
 
（2）真实服务器池（Real Server Pool），是一组真正执行客户请求的服务器，负责处理用户请求并返回结果。
 
（3）共享存储（Shared Storage），可选组成部分，主要提供一个共享的存储区，从而使得服务器池拥有相同的内容，提供相同的服务。
 
18.4　LVS负载均衡配置实例
 
如今Web应用已经非常广泛，本节主要以搭建一组Web服务器并实现LVS的负载均衡为例，说明LVS负载均衡的配置方法，搭建LVS相关的服务器信息如表18.1所示。
 
 
 表18.1　LVS实例相关信息
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用户访问www.test.com时，会解析到192.168.32.150，然后负载均衡器通过算法将请求转到后端的真实服务器192.168.32.1或192.168.32.2上面，从而达到负载均衡的目的。
 
在开始之前，还需要特别注意，SELinux、防火墙、内核模块、内核参数设置（特别是参数rp_filter，该参数会验证源地址，从而导致LVS失效）等都有可能会导致失败，因此需要做额外的处理。
 
18.4.1　基于NAT模式的LVS的安装与配置
 
NAT（Network Address Translation）技术的出现有效缓解了IPv4地址空间不足的问题。通过重写请求报文的IP地址（目标地址、源地址和端口等）将私有地址转换成合法的IP地址，从而实现一个局域网只需使用少量IP地址即可实现私有地址网络内所有计算机与互联网的通信需求。不同IP地址的服务器组也认为其是与客户直接相连的。由此可以用NAT方法将不同IP地址的并行网络服务变成在一个IP地址上的虚拟服务。下面根据上文提供的服务器信息说明基于NAT的Web集群配置。
 
1．ipvsadm软件的安装
 
首先应该安装LVS管理工具ipvsadm，本示例中RPM包安装的过程如示例18-1所示。安装之前首先确认当前系统是否支持LVS，在内核编译时确认以下选项选中即可，内核编译方法可以参考其他章节的内容。
 
【示例18-1】
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安装完毕后主要的程序有3个：
 
 
 •　/sbin/ipvsadm为LVS主管理程序，负责RS的添加、删除与修改。
 
 •　ipvsadm-save用于备份LVS配置。
 
 •　ipvsadm-restore用于恢复LVS配置。
 

 
ipvsadm常用参数说明如表18.2所示。
 
 
 表18.2　ipvsadm常用参数说明
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2．LVS配置
 
首先在前端负载均衡器192.168.32.100上做相关设置，包括设置VIP、添加LVS的虚拟服务器并添加真实服务器。操作步骤如示例18-2所示。
 
【示例18-2】
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上述示例首先清除ipvsadm表，然后添加LVS虚拟服务，并指定NAT模式添加真实的服务器，各个真实服务器权重指定为1，其他参数说明可参考表18.2。
 
3．Apache服务的搭建
 
Apache服务需要在真实服务器上部署，部署完毕后需要做一些设置并启动，如示例18-3所示。
 
【示例18-3】
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另外一个节点192.168.32.2做类似设置，不同之处在于其首页内容为welcome to 192.168.32.2，其他情况相同。
 
4．真实服务器设置
 
如需LVS代理到后端的真实服务器，后端真实服务器需要启动服务，并确认服务端口监听在0.0.0.0或VIP上，然后设置真实服务器的VIP，设置VIP的网络接口时选择eno16777736。步骤如示例18-4所示。
 
【示例18-4】
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当客户端访问VIP时，会产生arp广播，由于前端负载均衡器LD和Apache真实的服务器RS都设置了VIP，此时集群内的真实服务器RS会尝试回答来自客户端的请求，从而导致多台机器响应自己是VIP。因此，为了达到负载均衡的目的，需让真实服务器忽略来自客户端计算机的arp广播请求，设置方法可参考示例18-5。
 
5．LVS测试
 
确认真实后端服务器已经启动并监听在0.0.0.0，并且真实服务器上设置了VIP，LVS前端负载均衡器已经添加了虚拟服务，然后进行LVS的测试，测试过程如示例18-5所示。
 
【示例18-5】
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使用浏览器或命令行测试，从上面的结果可以看出， LVS服务器已经成功运行。
 
18.4.2　基于DR模式的LVS的安装与配置
 
在VS/NAT的集群系统中，请求和响应的数据报文都需要通过负载均衡器，当真实服务器的数目在10台和20台之间时，若请求量不高，则运行良好；若请求量突增或响应报文包含大量的数据，则负载均衡器将成为整个集群系统的瓶颈。VS/DR利用大多数Internet服务的非对称特点，负载均衡器中只负责调度请求，而服务器直接将响应返回给客户，可以极大地提高整个集群系统的吞吐量。DR模式需要将相应端口的内核参数rp_filter相关功能关闭，否则会导致失败。
 
1．ipvsadm软件安装
 
首先可以按18.4.1节提供的方法安装ipvsadm软件。
 
2．LVS配置
 
首先在前端负载均衡器192.168.32.100上做相关设置，包括设置VIP、添加LVS的虚拟服务器并添加真实服务器。操作步骤如示例18-6所示。
 
【示例18-6】
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上述示例首先清除ipvsadm表，然后添加LVS虚拟服务，并指定直接路由DR模式添加真实的服务器，各个真实服务器权重指定为1，其他参数说明可参考表18.2。
 
3．Apache服务搭建
 
Apache服务需要在真实服务器上部署，部署完毕后需要做一些设置并启动，可以按前面介绍的方法安装和部署。
 
4．真实服务器的设置
 
如需LVS代理到后端的真实服务器，后端真实服务器需要启动服务，并确认服务端口监听在0.0.0.0或VIP上，然后设置真实服务器的VIP。设置VIP的网络接口时可以选择eno16777736或tunl0。步骤如示例18-7所示。
 
【示例18-7】
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当客户端访问VIP时，会产生arp广播，由于前端负载均衡器LD和Apache真实的服务器RS都设置了VIP，此时集群内的真实服务器RS会尝试回答来自客户端的请求，从而导致多台机器响应自己是VIP。因此，为了达到负载均衡的目的，需让真实服务器忽略来自客户端计算机的arp广播请求，设置方法可参考示例18-8。
 
5．LVS测试
 
确认真实后端服务器已经启动并监听在0.0.0.0，并且真实服务器上设置了VIP，LVS前端负载均衡器已经添加了虚拟服务，然后进行LVS的测试，测试过程如示例18-8所示。
 
【示例18-8】
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使用浏览器或命令行测试，从上面的结果可以看出， LVS服务器已经成功运行。
 
VS/DR的工作流程如图18.6所示，负载均衡器根据各个服务器的负载情况，动态地选择一台服务器，将数据帧的MAC地址改为选出服务器的MAC地址，再将修改后的数据帧在服务器组的局域网上发送。因为数据帧的MAC地址是选出的服务器，所以服务器肯定可以收到这个数据帧，从中可以获得该IP报文。当服务器发现报文的目标地址VIP在本地的网络设备上时，服务器处理这个报文，然后根据路由表将响应报文直接返回给客户。
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 图18.6　LVS DR模式报文流程
 

 
18.4.3　基于IP隧道模式的LVS的安装与配置
 
IP隧道（IP tunneling）是将一个IP报文封装在另一个IP报文中的技术，这可以使得目标为一个IP地址的数据报文能被封装和转发到另一个IP地址。IP隧道技术亦称为IP封装技术（IP encapsulation）。IP隧道主要用于移动主机和虚拟私有网络（Virtual Private Network），在其中隧道都是静态建立的，隧道一端有一个IP地址，另一端也有唯一的IP地址。IP隧道模式需要额外修改相关接口的内核参数rp_filter，否则不能正常工作。
 
1．ipvsadm软件安装
 
首先可以按前面提供的方法安装ipvsadm软件。
 
2．LVS配置
 
首先在前端负载均衡器192.168.32.100做相关设置，包含设置VIP、添加LVS的虚拟服务器并添加真实服务器。操作步骤如示例18-9所示。
 
【示例18-9】
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上述示例首先清除ipvsadm表，然后添加LVS虚拟服务，并指定IP隧道模式添加真实的服务器，各个真实服务器权重指定为1，其他参数说明可参考表18.2。
 
3．Apache服务的搭建
 
Apache服务需要在真实服务器上部署，部署完毕后需要做一些设置并启动，可以按前面的方法安装和部署。
 
4．真实服务器设置
 
如需LVS代理到后端的真实服务器，后端真实服务器需要启动服务，并确认服务端口监听在0.0.0.0或VIP上，然后设置真实服务器的VIP。设置VIP的网络接口时可以选择eno16777736或tunl0。步骤如示例18-10所示。
 
【示例18-10】
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当客户端访问VIP时，会产生arp广播，由于前端负载均衡器LD和Apache真实的服务器RS都设置了VIP，此时集群内的真实服务器rs会尝试回答来自客户端的请求，从而导致多台机器响应自己是VIP，因此为了达到负载均衡的目的，需让真实服务器忽略来自客户端计算机的arp广播请求。
 
5．LVS测试
 
确认真实后端服务器已经启动并监听在0.0.0.0，并且真实服务器上设置了VIP，LVS前端负载均衡器已经添加了虚拟服务，然后进行LVS的测试，测试过程如示例18-11所示。
 
【示例18-11】
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使用浏览器或命令行测试，从上面的结果可以看出，LVS服务器已经成功运行。
 
VS/TUN的工作流程如图18.7所示，负载均衡器根据各个服务器的负载情况，动态地选择一台服务器，将请求报文封装在另一个IP报文中，再将封装后的IP报文转发给选出的服务器；服务器收到报文后，先将报文解封获得原来目标地址为VIP的报文，服务器发现VIP地址被配置在本地的IP隧道设备上，就处理这个请求，然后根据路由表将响应报文直接返回给客户。
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 图18.7　LVS TUN模式报文流程
 

 
18.5　小结
 
集群技术，尤其是云服务已经成为目前应用的热点，本章主要介绍了传统的集群软件及集群的体系结构。本章以集群软件LVS（Linux Virtual Server）及其负载调度算法为例，介绍了高可用集群的部署过程及其应用。LVS提供了3种负载均衡方式，NAT由于所有请求都需要经过前端的负载均衡器，限制了集群的扩展；DR模式则需要集群中的真实服务器位于同一局域网，也同样限制了其使用范围；相比而言，隧道模式是最灵活的一种，可以跨网段甚至跨地域，需重点掌握。
 
18.6　习题
 
一、填空题
 
1．负载均衡集群的通用体系结构主要有3个组成部分，即____________、____________和____________。
 
2．内核参数rp_filter的主要作用是_________________。
 
二、选择题
 
关于LVS负载均衡描述错误的是（　　）。
 
A．由于NAT的每次请求接收和返回都要经过负载均衡器，对前端负载均衡器性能要求较高，如业务请求量较大，负载均衡器可能成为瓶颈。
 
B．使用VS/TUN模式不支持跨网段，但支持跨地域部署。
 
C．使用VS/DR模式要求负载均衡器与真实服务器都在同一物理网段上，由于同一网段机器数量有限，从而限制了其应用范围。
 
D．LVS集群采用IP负载均衡技术和基于内容请求分发技术。
第19章　集群技术与双机热备软件
 
 
 在互连网高速发展的今天，尤其是电子商务的发展，要求服务器能够提供不间断服务。在电子商务中，如果服务器宕机，造成的损失是不可估量的。要保证服务器不间断服务，就需要对服务器实现冗余。在众多的实现服务器冗余的解决方案中，Heartbeat为我们提供了廉价的、可伸缩的高可用集群方案。
 
 本章首先介绍高可用性集群技术，然后介绍高可用软件Heartbeat和keepalived的搭建与应用，最后对一些常见问题给出了解答。
 

 
本章主要涉及的知识点有：
 
 
 •　高可用性集群技术
 
 •　双机热备软件Heartbeat的应用
 
 •　双机热备软件keepalived的应用
 

 
19.1　高可用性集群技术
 
随着互联网的发展，网络已经成为人们生活中的一部分，人们对网络的依赖不断增加，电子商务使得订单一周24小时不间断进行成为可能。如果服务器宕机，造成的损失是不可估量的。每一分钟的宕机都意味着收入、生产和利润的损失，甚至于市场地位的削弱。要保证服务器不间断服务，就需要对服务器实现冗余。新的网络应用使得各个服务的提供者对计算机的要求达到了空前的程度，电子商务需要越来越稳定可靠的服务系统。
 
19.1.1　可用性和集群
 
可用性是指一个系统保持在线并且可供访问，有很多因素会造成系统宕机，包括为了维护而有计划地宕机以及意外故障等，高可用性方案的目标就是使宕机时间和故障恢复时间最小化，高可用性集群，原义为High Availability Cluster，简称HA Cluster，是指以减少服务中断（宕机）时间为目的的服务器集群技术。
 
所谓集群，是提供相同网络资源的一组计算机系统。其中每一台提供服务的计算机，可以称之为节点。当一个节点不可用或来不及处理客户的请求时，该请求将会转到另外的可用节点来处理。对于客户端应用来说，不必关心资源调度的细节，所有这些故障处理流程集群系统可以自动完成。
 
集群中的节点可以以不同的方式来运行，比如同时提供服务或只有其中一些节点提供服务，另外一些节点处于等待状态。同时提供服务的节点，所有服务器都处于活动状态，也就是在所有节点上同时运行应用程序，当一个节点出现故障时，监控程序可以自动剔除此节点，而客户端觉察不到这些变化。处于主备关系的节点在故障时由备节点随时接管，由于平时只有一些节点提供服务，可能会影响应用的性能。在正常操作时，另一个节点处于备用状态，只有当活动的节点出现故障时该备用节点才会接管工作，但这并不是一个很经济的方案，因为应用必须同时采用两个服务器来完成同样的事情。虽然当出现故障时不会对应用程序产生任何影响，但此种方案的性价比并不高。
 
19.1.2　集群的分类
 
从工作方式出发，集群分为下面3种。
 
（1）主/主。这是最常见的集群模型，提供了高可用性，这种集群必须保证在只有一个节点时可以提供服务，提供客户可以接受的性能。该模型最大程度利用服务器软硬件资源。每个节点都通过网络对客户机提供网络服务。每个节点都可以在故障转移时临时接管另一个节点的工作。所有的服务在故障转移后仍保持可用，而后端的实现客户端并不用关心，所有后端的工作对客户端是透明的。
 
（2）主/从。与主/主模型不同，限于业务特性，主/从模型需要一个节点处于正常服务状态，而另外一个节点处于备用状态。主节点处理客户机的请求，而备用节点处于空闲状态，当主节点出现故障时，备用节点会接管主节点的工作，继续为客户机提供服务，并且不会有任何性能上的影响。
 
（3）混合型。混合型是上面两种模型的结合，可以实现只针对关键应用进行故障转移，这样对这些应用实现可用性的同时让非关键的应用在正常运作时也可以在服务器上运行。当出现故障时，出现故障的服务器上不太关键的应用就不可用了，但是那些关键应用会转移到另一个可用的节点上，从而达到性能和容灾两方面的平衡。
 
19.2　双机热备开源软件Pacemaker
 
随着应用的用户量增长，或在一些系统关键应用中，为提供不间断的服务保证系统的高可用是非常必要的。Pacemaker就是一个用于保证服务高可用性的组件，在行业内得到了广泛应用的Pacemaker就是其中一个项目之一。本节将简要介绍Pacemaker的安装与使用。
 
19.2.1　Pacemaker概述
 
Pacemaker是一个集群资源管理器，他可以利用管理员喜欢的集群基础构件提供的消息和成员管理能力来探测节点或资源故障，并从故障中恢复，从而实现集群资源的高可用性。与之前广泛使用的Heartbeat相比，Pacemaker配置更为简单，并且支持的集群模式多样、资源管理的方式更加灵活。
 
Pacemaker是一个相当庞大的软件，其内部结构如图19.1所示。
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 图19.1　Pacemaker内部结构
 

 
Pacemaker的主要组件及作用如下所示。
 
 
 •　stonithd：心跳程序，主要用于处理与心跳相关的事件。
 
 •　lrmd：本地资源管理程序，直接调配系统资源。
 
 •　pengine：政策引擎，依据当前集群状态计算下一步应该执行的操作等。
 
 •　CIB：集群信息库，主要包含了当前集群中所有的资源，及资源之间的关系等。
 
 •　CRMD：集群资源管理守护进程。
 

 
Pacemaker工作时会根据CIB中记录的资源，由pengine计算出集群的最佳状态，及如何达到这个最佳状态，最后建立一个CRMD实例，由CRMD实例来做出所有集群决策。这是Pacemaker简要工作过程，读者如需详细了解其工作过程，可参考相关文档了解。
 
19.2.2　Pacemaker的安装与配置
 
为保证系统更高的可用性，常常需要对重要的关键业务做双机热备，比如一个简单的Web服务需要做双机热备。常见的方案有keepalived、Pacemaker等，本节以Pacemaker为例说明双机热备的部署过程。
 
在本示例中，Pacemaker双机热备信息如表19.1所示。
 
 
 表19.1　Heartbeat双机热备信息
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示例实现的功能为：正常情况下由172.16.45.53提供服务，客户端可以根据主节点提供的VIP访问集群内的各种资源，当主节点故障时备节点可以自动接管主节点的IP资源，即VIP为172.16.45.50。
 
HA的部署要经过软件安装、环境配置、资源配置等几个步骤，本小节将简单介绍软件安装和环境配置。
 
步骤01　Pacemaker的安装方法有多种，建议通过RPM包的方式安装，RPM包可以通过网站http://rpm.pbone.net/进行搜索下载。环境配置和软件包安装过程如示例19-1所示。
 
【示例19-1】
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经过以上步骤完成Pacemaker软件的安装，主要的软件包及作用如表19.2所示。
 
 
 表19.2　Pacemaker软件包说明
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步骤02　配置httpd服务。
 
接下来需要在两个节点中配置httpd服务，此处以node1为例，如示例19-2所示。
 
【示例19-2】
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步骤03　配置节点间的认证、创建集群。
 
集群之间的节点通信是通过ssh进行的，但ssh通信需要输入密码。使用密钥访问可以解决此问题，如示例19-3所示。
 
【示例19-3】
 
 
 [image: ] 

 
 
 [image: ] 

 
完成上述操作之后，集群环境就已经完成了，接下来需要启动相关服务、认证节点及创建集群，如示例19-4所示。
 
【示例19-4】
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完成上述步骤后，就已经成功创建集群，但集群中还没有任何资源及服务。
 
步骤04　配置集群资源。
 
Pacemaker可以为多种服务提供支持，例如Apache、MySQL、Xen等，可使用的资源类型有IP地址、文件系统、服务、fence设备（一种可以远程重启服务器的控制卡）等。在本例中需要添加的资源有虚拟IP地址，同时还要添加httpd服务，让Pacemaker自动检查httpd服务是否可用，并在node1和node2之间切换，如示例19-5所示。
 
【示例19-5】
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添加资源后还需要对资源进行调整，让VIP和Web这两个资源“捆绑”在一起，以免出现VIP在节点node1上，而Apache运行在node2上的情况。另一个情况则是有可能集群先启动Apache，然后在启用VIP，这是不正确的，如示例19-6所示。
 
【示例19-6】
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步骤05　配置节点优先级。
 
配置完集群资源后，还需要对节点的优先级进行调整。可能的情况是node1与node2的硬件配置不同，那么应该调整节点的优先级，让资源运行于硬件配置较好的服务器上，待其失效后再转移至低配置服务器上。这就需要配置优先级（Pacemaker中称为Location），此配置为可选，如示例19-7所示。
 
【示例19-7】
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这样就创建了一个名为mycluster的集群，同时调整了集群中资源之间的关系及节点间的优先级。
 
19.2.3　Pacemaker测试
 
经过上面的配置，Pacemaker集群已经配置完成，重新启动集群所有设置可以生效，启动过程如示例19-8所示。
 
【示例19-8】
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启动后，正常情况下主节点node1优先级更高，因此所有资源都应该运行于node1上。若主节点故障，则备节点node2自动接管所有资源，方法是重启node1，然后观察备节点node2是否接管了主机的资源，测试过程示例19-9所示。
 
【示例19-9】
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当节点node1故障时，节点node2收不到心跳请求，超过了设置的时间后节点node2启用资源接管程序，上述命令输出中说明VIP和Web已经被节点node2成功接管。如果节点node1恢复且设置的优先级更高，VIP和Web又会重新被节点node1接管。
 
19.3　双机热备软件keepalived
 
关于HA目前有多种解决方案，比如Heartbeat、keepalived等，两者各有优缺点。本节主要说明keepalived的使用方法。
 
19.3.1　认识keepalived
 
keepalived的作用是检测后端TCP服务的状态，如果有一台提供TCP服务的后端节点死机，或工作出现故障，keepalived及时检测到，并将有故障的节点从系统中剔除，当提供TCP服务的节点恢复并且正常提供服务后，keepalived自动将提供TCP服务的节点加入到集群中，这些工作全部由keepalived自动完成，不需要人工干涉，需要人工做的只是修复故障的服务器。
 
keepalived可以工作在TCP/IP协议栈的IP层、TCP层及应用层。
 
（1）IP层。keepalived使用IP的方式工作时，会定期向服务器群中的服务器发送一个ICMP的数据包，如果发现某台服务的IP地址没有被激活，keepalived便报告这台服务器异常，并将其从集群中剔除。常见的场景为某台机器网卡损坏或服务器被非法关机。IP层的工作方式是以服务器的IP地址是否有效作为服务器工作正常与否的标准。
 
（2）TCP层。这种工作模式主要以TCP后台服务的状态来确定后端服务器是否工作正常。如MySQL服务默认端口一般为3306，如果keepalived检测到3306无法登录或拒绝连接，则认为后端服务异常，keepalived将把这台服务器从集群中剔除。
 
（3）应用层。如果keepalived工作在应用层，此时keepalived将根据用户的设定检查服务器程序的运行是否正常，如果与用户的设定不相符，则keepalived将把服务器从集群中剔除。
 
以上几种方式可以通过keepalived的配置文件实现。
 
19.3.2　keepalived的安装与配置
 
本节实现的功能为访问192.168.3.118的Web服务时，自动代理到后端的真实服务器192.168.3.1和192.168.3.2，keepalived主机为192.168.3.87，备机为192.168.3.88。
 
最新的版本可以在http://www.keepalived.org获取，本示例采用的版本为1.2.16，安装过程如示例19-10所示。
 
【示例19-10】
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经过上面的步骤，keepalived已经安装完成，安装路径为/usr/local/keepalived，备节点操作步骤同主节点。接下来进行配置文件的设置，如示例19-11所示。
 
【示例19-11】
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备节点的大部分配置与主节点相同，不同之处如示例19-12所示。
 
【示例19-12】
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/etc/keepalived/keepalived.conf为keepalived的主配置文件。以上配置state表示主节点为192.168.3.87，备节点为192.168.88。虚拟IP为192.168.3.118，后端的真实服务器有192.168.3.1和192.168.3.1，当通过192.168.3.118访问Web服务时，自动转到后端的真实节点，后端节点的权重相同，类似轮询的模式。Apache服务的部署可参考其他章节，此处不再赘述。
 
19.3.3　keepalived的启动与测试
 
经过上面的步骤，keepalived已经部署完成，接下来进行keepalived的启动与故障模拟测试。
 
1．启动keepalived
 
安装完毕后，keepalived可以设置为系统服务启动，也可以直接通过命令行启动，命令行启动方式如示例19-13所示。
 
【示例19-13】
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首先分别在主备节点上启动keepalived，然后通过ip命令查看服务状态，在主节点eno16777736接口上绑定192.168.3.118这个VIP，而备节点处于监听的状态。Web服务可以通过VIP直接访问，如示例19-14所示。
 
【示例19-14】
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2．测试keepalived
 
故障模拟主要分为主机点重启和服务恢复，此时备节点正常服务，当主节点恢复后，主节点重新接管资源正常服务。测试过程如示例19-15所示。
 
【示例19-15】
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当主节点故障时，备节点首先将自己设置为MASTER节点，然后接管资源并对外提供服务，主节点故障恢复时，备节点重新设置为BACKUP模式，主节点继续提供服务。keepalived提供了其他丰富的功能，如故障检测、健康检查、故障后的预处理等，更多信息可以查阅帮助文档。
 
19.4　小结
 
互联网业务的发展要求服务器能够提供不间断服务，为避免服务器宕机而造成损失，需要对服务器实现冗余。在众多实现服务器冗余的解决方案中，开源高可用软件Heartbeat和keepalived是目前使用比较广泛的高可用集群软件。本章分别介绍了Heartbeat和keepalived的部署及应用。两者的共同点是都可以实现节点的故障探测及故障节点资源的接管，在使用方面并没有实质性的区别，读者可根据实际情况进行选择。
 
19.5　习题
 
一、填空题
 
1．从工作方式出发，集群分为3种：____________、____________和____________。
 
二、选择题
 
以下双机热备软件的描述哪个是错误的？（　　）
 
A．keepalived可以工作在TCP/IP协议栈的IP层、TCP层及应用层。
 
B．keepalived的作用是检测前端TCP服务的状态。
 
C．开源高可用软件Heartbeat和keepalived是目前使用比较广泛的高可用集群软件。
 
D．Heartbeat实现了一个高可用集群系统，心跳检测和资源接管是高可用集群的两个关键组件。
第20章　Linux防火墙管理
 
 
 对于提供互联网应用的服务器，网络防火墙是其抵御攻击的安全屏障，如何在攻击时及时做出有效的措施是网络应用时时刻刻要面对的问题。高昂的硬件防火墙是一般开发者难以接受的。Linux系统的出现，为开发者提供了一种可行的低成本解决安全问题的方案。
 

 
本章主要涉及的知识点有：
 
 
 •　Linux内核防火墙的工作原理
 
 •　高级网络管理工具
 

 
本章最后的示例演示了如何使用防火墙阻止异常请求。
 
20.1　防火墙管理工具Firewalld
 
要熟练应用Linux防火墙，首先需要了解TCP/IP网络的基本原理，理解Linux防火墙的工作原理，并熟练掌握Linux系统下提供的各种工具。本节主要介绍Linux防火墙方面的知识。
 
20.1.1　Linux内核防火墙的工作原理
 
Linux内核提供的防火墙功能通过netfiter框架实现，并提供了iptables、Firewalld工具配置和修改防火墙的规则。
 
netfilter的通用框架不依赖于具体的协议，而是为每种网络协议定义一套钩子函数。这些钩子函数在数据包经过协议栈的几个关键点时被调用，在这几个点中，协议栈将数据包及钩子函数作为参数，传递给netfilter框架。
 
对于每种网络协议定义的钩子函数，任何内核模块可以对每种协议的一个或多个钩子函数进行注册，实现挂接。这样当某个数据包被传递给netfilter框架时，内核能检测到是否有有关模块对该协议和钩子函数进行了注册。若发现注册信息则调用该模块注册时使用的回调函数，然后对应模块去检查、修改、丢弃该数据包及指示netfilter将该数据包传入用户空间的队列。
 
从以上描述可以得知钩子提供了一种方便的机制，以便在数据包通过Linux内核的不同位置时截获和操作处理数据包。
 
1．netfilter的体系结构
 
网络数据包的通信主要经过以下相关步骤，对应netfilter定义的钩子函数，更多信息可以参考源代码。
 
 
 •　NF_IP_PRE_ROUTING：网络数据包进入系统，经过简单的检测后，数据包转交给该函数进行处理，然后根据系统设置的规则对数据包进行处理，如果数据包不被丢弃则交给路由函数进行处理。在该函数中可以替换IP包的目的地址，即DNAT。
 
 •　NF_IP_LOCAL_IN：所有发送给本机的数据包都要通过该函数进行处理，该函数根据系统设置的规则对数据包进行处理，如果数据包不被丢弃则交给本地的应用程序。
 
 •　NF_IP_FORWARD：所有不是发送给本机的数据包都要通过该函数进行处理，该函数会根据系统设置的规则对数据包进行处理，若数据包不被丢弃则转NF_IP_POST_ROUTING进行处理。
 
 •　NF_IP_LOCAL_OUT：所有从本地应用程序出来的数据包必须通过该函数进行处理，该函数根据系统设置的规则对数据包进行处理，如果数据包不被丢弃则交给路由函数进行处理。
 
 •　NF_IP_POST_ROUTING：所有数据包在发送给其他主机之前需要通过该函数进行处理，该函数根据系统设置的规则对数据包进行处理，如果数据包不被丢弃，将数据包发给数据链路层。在该函数中可以替换IP包的源地址，即SNAT。
 

 
图20.1显示了数据包在通过Linux防火墙时的处理过程。
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 图20.1　数据包在通过Linux防火墙时的处理过程
 

 
2．包过滤
 
每个函数都可以对数据包进行处理，最基本的操作是对数据包进行过滤。系统管理员可以通过iptables工具来向内核模块注册多个过滤规则，并且指明过滤规则的优先权。设置完以后每个钩子按照规则进行匹配，如果与规则匹配，函数就会进行一些过滤操作，这些操作主要包含以下几个。
 
 
 •　NF_ACCEPT：继续正常的传递包。
 
 •　NF_DROP：丢弃包，停止传送。
 
 •　NF_STOLEN：已经接管了包，不要继续传送。
 
 •　NF_QUEUE：排列包。
 
 •　NF_REPEAT：再次使用该钩子。
 

 
3．包选择
 
在netfilter框架上已经创建了一个包选择系统，这个包选择工具默认注册了3个表，分别是过滤filter表、网络地址转换NAT表和mangle表。钩子函数与IP表同时注册的表情况如图20.2所示。
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 图20.2　钩子与IP Tables同时注册的表情况
 

 
在调用钩子函数时是按照表的顺序来调用的。例如在执行NF_IP_PRE_ROUTING时，首先检查Conntrack表，然后检查Mangle表，最后检查NAT表。
 
包过滤表会过滤包而不会改变包，仅仅起过滤的作用，实际中由网络过滤框架来提供NF_IP_FORWARD钩子的输出和输入接口使得很多过滤工作变得非常简单。从图中可以看出，NF_IP_LOCAL_IN和NF_IP_LOCAL_OUT也可以做过滤，但是只是针对本机。
 
网络地址转换（NAT）表分别服务于两套不同的网络过滤挂钩的包，对于非本地包，NF_IP_PRE_ROUTING和NF_IP_POST_ROUTING挂钩可以完美地解决源地址和目的地址的变更问题。
 
这个表与filter表的区别在于只有新建连接的第一个包会在表中传送，结果将被用于以后所有来自这一连接的包。例如某一个连接的第一个数据包在这个表中被替换了源地址，那么以后这条连接的所有包都将被替换源地址。
 
mangle表用于真正地改变包的信息，mangle表和所有的5个网络过滤的钩子函数都有关。
 
20.1.2　Linux软件防火墙配置工具Firewalld
 
在本书的第16章中已经介绍过关于Firewalld的相关内容，此处将重要介绍Firewalld的Zone和配置工具。
 
1．防火墙区域Zone
 
Firewalld最大的不同是加入了Zone的概念，在红帽官方发布的RHEL 7安全性指南中将其定义为是一系列可以被快速执行到网络接口的预设置。Zone的中文含义为防火墙区域，也常称为网络区域或简称为区域，其关系可参考图20.3所示。
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 图20.3　防火墙区域示意图
 

 
在图20.3所示的防火墙区域图中，数据包首先从本地接口中进入，接下来将进入接口所对应的区域中。注意一个网络接口只能与一个区域对应，即一个接口不能同时加入两个或以上的区域。当数据包进入区域后，防火墙会依据区域内的规则进行逐一过滤，只有符合规则的数据包才能通过区域到达本机应用。
 
在图20.3中列举出了3个网络区域：public、external和internal，在系统中实际上存在9个区域，这9个区域从信任到不信任分别是：
 
 
 •　trusted（信任）：信任所有网络连接。
 
 •　internal（内部网络）：用于企业等的内部网络，可基本信任内部网络中的计算机不会威胁计算机安全。
 
 •　home（家庭网络）：可基本信任家庭网络中的计算机不会危害计算机的安全。
 
 •　work（工作网络）：可基本信任工作网络中的计算机不会危害计算机的安全。
 
 •　dmz（非军事区）：也称为隔离区，此区域内的电脑可以公开访问，可以有限的进入内部网络。
 

 
 
 •　external（外部网络）：通常是使用了伪装的外部网络，该区域内的计算机可能会危害计算机的安全。
 
 •　public（公共区域）：在公共区域使用，该区域内的计算机可能会危害计算机安全。
 
 •　block（阻塞）：或称为拒绝，任何进入的网络连接都将被拒绝，并返回IPv4或IPv6的拒绝报文。
 
 •　drop（丢弃）：任何进入的网络连接都将被丢弃，没有任何回复。
 

 
需要特别说明的是无论处于哪个区域，防火墙都不会拒绝由本机主动发起的网络连接，也就是说本地发起的数据包（包含对方响应或返回的数据包）将通过任何区域。另一个重要的问题，虽然对区域已经有一些描述，例如某个限制连接通行，但实际通行规则应该由区域中的规则决定，因为这些规则是可以被修改的，例如规则又决定放行。最终决定连接是否被放行是区域中的规则，而不是区域的描述。
 
2．配置工具
 
Firewalld为用户提供了两个工具，其中一个是firewall-cmd命令，用于命令提示符下配置；另一个是图形界面下的工具firewall-config，如图20.4所示。
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 图20.4　图形配置工具firewall-config
 

 
图形配置工具相对比较简单，只需在左侧区域中选择相应的区域，然后在右侧服务列表中选择即可。
 
20.1.3　Firewalld配置实例
 
从20.1.2节中的介绍不难看出，Firewalld的配置大致可以分为两项，第一是操作区域即将接口加入某个区域，第二是按实际需求修改区域中的规则。
 
1．区域选择
 
当操作系统安装完成后，防火墙会设置一个默认区域，将接口加入到默认区域中。用户修改防火墙的第一步是获取默认区域并修改，关于区域的操作如示例20-1所示。
 
【示例20-1】
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在上述示例介绍了使用命令的方式修改接口所属的区域，但在图形界面中修改接口区域需要使用NetworkManager。修改方法是在图形界面中打开终端，执行命令nm-connection-editor，在弹出的对话框中选中需要修改的接口，然后单击【编辑】按钮，在弹出的对话框中选择【常规】选项，如图20.5所示。
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 图20.5　修改接口所属区域
 

 
在【防火墙区】后的下拉菜单中为接口选择新的区域，然后单击【保存】按钮即可完成修改。通过此方法修改将会立即生效并写入配置文件。
 
2．区域规则修改
 
当接口所属的区域修改完成后，就可以对区域的规则进行修改了。修改规则主要是修改允许连接的服务或端口，如示例20-2所示。
 
【示例20-2】
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20.2　Linux高级网络配置工具
 
目前很多Linux在使用之前的arp、ifconfig和route命令。虽然这些工具能够工作，但它们在Linux 2.2和更高版本的内核上显得有一些落伍。无论对于Linux开发者还是Linux系统管理员，网络程序调试时数据包的采集和分析是不可少的。tcpdump是Linux中强大的数据包采集分析工具之一。本节主要介绍iproute2和tcpdump的相关知识。
 
20.2.1　高级网络管理工具iproute2
 
相对于系统提供的arp、ifconfig和route等旧版本的命令，iproute2工具包提供了更丰富的功能，除提供了网络参数设置、路由设置、带宽控制等功能之外，最新的GRE隧道也可以通过此工具进行配置。
 
现在大多数Linux发行版本都安装了iproute2软件包，如果没有安装可以从官方网站下载源码并安装，网址为https://www.kernel.org/pub/linux/utils/net/iproute2。iproute2工具包中主要管理工具为ip命令。下面将介绍iproute2工具包的安装与使用，安装过程如示例20-3所示。
 
【示例20-3】
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ip命令的语法如示例20-4所示。
 
【示例20-4】
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1．使用ip命令来查看网络配置
 
ip命令是iproute2软件的命令工具，可以替代ifconfig、route等命令，查看网络配置的用法如示例20-5所示。
 
【示例20-5】
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上面的命令显示了机器上所有的地址以及这些地址属于哪些网络接口。“inet”表示Internet（IPv4）。eno16777736的IP地址与172.16.45.102/24相关联，“/24”表示网络地址的位数，“lo”则为本地回路信息，“virbr0”表示桥接网络，主要用于虚拟化。
 
2．显示路由信息
 
如需查看路由信息，可以使用“ip route list”命令，如示例20-6所示。
 
【示例20-6】
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上述示例首先查看系统中当前路由的情况，其功能和route命令类似。
 
以上只是初步介绍了iproute2的用法，更多信息可查看系统帮助。
 
20.2.2　网络数据采集与分析工具tcpdump
 
tcpdump即dump traffic on a network，根据使用者的定义对网络上的数据包进行截获的包分析工具。无论对于网络开发者还是系统管理员，数据包的获取与分析是最重要的技术之一。对于系统管理员来说，在网络性能急剧下降的时候，可以通过tcpdump工具分析原因，找出造成网络阻塞的来源。对于程序开发者来说，可以通过tcpdump工具来调试程序。tcpdump支持针对网络层、协议、主机、网络或端口的过滤，并提供and、or、not等逻辑语句过滤不必要的信息。
 
 
 注意
 
 Linux系统下普通用户不能正常执行tcpdump，一般通过root用户执行。
 

 
tcpdump采用命令行方式，命令格式如下，参数说明如表20.1所示。
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 表20.1　tcpdump命令参数含义说明
 
 [image: ] 

 
首先确认本机是否安装tcpdump，如果没有安装，可以使用示例20-7中的方法安装。
 
【示例20-7】
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tcpdump最简单的使用方法如示例20-8所示。
 
【示例20-8】
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以上示例演示了tcpdump最简单的使用方式，如果不跟任何参数，tcpdump会从系统接口列表中搜寻编号最小的已配置好的接口，不包括loopback接口，一旦找到第一个符合条件的接口，搜寻马上结束，并将获取的数据包打印出来。
 
tcpdump利用表达式作为过滤数据包的条件，表达式可以是正则表达式。如果数据包符合表达式，则数据包被截获；如果没有给出任何条件，则接口上所有的信息包将会被截获。
 
表达式中一般有如下几种关键字。
 
（1）第1种是关于类型的关键字，如host、net和port。例如host 192.168.19.101指明192.168.19.101为一台主机，而net 192.168.19.101则表示192.168.19.101为一个网络地址。如果没有指定类型，默认的类型是host。
 
（2）第2种是确定数据包传输方向的关键字，包含src、dst、dst or src和dst and src，这些关键字指明了数据包的传输方向。例如src 192.168.19.101指明数据包中的源地址是192.168.19.101，而dst 192.168.19.101则指明数据包中的源地址是192.168.19.101。如果没有指明方向关键字，则默认是src or dst关键字。
 
（3）第3种是协议的关键字，如指明是TCP还是UDP协议。
 
除了这3种类型的关键字之外，还有3种逻辑运算，取非运算是not或“!”，与运算是and或“&&”，或运算是or或“||”。通过这些关键字的组合可以实现复杂强大的条件，如示例20-9所示。
 
【示例20-9】
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以上tcpdump表示抓取发往本机3306端口的请求。“-i any”表示截获本机所有网络接口的数据报，“tcp”表示tcp协议，“dst host”表示数据包地址为192.168.19.101，“dst port”表示目的地址为3306，“-XX”表示同时会以十六进制和ASCII码形式打印出每个包的数据，“-s100”表示设置tcpdump的数据包抓取长度为100个字节，如果不设置默认为68字节，“-n”表示不对地址（如主机地址或端口号）进行数字表示到名字表示的转换。输出部分“16:08:05”表示时间，然后是发起请求的源IP端口和目的IP和端口，“Flags[P.]”是TCP包中的标志信息：S是SYN标志，F表示FIN，P表示PUSH，R表示RST，“.”则表示没有标记，详细说明可进一步参考TCP各种状态之间的转换规则。
 
20.3　小结
 
Linux防火墙配置是网络管理中的一个重要环节，Firewalld简化了配置的复杂性，非常容易上手。Linux高级网络管理工具iproute2提供了更加丰富的功能，本章介绍了其中的一部分。网络数据采集与分析工具tcpdump在网络程序的调试过程中具有非常重要的作用，需上机多加练习。本节的内容看似比较高深，但实际上应用非常广泛，是读者必须要掌握的。
 
20.4　习题
 
一、填空题
 
1．在Firewalld中Zone的作用是_________________________________。
 
2．Firewalld默认的9个Zone分别是____________、____________、____________、____________、____________、____________、____________、____________和____________。
 
二、选择题
 
以下关于Zone的描述不正确的是（　　）。
 
A．每个接口都对应了一个Zone。
 
B．用户通过向接口所属Zone中添加规则的方式改变防火墙的规则。
 
C．Zone的描述决定了哪些连接可以通过防火墙。
 
D．Zone中的规则对象可以是服务、端口等。
第21章　KVM虚拟化
 
 
 RHEL 7采用KVM作为虚拟化解决方案。通过虚拟化技术，可以充分利用服务器的硬件资源，实现资源的集中管理和共享。
 

 
本章主要涉及的知识点有：
 
 
 •　KVM虚拟化技术概述
 
 •　安装虚拟化软件包
 
 •　安装虚拟机
 
 •　管理虚拟机
 
 •　存储管理
 
 •　KVM的安全
 

 
21.1　KVM虚拟化技术概述
 
在20世纪60年代，IBM就提出了虚拟化技术。而KVM则是第一个集成到主流Linux内核中的虚拟化技术。虚拟化技术可以使基础架构发挥到最大的功能，为用户节约大量的成本。本节将对RHEL 7中的KVM虚拟化技术进行介绍。
 
21.1.1　基本概念
 
所谓KVM，是指基于内核的虚拟系统（Kernel based Virtual Machine，KVM）。在RHEL 7中，KVM已经成为系统内置的核心模块。
 
KVM采用软件方式实现了虚拟机使用的许多核心硬件设备，并提供相应的驱动程序，这些仿真的硬件设备是实现虚拟化的关键技术。仿真的硬件设备是完全采用软件方式实现的虚拟设备，并不要求相应的设备一定真实存在。仿真的驱动程序既可以使用实际的设备，也可以使用虚拟设备。仿真的驱动程序是虚拟机和系统内核之间的一个中介，内核负责管理实际的物理设备，KVM则负责设备级的指令。
 
用户可以通过libvirt API及其工具virt-manager和virsh管理虚拟机。
 
libvirt是一组提供了多种语言接口的API，为各种虚拟化技术提供一套方便、可靠的编程接口。它不仅支持KVM，也支持Xen、LXC、OpenVZ以及VirtualBox等其他虚拟化技术。利用libvirt API，用户可以创建、配置、监控、迁移或者关闭虚拟机。
 
RHEL 7支持libvirt以及基于libvirt的各种管理工具，例如virsh和virt-manager等。
 
virsh是一个基于libvirt的命令行工具。利用virsh，用户可以完成所有的虚拟机管理任务，包括创建和管理虚拟机、查询虚拟机的配置和运行状态等。virsh工具包含在libvirt-client软件包中。
 
尽管基于命令行的virsh的功能非常强大，但是在易用性上仍然比较差，用户需要记忆大量的参数和选项。为了解决这个问题，人们又开发出了virt-manager。virt-manager是一套基于图形界面的虚拟化管理工具。同样，virt-manager也是基于libvirt API的，所以，用户可以使用virt-manager来完成虚拟机的创建、配置和迁移。此外，virt-manager还支持管理远程虚拟机。
 
21.1.2　硬件要求
 
并不是所有的CPU都支持KVM虚拟化，表21.1列出了实现KVM技术的基本硬件要求。
 
 
 表21.1　支持KVM虚拟化的基本硬件要求
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用户可以通过以下命令检查当前的CPU是否支持KVM虚拟化：
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如果输出的结果中包含vmx，则表示采用Intel虚拟化技术；如果包含svm，则表示采用AMD虚拟化技术；如果没有任何输出，表示当前的CPU不支持KVM虚拟化技术。
 
21.2　安装虚拟化软件包
 
KVM虚拟化软件包中包含KVM内核模块、KVM管理器以及虚拟化管理API，用于管理虚拟机以及相关的硬件设备。本节介绍如何在RHEL 7中安装虚拟化软件包。
 
要在RHEL 7上面使用虚拟化，需要安装多个软件包，用户可以使用yum逐个安装所需要的软件包，也可以使用软件包组的方式来安装虚拟化组件。下面分别介绍这两种安装方法。
 
21.2.1　通过yum命令安装虚拟化软件包
 
在RHEL7安装完成后，系统会要求用户注册到红帽，注册完成后就可以使用yum工具安装软件包。如果RHEL7无法连接到互联网，也可以使用安装光盘建立yum源的方式使用yum工具安装软件包。使用安装光盘建立yum源的方法如示例21-1所示。
 
示例【21-1】
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但在注意使用光盘建立的yum源，无法获得最新的软件包，这仅仅是对rpm命令安装软件包的一种升级。
 
要在RHEL 7上面使用虚拟化，至少需要安装qemu-kvm和qemu-img这两个软件包。这两个软件包提供了KVM虚拟化环境以及磁盘镜像的管理功能。用户可以使用以下命令来安装这两个软件包：
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21.2.2　以软件包组的方式安装虚拟化软件包
 
尽管通过yum命令安装虚拟化软件包非常方便，但是用户需要了解到底需要安装哪些软件包，如果漏掉一些软件包，则可能导致系统无法正常运行。因此，RHEL 7提供了相关的软件包组，用户只要安装这些软件包组即可。表21.2列出了与虚拟化有关的软件包组。
 
 
 表21.2　虚拟化软件包组
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用户可以通过以下命令安装软件包组：
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在上面的命令中，groupinstall子命令表示安装软件包组，groupname则是软件包组的名称。
 
例如，下面的命令安装Virtualization Client、Virtualization Tools以及Virtualization Platform这4个软件包组：
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在RHEL中，许多软件包组名称中都包含空格，在这种情况下，需要使用引号将软件包组名称引用起来。
 
安装完成之后，用户可以通过lsmod命令验证KVM模块是否成功加载：
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如果得到以上输出结果，则表示KVM模块已经成功加载。
 
另外，用户还可以通过virsh命令来验证libvirtd服务是否正常启动：
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如果已经成功启动，则会输出以上结果；如果出现错误，则表示libvirtd服务没有成功启动。
 
21.3　安装虚拟机
 
KVM支持多种操作系统类型的虚拟机。用户可以通过virt-manager图形界面或者virt-install命令行工具来创建、配置、安装或者维护虚拟机。本节将主要介绍通过图形界面来安装Linux以及Windows虚拟机。
 
21.3.1　安装Linux虚拟机
 
本节主要介绍通过图形界面来安装一台CentOS 7.2虚拟机，步骤如下。
 
步骤01　选择【应用程序】｜【系统工具】｜【虚拟系统管理器】命令，打开【虚拟系统管理器】窗口，如图21.1所示。
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 图21.1　虚拟系统管理器主窗口
 

 
步骤02　单击工具栏上面的【创建新虚拟机】按钮[image: ]，打开【新建虚拟机】对话框，如图21.2所示。首先选择新虚拟机的安装方式，本例中采用【本地安装介质】，选择完成后单击【前进】按钮。
 
步骤03　接下来创建新虚拟机向导会要求用户选择安装介质的位置，如图21.3所示。如果使用物理光驱进行安装，此时需要将光盘放入光驱，选择【使用CD-ROM或DVD】即可，在本例中，选择使用ISO映像，手动输入ISO文件路径或单击【浏览】找到ISO文件。选择完ISO文件后，向导会自动检查ISO文件并选择合适的操作系统类型及版本。检查操作系统类型及版本没有问题后，单击【前进】按钮。
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 图21.2　新虚拟机对话框
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 图21.3　输入安装源路径
 

 
步骤04　设置内存和CPU。用户可以根据宿主机的内存和CPU情况，以及自己的需要来为虚拟机设置适当的内存大小和虚拟CPU的个数，如图21.4所示。设置完成之后，单击【前进】按钮，进入下一步。
 
步骤05　设置虚拟机磁盘，如图21.5所示。用户可以为虚拟机创建一个新的虚拟磁盘，也可以使用现有的虚拟磁盘。在创建新的虚拟磁盘的时候，需要提供虚拟磁盘的大小。在本例中，选择创建一个新的虚拟磁盘，并且设置其大小为15GB。设置完成之后，单击【前进】按钮，进入下一步。
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 图21.4　设置内存和CPU
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 图21.5　设置虚拟磁盘
 

 
步骤06　接下来是一个安装概要，包含虚拟机名称、操作系统的类型、安装方式、内存大小、虚拟CPU个数以及虚拟磁盘的大小和路径等，如图21.6所示。此时可以按需要为虚拟机命名，也可以在【网络选择】中选择网络连接方式。如果用户需要在安装前修改虚拟机的配置，则可以勾选下面的复选框。配置完成直接单击【完成】按钮，开始安装。
 
步骤07　接下来等待操作系统安装完成，如图21.7所示。
 
由于接下来的安装过程与在普通的物理机上面的安装过程完全相同，所以不再详细介绍。读者可以参考相关的书籍来了解如何安装各种操作系统。
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 图21.6　安装概要
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 图21.7　安装操作系统
 

 
21.3.2　安装Windows虚拟机
 
KVM支持各种Windows操作系统，包括Windows XP、Windows 2003、Windows 7、Windows 8以及Windows 2008等。本节以Windows XP为例，来说明如何在KVM中安装Windows虚拟机。
 
步骤01　选择【应用程序】｜【系统工具】｜【虚拟系统管理器】命令，打开【虚拟系统管理器】窗口，如图21.8所示。
 

 [image: ] 
 图21.8　虚拟系统管理器主界面
 

 
步骤02　单击工具栏上面的【创建虚拟机】按钮，打开虚拟机创建向导，选择【本地安装介质】方式安装，如图21.9所示。单击【前进】按钮，进入下一步。
 
步骤03　安装介质选择【使用ISO映像】，如图21.10所示。输入安装光盘ISO映像路径或单击【浏览】按钮，从本地文件系统中查找ISO映像。
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 图21.9　选择内存和CPU设置
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 图21.10　为新虚拟机添加硬盘
 

 
步骤04　选择完ISO光盘映像后，注意向导可能无法正确侦测到操作系统类型及版本，此时可以在操作系统类型后面的下拉列表中选择【Windows】，版本中选择【Microsoft Windows XP】完成后单击【前进】按钮。
 
步骤05　接下来向导会要求用户选择新虚拟机的内存大小及虚拟CPU数量，如图21.11所示。选择完成后单击【前进】按钮。
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 图21.11　选择内存和CPU设置
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 图21.12　为新虚拟机添加硬盘
 

 
步骤06　接下来向导会要求用户为新虚拟机添加硬盘，如图21.12所示。设置完成之后，单击【前进】按钮，进入下一步。
 
步骤07　安装概要。为新虚拟机输入名称并检查安装概要列出的各项参数，如果确定没有问题，单击【完成】按钮，开始安装，如图21.13所示。
 
步骤08　接下来同样是等待操作系统安装完成，如图21.14所示。
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 图21.13　安装概要
 

 

 [image: ] 
 图21.14　开始安装操作系统
 

 
21.4　管理虚拟机
 
通常情况下，系统管理员可以通过虚拟机管理器来完成虚拟机的日常管理，例如修改虚拟CPU的数量、重新分配内存以及更改硬件配置等。除此之外，系统管理员还可以使用命令行工具来完成虚拟机的维护。本节介绍如何通过这两种方式来管理虚拟机。
 
21.4.1　虚拟机管理器简介
 
在安装虚拟机的时候，我们已经使用过虚拟机管理器了。本节将对虚拟机管理器进行详细的介绍。
 
虚拟机管理器是一套图形界面的虚拟机管理工具。通过它，系统管理员可以非常方便地管理虚拟机。启动虚拟机管理器的方法有两种。
 
 
 •　通过在命令行中输入以下命令来启动：
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 •　通过【应用程序】｜【系统工具】｜【虚拟系统管理器】命令来启动。
 

 
虚拟机管理器的主界面如图21.15所示。
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 图21.15　虚拟机管理器主界面
 

 
在图21.15中，顶部是菜单栏，接下来是工具栏，对于虚拟机的所有操作都可以通过菜单栏和工具栏来完成。窗口的下面以表格的形式列出了所有的虚拟机。表格分为两列，第1列是主机名称及其当前的状态，第2列以波幅的形式显示出当前虚拟主机的CPU利用率。
 
如果想要管理某个虚拟机，可以双击该主机所在的行；也可以右击该主机所在的行，然后选择【打开】命令。之后，就可以进入该主机的控制台界面。图21.16显示了一台CentOS虚拟机的控制台界面。图21.17显示了Windows XP虚拟机的控制台。
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 图21.16　CentOS虚拟机控制台
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 图21.17　Windows XP虚拟机控制台
 

 
21.4.2　查询或者修改虚拟机硬件配置
 
用户可以通过虚拟机控制台来查询和修改虚拟机的硬件配置。在虚拟机控制台的工具栏中选择【显示虚拟硬件详情】命令，打开虚拟机的硬件配置窗口，如图21.18所示。
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 图21.18　虚拟机虚拟硬件详细信息
 

 
在图21.18中，窗口的左侧是虚拟硬件名称，右侧是该硬件的相关配置信息。虚拟机控制台列出了主要的虚拟硬件，如CPU、内存、引导选项、磁盘、光驱、网卡、鼠标显卡以及USB口等。
 
单击左侧的【概况】选项，窗口右侧会列出该虚拟机的硬件配置概括，包括名称、状态以及管理程序的类型和硬件架构等。
 
单击左侧的【Performance】选项，右侧会显示出与性能有关的信息，包括CPU的利用率、内存的利用率、磁盘I/O以及网络I/O等，如图21.19所示。
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 图21.19　虚拟机性能图表
 

 
单击【Processor】选项，右侧显示出当前的虚拟处理器配置情况，如图21.20所示。用户可以修改虚拟CPU的个数。选择【Memory】选项，用户可以修改虚拟机的内存大小，如图21.21所示。
 

 [image: ] 
 图21.20　虚拟CPU配置
 

 

 [image: ] 
 图21.21　设置内存
 

 
选择【Boot Options】选项，用户可以修改与虚拟机引导有关的选项，例如修改引导顺序等，如图21.22所示。选择【VirtIO Disk 1】选项，可以设置磁盘有关的参数，如图21.23所示。其他选项的查看或者修改与上面介绍的基本相同，不再赘述。当用户修改了参数之后，需要单击右下角的【应用】按钮，使得修改生效。
 
如果用户需要添加其他的虚拟硬件，则可以右击左侧列表的下方选择【添加硬件】命令，打开【添加新虚拟硬件】窗口，如图21.24所示。选择所需的硬件类型，然后配置相关的参数，单击【完成】按钮即可完成添加操作。
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 图21.22　修改引导选项
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 图21.23　修改磁盘参数
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 图21.24　添加新的虚拟硬件
 

 
21.4.3　管理虚拟网络
 
KVM维护着一组虚拟网络，供虚拟机使用。虚拟机管理器提供了虚拟网络的管理功能。用户可以在虚拟机管理器的主界面中右击KVM服务器列表中相应的服务器，选择菜单中的【编辑】|【连接详情】Details命令，即可打开该KVM服务器的详细信息窗口，如图21.25所示。
 
图21.26共包含4个选项卡，分别是【概述】、【虚拟网络】、【存储】和【网络接口】。其中【概述】选项卡显示了当前服务器的基本信息，并且以图表的形式显示其性能。
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 图21.25　KVM服务器详细信息
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 图21.26　虚拟网络选项
 

 
【虚拟网络】选项卡用来显示和配置当前服务器中的虚拟网络，如图21.26所示。【存储】选项卡用来管理存储池，此部分内容将在稍后介绍。【网络接口】选项卡用来管理服务器的网络接口。
 
下面详细介绍虚拟网络的管理。在窗口的左边列出了所有的虚拟网络，右边则显示了当前虚拟网络的配置信息，包括虚拟网络的名称、设备名称、状态、是否自动启动以及IPv4的相关参数，如网络ID、DHCP IP地址池的起点和终点等。除此之外，还可以在此界面中添加一个新的虚拟网络。
 
步骤01　单击左下角的【添加网络】按钮[image: ]，打开虚拟网络添加向导，如图21.27所示。在网络接口名称中为新网络输入名称，然后单击【前进】按钮。
 
步骤02　选择IPv4地址空间。用户可以从私有IP地址中选择部分IP地址段作为虚拟机的IP地址空间，例如10.0.0.0/8、172.16.0.0/12或者192.168.0.0/16。在本例中，选择192.168.100.0/24作为虚拟机的IP地址空间，如图21.28所示。同时还可以启用DHCP，为DHCP设置可分配的IP地址范围。完成后单击【前进】按钮进入下一步。
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 图21.27　设置虚拟网络名称
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 图21.28　选择IPv4地址空间
 

 
步骤03　接下来选择IPv6地址相关设置，目前大部分网络仍然采用IPv4，IPv6较少，因此可根据实际情况进行设置，如图21.29所示。单击【前进】按钮进入下一步。
 
步骤04　选择虚拟网络与物理网络的连接方式，如图21.30所示。一共有两个选项，第一个为【隔离的虚拟网络】。如果选择该方式，则KVM服务器中连接到该虚拟网络的虚拟机将位于一个独立的虚拟网络中，虚拟机之间可以相互访问，但是不能访问外部网络。第二个选项为【转发到物理网络】。如果用户选择该方式，则需要指定转发的目的地，即任意物理设备或者某个特定的物理设备。另外，用户还需要指定转发的方式，即NAT或者路由方式。
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 图21.29　IPv6设置
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 图21.30　网络连接与物理网络的连接方式
 

 
在本例中，选择转发到任意物理设备，采用NAT方式。单击【前进】按钮，进入下一步。
 
当创建完成之后，在当前KVM服务器的详细信息窗口的【虚拟网络】选项卡中，可以看到刚刚创建的虚拟网络，如图21.31所示。从图中可以看到，名称为virt_net1的虚拟网络已经处于活动状态。
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 图21.31　查看虚拟网络状态
 

 
如果用户不需要某个虚拟网络了，就可以在图21.31所示的窗口中，选择该虚拟网络，然后单击下面的【停止网络】按钮[image: ]，再单击【删除】按钮[image: ]，即可将其删除。
 
21.4.4　管理远程虚拟机
 
除了访问和管理本地KVM系统中的虚拟机之外，利用虚拟机管理器，用户还可以管理远程KVM系统中的虚拟机。在虚拟机管理器的窗口中，选择【文件】｜【添加连接】命令，打开【添加连接】对话框，如图21.32所示。从图中可以得知，虚拟机管理器可以连接KVM、Xen等虚拟化平台。
 
对于RHEL 7.2而言，需要选择QEMU/KVM选项。勾选【连接到远程主机】复选框，在【方法】下拉菜单中选择SSH选项，在【用户名】文本框中输入建立连接的用户名，一般为root，在【主机名】文本框中输入远程KVM系统的IP地址，单击【连接】按钮，即可连接到远程的KVM系统，同时该KVM系统的虚拟机也会显示出来。
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 图21.32　连接到远程KVM系统
 

 
21.4.5　使用命令行执行高级管理
 
尽管使用虚拟机管理器可以很方便地通过图形界面管理虚拟机，但是这需要RHEL 7.2支持图形界面才可以。实际上，在大部分情况下，RHEL服务器并不一定安装桌面环境，另外，系统管理员通常是通过终端以SSH的方式连接到RHEL服务器进行管理。在这些场合下，都不可以通过虚拟机管理器来管理虚拟机。
 
virsh软件包提供了一组基于命令行的工具来管理虚拟机。virsh包含许多命令，用户可以通过virsh help命令查看这些命令。下面分别介绍如何通过命令行来完成常用的操作。
 
1．创建虚拟机
 
用户可以通过virt-install命令来创建一个新的虚拟机。该命令的基本语法如下：
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其中--name参数用来指定虚拟机的名称，--ram参数用来指定虚拟机的内存大小，STORAGE参数是指虚拟机的存储设备，INSTALL参数代表安装的相关选项。virt-install命令的选项非常多，下面把常用的一些选项列出来。
 
 
 •　--vcpus：指定虚拟机的虚拟CPU配置，例如--vcpus 5表示指定5个虚拟CPU，--vcpus 5,maxcpus=10表示指定当前默认虚拟CPU为5个，最大10个。通常虚拟CPU个数不能超过物理CPU个数。
 
 •　--cdrom：指定安装介质为光驱，例如--cdrom /dev/hda，表示指定安装介质位于光驱/dev/hda。
 
 •　--location：指定其他的安装源，例如nfs:host:/path\http://host/path或者ftp://host/path。
 
 •　--os-type：指定操作系统类型，例如Linux、Unix或者Windows。
 
 •　--os-variant：指定操作系统的子类型，例如fedora6、rhel5、solaris10、win2k或者winxp等。
 
 •　--disk：指定虚拟机的磁盘，可以是一个已经存在的虚拟磁盘或者新的虚拟磁盘，例如--disk path=/my/existing/disk。
 
 •　--network：指定虚拟机使用的虚拟网络，例如--network network=my_libvirt_virtual_net。
 
 •　--graphics：图形选项，例如--graphics vnc表示使用VNC图形界面，--graphics none表示不使用图形界面。
 

 
例如，使用示例21-2的命令创建一个名称为winxp2的虚拟机，其操作系统为Windows XP。
 
【示例21-2】
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图形安装界面会自动打开，如图21.33所示。
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 图21.33　Windows XP安装界面
 

 
2．查看虚拟机
 
用户可以通过virsh命令查看虚拟机的状态，如示例21-3所示。
 
【示例21-3】
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在上面的输出结果中，Name表示虚拟机的名称，State表示虚拟机的状态。
 
3．关闭虚拟机
 
virsh命令的子命令shutdown可以关闭指定的虚拟机。例如，示例21-4的命令关闭名称为winxp的虚拟机。
 
【示例21-4】
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4．启动虚拟机
 
与shutdown子命令相对应，start子命令可以启动某个虚拟机，如示例21-5所示。
 
【示例21-5】
 
 
 [image: ] 

 
5．监控虚拟机
 
virt-top命令类似于top命令，用来动态监控虚拟机的状态。在命令行中直接输入virt-top命令即可启动，其界面如图21.34所示。
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 图21.34　virt-top主界面
 

 
在图21.34所示的界面中，用户按1键，可以切换到CPU使用统计界面，如图21.35所示。按2键，可以切换到网络接口状态界面，如图21.36所示。
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 图21.35　CPU使用统计
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 图21.36　网络接口状态
 

 
6．列出所有的虚拟机
 
virsh的list子命令可以列出所有的虚拟机，无论是否启动，如示例21-6所示。
 
【示例21-6】
 
 
 [image: ] 

 
21.5　存储管理
 
虚拟机可以安装在宿主机的本地存储设备中，例如本地磁盘、LVM卷组或者文件系统中的目录等，这些称为本地存储池。另外，虚拟机还可以安装在网络存储设备中，例如FC SAN、IP SAN以及NFS等，这些称为网络存储池。本地存储池不支持虚拟机的迁移，而网络存储池支持。存储池由libvirt管理。默认情况下，libvirt使用/var/lib/libvirt/images目录作为默认的存储池。本节将对KVM的存储管理进行介绍。
 
21.5.1　创建基于磁盘的存储池
 
KVM可以将一个物理磁盘设备作为存储池。下面介绍创建基于磁盘的存储池的步骤。
 
步骤01　在KVM服务器的连接详情对话框中，切换到【存储】选项卡，窗口的左边列出了当前所有的存储池，如图21.37所示。
 
步骤02　单击左下角的【添加池】按钮[image: ]，打开【添加新存储池】对话框，在【名称】文本框中输入存储池的名称，例如newpool，在【类型】下拉菜单中选择【disk:网络硬盘设备】选项，如图21.38所示。单击【前进】按钮，进入下一步。
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 图21.37　存储池管理
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 图21.38　选择存储池名称和类型
 

 
步骤03　在【目标路径】文本框中输入磁盘设备所在的目录，默认为/dev，然后在【源路径】中输入使用的硬盘名称或单击【浏览】查找，最终选择磁盘设备。勾选【构建池】复选框，以格式化磁盘存储池，如图21.39所示。设置完成之后，单击【完成】按钮，完成存储池的创建。
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 图21.39　指定存储池目标路径和磁盘设备名
 

 
21.5.2　创建基于磁盘分区的存储池
 
KVM的存储池可以创建在一个已经创建文件系统的磁盘分区上面。假设/dev/sdc1是一个已经存在的磁盘分区，其文件系统为ext4。下面介绍如何在该文件系统上创建一个存储池。
 
步骤01　单击左下角的【添加池】按钮[image: ]，打开【添加新存储池】对话框。在【名称】文本框中输入存储池名称，例如sdc1，在【类型】下拉菜单中选择【fs:预先格式化的块设备】选项，如图21.40所示。单击【前进】按钮，进入下一步。
 
步骤02　在弹出的对话框中，【目标路径】已由系统完成选择，接下来需要在【源路径】文本框中输入磁盘分区的路径/dev/sdc1，或者单击【浏览】按钮浏览并选择/dev/sdc1，如图21.41所示。单击【完成】按钮，完成存储池的创建。
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 图21.40　创建基于分区的存储池
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 图21.41　选择磁盘分区
 

 
21.5.3　创建基于目录的存储池
 
存储池还可以建立在某个目录上，假设存在一个名称为/data的目录，下面介绍如何在该目录上面创建存储池。
 
步骤01　单击左下角的【添加池】按钮[image: ]，打开添加新存储池对话框。在【名称】文本框中输入存储池名称，例如data，在【类型】下拉菜单中选择【dir:文件系统目录】选项，如图21.42所示。单击【前进】按钮，进入下一步。
 
步骤02　在【目标路径】文本框中输入目标目录的路径，或者单击右边的【浏览】按钮，浏览并选择该目录，如图21.43所示。单击【完成】按钮，完成存储池的创建。
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 图21.42　创建基于目录的存储池
 

 

 [image: ] 
 图21.43　选择目标目录
 

 
21.5.4　创建基于LVM的存储池
 
RHEL 7.2的LVM拥有非常大的灵活性，通过LVM，用户可以动态扩展文件系统的大小。KVM支持将存储池建立在LVM上。假设存在一个名称为vg0的逻辑卷组，如下所示：
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下面介绍在该卷组上面创建存储池的步骤。
 
步骤01　单击左下角的【添加池】按钮[image: ]，打开【添加新存储池】对话框。在【名称】文本框中输入存储池的名称，例如lvm_vg0，在【类型】下拉菜单中选择【logical:LVM卷组】选项，如图21.44所示。单击【前进】按钮，进入下一步。
 
步骤02　在【目标路径】文本框中输入卷组名称/dev/vg0，或者单击【浏览】按钮，浏览文件系统并选择/dev/vg0，如图21.45所示。对于已经存在的卷组，可以忽略【源路径】选项。单击【完成】按钮，完成存储池的创建。
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 图21.44　创建基于LVM的存储池
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 图21.45　选择卷组作为目标路径
 

 
21.5.5　创建基于NFS的存储池
 
KVM的存储不仅支持创建在本地存储上，还支持创建在一些网络存储上，例如NFS或者IP SAN等。下面介绍如何在NFS上创建KVM存储池。
 
步骤01　单击左下角的【添加池】按钮[image: ]，打开【添加新存储池】对话框。在【名称】文本框中输入存储池的名称，例如nfs_data，在【类型】下拉菜单中选择【netfs:网络导出的目录】选项，如图21.46所示。单击【前进】按钮，进入下一步。
 
步骤02　【目标路径】已由系统自动填写，通常不必修改。在【主机名】文本框中输入NFS服务器的IP地址，在【源路径】文本框中输入共享目录的路径，如图21.47所示。单击【完成】按钮，完成存储池的创建。
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 图21.46　创建基于NFS的存储池
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 图21.47　选择NFS服务器和共享目录
 

 
21.6　KVM安全管理
 
在KVM系统中，由于所有的虚拟机都位于宿主机中，所以宿主机的安全非常重要。如果宿主机的安全措施比较薄弱，则所有的虚拟机的安全性无论怎么加强，都将是薄弱的。所以，KVM系统的安全管理非常重要。本节将从SELinux和防火墙两个方面来介绍KVM的安全管理。
 
21.6.1　SELinux
 
默认情况下，SELinux要求所有的虚拟机的镜像文本都必须位于/var/lib/libvirt/images/及其下级目录中。如果用户将虚拟机镜像文件放到了文件系统的其他位置，SELinux会禁止宿主系统加载该镜像文件。同样，如果使用了LVM逻辑卷、磁盘、分区以及IP SAN等存储池，也需要适当地设置SELinux上下文属性才可以正常使用。
 
前面已经介绍过，用户可以通过好几种方式来创建存储池。下面以目录为例，来说明如何设置SELinux上下文。
 
（1）建立存储池的目录。
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（2）为了安全性，更改目录的所有者，并设置权限。
 
 
 [image: ] 

 
（3）配置SELinux上下文。
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以上命令主要是打开SELinux设定，不然虚拟机无法访问存储文件。
 
 
 注意
 
 如果没有semanage，需要安装policycoreutils-python软件包。
 

 
设置完成之后，用户就可以在/data/kvm/images目录中创建存储池了。
 
21.6.2　防火墙
 
防火墙是另外一个影响系统安全的因素。在宿主机系统中，必须根据虚拟机中启用的网络服务，适当地设置防火墙；否则，外部网络无法访问虚拟机。在设置防火墙的时候，应该注意以下端口。
 
 
 •　确保SSH的服务端口22是开放的，便于利用SSH连接到远程主机进行管理。
 

 
 
 •　KVM虚拟机在迁移的时候，会使用49152～49216这一段TCP/UPD端口。因此，如果需要迁移虚拟机，这些端口也必须开放。
 

 
21.7　小结
 
本节详细介绍了RHEL 7.2中的虚拟化技术及其安装和使用方法。主要包括虚拟化技术的概况、如何安装虚拟化软件包、如何管理虚拟机、如何管理存储设备以及KVM系统的安全等。本章重点在于掌握好虚拟机的管理以及存储设备的管理。
 
21.8　习题
 
一、填空题
 
1.启动虚拟机管理器的方法有两种：____________和____________。
 
2.要在RHEL 7.2上使用虚拟化，至少需要安装____________和____________这两个软件包。
 
二、选择题
 
以下描述不正确的是（　　）。
 
A．要在RHEL 7.2上使用虚拟化，需要安装多个软件包，用户可以使用yum逐个安装所需要的软件包，也可以使用软件包组的方式来安装虚拟化组件。
 
B．在KVM系统中，并不是所有的虚拟机都位于宿主机中。
 
C．除了访问和管理本地KVM系统中的虚拟机之外，利用虚拟机管理器，用户还可以管理远程的KVM系统中的虚拟机。
第22章　在RHEL 7.2上安装OpenStack
 
 
 OpenStack既是一个社区，也是一个项目和开源软件，它提供了一个部署云的操作平台或工具集。其宗旨在于帮助组织和运行为虚拟计算或存储服务的云，为公有云、私有云，也为大云、小云提供可扩展的、灵活的云计算。
 

 
本章主要涉及的知识点有：
 
 
 •　OpenStack概况
 
 •　OpenStack系统架构
 
 •　OpenStack主要部署工具
 
 •　通过RDO部署OpenStack
 
 •　管理OpenStack
 

 
22.1　OpenStack概况
 
OpenStack是一个免费的开放源代码的云计算平台，用户可以将其部署成为一个基础设施即服务（IaaS）的解决方案。OpenStack不是一个单一的项目，而是由多个相关的项目组成，包括Nova、Swift、Glance、Keystone以及Horizon等。这些项目分别实现不同的功能，例如弹性计算服务、对象存储服务、虚拟机磁盘镜像服务、安全统一认证服务以及管理平台等。OpenStack以Apache许可授权。
 
OpenStack最早开始于2010年，是美国国家航空航天局和Rackspace合作研发的云端运算软件项目。目前，OpenStack由OpenStack基金会管理，该基金会是一个非营利组织，创立于2012年。现在已经有超过200家公司参与了该项目，包括Arista Networks、AT&T、AMD、Cisco、Dell、 EMC、HP、IBM、Intel、NEC、NetApp以及Red Hat等大型公司。
 
OpenStack发展非常迅速，已经发布了13个版本，每个版本都有代号，分别为Austin、Bexar、 Cactus、Diablo、Essex、Folsom、Grizzly、Havana、Icehouse、Juno、Kilo、Liberty以及Mitaka。其中，最后一个版本Mitaka发布于2016年4月8日。
 
除了OpenStack之外，还有其他的一些云计算平台，例如Eucalyptus、AbiCloud、OpenNebula等，这些云计算平台都有自己的特点，关于它们之间具体的区别，请读者参考相关书籍，这里不再赘述。
 
22.2　OpenStack系统架构
 
由于OpenStack由多个组件组成，所以其系统架构相对比较复杂。但是，只有了解OpenStack的系统架构，才能够成功地部署和管理OpenStack。本节将对OpenStack的整体系统架构进行介绍。
 
22.2.1　OpenStack体系架构
 
OpenStack由多个服务模块构成，表22.1～22.4列出了这些服务模块。
 
 
 表22.1　基本模块
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图22.1描述了OpenStack中各子项目与其功能之间的关系。
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 图22.1　各子项目与其功能之间的关系
 

 
图22.2则描述了OpenStack各功能模块之间的关系。
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 图22.2　OpenStack架构
 

 
22.2.2　OpenStack部署方式
 
针对不同的计算、网络和存储环境，用户可以非常灵活地配置OpenStack来满足自己的需求。图22.3显示了含有3个节点的OpenStack部署方案。
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 图22.3　含有3个节点的OpenStack部署方案
 

 
在图22.3中，使用Neutron作为虚拟网络的管理模块，包含控制节点、网络节点和计算节点，这3个节点的功能分别描述如下。
 
1．控制节点
 
基本控制节点运行身份认证服务、镜像文件服务、计算节点和网络接口的管理服务、虚拟网络插件以及控制台等。另外，还运行一些基础服务，例如OpenStack数据库、消息代理以及网络时间NTP服务等。
 
控制节点还可以运行某些可选服务，例如部分的块存储管理、对象存储管理、数据库服务、自动部署（Orchestration）以及Telemetry（Ceilometer）。
 
2．网络节点
 
网络节点运行虚拟网络插件、二层网络代理以及三层网络代理。其中，二层网络服务包括虚拟网络和隧道技术，三层网络服务包括路由、网络地址转换（NAT）以及DHCP等。此外，网络节点还负责虚拟机与外部网络的连接。
 
3．计算节点
 
计算节点运行虚拟化监控程序（Hypervisor）、管理虚拟机或者实例。默认情况下，计算节点采用KVM作为虚拟化平台。除此之外，计算节点还可以运行网络插件以及二层网络代理。通常情况下，计算节点会有多个。
 
22.2.3　计算模块Nova
 
Nova是OpenStack系统的核心模块，其主要功能是负责虚拟机实例的生命周期管理、网络管理、存储卷管理、用户管理以及其他的相关云平台管理功能。从能力上讲，Nova类似于Amazon EC2。Nova逻辑结构中的大部分组件可以划分为以下两种自定义的Python守护进程：
 
 
 •　接收与处理API调用请求的Web服务器网关接口（Python Web Server Gateway Interface，WSGI），例如Nova-API和Glance-API等。
 
 •　执行部署任务的Worker守护进程，例如Nova-Compute、Nova-Network以及Nova-Schedule等。
 

 
消息队列（Queue）与数据库（Database）是Nova架构中两个重要的组成部分，虽然不属于WSGI或者Worker进程，但是两者通过系统内消息传递和信息共享的方式实现任务之间、模块之间以及接口之间的异步部署，在系统层面大大简化了复杂任务的调度流程与模式，是Nova的核心模块。
 
由于Nova采用无共享和基于消息的灵活架构，所以Nova的7个组件有多种部署方式。用户可以将每个组件单独部署到一台服务器上，也可以根据实际情况，将多个组件部署到一台服务器上。
 
下面给出了几种常见的部署方式。
 
1．单节点
 
在这种方式下，所有的Nova服务都集中在一台服务器上，同时也包含虚拟机实例。由于这种方式的性能不高，所以不适合生产环境，但是部署起来相对比较简单，所以非常适合初学者练习或者做相关开发。
 
2．双节点
 
这种部署方式由两台服务器构成，其中一台作为控制节点，另外一台作为计算节点。控制节点运行除Nova-Compute服务之外的所有其他的服务，计算节点运行Nova-Compute服务。双节点部署方式适合规模较小的生产环境或者开发环境。
 
3．多节点
 
这种部署方式由用户根据业务性能需求，实现多个功能模块的灵活安装，包括控制节点的层次化部署和计算节点规模的扩大。多节点部署方式适合各种对于性能要求较高的生产环境。
 
22.2.4　分布式对象存储模块Swift
 
Swift是OpenStack系统中的对象存储模块，其目标是使用标准化的服务器来创建冗余的、可扩展且存储空间达到PB级的对象存储系统。简单地讲，Swift非常类似于AWS的S3服务。它并不是传统意义上的文件系统或者实时数据存储系统，而是长期静态数据存储系统。
 
Swift主要由以下3种服务组成。
 
 
 •　代理服务：提供数据定位功能，充当对象存储系统中的元数据服务器的角色，维护账户、容器以及对象在环（Ring）中的位置信息，并且向外提供API，处理用户访问请求。
 
 •　对象存储：作为对象存储设备，实现用户对象数据的存储功能。
 
 •　身份认证：提供用户身份鉴定认证功能。
 

 
OpenStack中的对象由存储实体和元数据组成，相当于文件的概念。当向Swift对象存储系统上传文件的时候，文件并不经过压缩或者加密，而是和文件存放的容器名、对象名以及文件的元数据组成对象，存储在服务器上。
 
22.2.5　虚拟机镜像管理模块Glance
 
Glance项目主要提供虚拟机镜像服务，其功能包括虚拟机镜像、存储和获取关于虚拟机镜像的元数据、将虚拟机镜像从一种格式转换为另外一种格式。
 
Glance主要包括两个组成部分，分别是Glance API以及Glance Registry。Glance API主要提供接口，处理来自Nova的各种请求。Glance Registry用来和MySQL数据库进行交互，存储或者获取镜像的元数据。这个模块本身不存储大量的数据，需要挂载后台存储Swift来存放实际的镜像数据。
 
22.2.6　身份认证模块Keystone
 
Keystone是OpenStack中负责身份验证和授权的功能模块。Keystone类似于一个服务总线，或者说是整个OpenStack框架的注册表，其他服务通过Keystone来注册其服务的端点（Endpoint），任何服务之间的相互调用，都需要经过Keystone的身份验证，来获得目标服务的端点来找到目标服务。
 
Keystone包含以下基本概念。
 
1．用户
 
用户（User）代表可以通过Keystone进行访问的人或程序。用户通过认证信息如密码、API Keys等进行验证。
 
2．租户
 
租户（Tenant）是各个服务中一些可以访问的资源集合。例如，在Nova中一个租户可以是一些机器，在Swift和Glance中一个租户可以是一些镜像存储，在Quantum中一个租户可以是一些网络资源。默认情况下，用户总是绑定到某些租户上面。
 
3．角色
 
角色（Role）代表一组用户可以访问的资源权限，例如Nova中的虚拟机、Glance中的镜像。用户可以被添加到任意一个全局的或租户内的角色中。在全局的角色中，用户的角色权限作用于所有的租户，即可以对所有的租户执行角色规定的权限；在租户内的角色中，用户仅能在当前租户内执行角色规定的权限。
 
4．服务
 
OpenStack中包含许多服务（Service），如Nova、Glance和Swift。根据前三个概念，即用户、租户和角色，一个服务可以确认当前用户是否具有访问其资源的权限。但是当一个用户尝试着访问其租户内的服务时，该用户必须知道这个服务是否存在，以及如何访问这个服务，这里通常使用一些不同的名称表示不同的服务。
 
5．端点
 
所谓端点（Endpoint），是指某个服务的URL。如果需要访问一个服务，则必须知道该服务的端点。因此，在Keystone中包含一个端点模板，这个模板提供了所有存在的服务的端点信息。一个端点模版包含一个URL列表，列表中的每个URL都对应一个服务实例的访问地址，并且具有public、private和admin这3种权限。其中public类型的端点可以被全局访问，私有URL只能被局域网访问，admin类型的URL被从常规的访问中分离。
 
22.2.7　控制台Horizon
 
Horizon为用户提供了一个管理OpenStack的控制面板，使得用户可以通过浏览器，以图形界面的方式进行相应的管理任务，避免了记忆烦琐、复杂的命令。Horizon几乎提供了所有的操作功能，包括Nova虚拟机实例的管理和Swift存储管理等。图22.4显示了Horizon的主界面，关于Horzon的详细功能，将在后面的内容中介绍。
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 图22.4　Horizon主界面
 

 
22.3　Openstack的主要部署工具
 
前面已经介绍过，OpenStack的体系架构比较复杂，对于初学者来说，逐个使用命令来安装各个组件是一件非常困难的事情。幸运的是，为了简化OpenStack的安装操作，许多部署工具已经被开发出来。通过这些工具，用户可以快速搭建出一个OpenStack的学习环境。本节将对主要的OpenStack部署工具进行介绍。
 
22.3.1　Fuel
 
Fuel是一个端到端一键部署OpenStack设计的工具，主要包括裸机部署、配置管理、OpenStack组件以及图形界面等几个部分，下面分别对其进行简单介绍。
 
1．裸机部署
 
Fuel支持裸机部署，该项功能由HP的Cobbler提供。Cobbler是一个快速网络安装Linux的服务，该工具使用python开发，小巧轻便，使用简单的命令即可完成PXE网络安装环境的配置，同时还可以管理DHCP、DNS以及yum包镜像。
 
 
 注意
 
 packstack不包括此功能。
 

 
2．配置管理
 
配置管理采用Puppet实现。Puppet是一个非常有名的云环境自动化配置管理工具，采用XML语言定义配置。Puppet提供了一个强大的框架，简化了常见的系统管理任务，它将大量细节交给Puppet去完成，只要管理员集中精力在业务配置上。系统管理员使用Puppet的描述语言来配置，这些配置便于共享。Puppet伸缩性强，可以管理成千上万台机器。
 
3．OpenStack组件
 
除了可灵活选择安装OpenStack核心组件以外，还可以安装Monitoring和HA组件。Fuel还支持心跳检查。
 
4．图形界面
 
Fuel提供了基于Web的管理界面Fuel Web，可以使用户非常方便地部署和管理OpenStack的各个组件。
 
22.3.2　TripleO
 
TripleO是另外一套OpenStack部署工具，TripleO又称为OpenStack的OpenStack（OpenStack Over OpenStack）。通过使用OpenStack运行在裸机上自有设施作为该平台的基础，这个项目可以实现OpenStack的安装、升级和操作流程的自动化。
 
在使用TripleO的时候，需要先准备一个OpenStack控制器的镜像，然后用这个镜像通过OpenStack的Ironic功能去部署裸机，再通过HEAT在裸机上部署OpenStack。
 
22.3.3　RDO
 
RDO（Red Hat Distribution of OpenStack）是由RedHat公司推出的部署OpenStack集群的一个基于Puppet的部署工具，可以很快地通过RDO部署一套复杂的OpenStack环境。如果用户想在REHL上面部署OpenStack，最便捷的方式就是使用RDO。在本书中，就是采用RDO来介绍OpenStack的安装。
 
22.3.4　DevStack
 
DevStack实际上是个Shell脚本，可以用来快速搭建OpenStack的运行和开发环境，特别适合OpenStack开发者在下载最新的OpenStack代码后迅速在自己的笔记本上搭建一个开发环境。正如DevStack官方所强调的，devstack不适合用于生产环境。
 
22.4　通过RDO部署OpenStack
 
尽管OpenStack已经拥有许多部署工具，但是在RHEL或者CentOS等操作系统上面部署OpenStack，RDO仍然是首选的方案。尤其对于初学者来说，使用RDO可以大大降低部署的难度。本节将对使用RDO部署OpenStack进行详细介绍。
 
22.4.1　部署前的准备
 
OpenStack对于软硬件环境都有一定的要求，其中RHEL 7.2是官方推荐的版本。另外，用户也可以选择其他的基于RHEL的发行版，例如CentOS 6.5、Scientific Linux 6.5或者Fedora 20以上。为了避免Packstack域名解析出现问题，需要把主机名设置为完整的域名，来代替短主机名。
 
硬件方面，OpenStack至少需要2GB的内存，CPU也需要支持硬件虚拟化。此外，至少有一块网卡。
 
22.4.2　配置安装源
 
为了保证当前系统的所有软件包都是最新的，需要使用yum命令进行更新操作，命令如下：
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执行以上命令之后，yum软件包管理器会查询安装源，以验证当前系统中的软件包是否有更新；如果存在更新，则会自动进行安装。由于系统中的软件包通常非常多，所以上面的更新操作可能会花费较长的时间。
 
接下来配置OpenStack安装源，RedHat提供了一个RPM软件包来帮助用户设置RDO安装源，其URL为：
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用户只要安装以上软件包即可，命令如下：
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执行以上命令之后，会为当前系统添加Foreman、Puppet Labs和RDO安装源，如下所示：
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22.4.3　安装Packstack
 
在使用RDO安装OpenStack的过程中，需要Packstack来部署OpenStack。所以，必须提前安装Packstack软件包。Packstack的底层也基于Puppet，通过Puppet部署OpenStack各组件。Packstack的安装命令如下：
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22.4.4　安装OpenStack
 
Packstack提供了多种方式来部署OpenStack，包括单节点和多节点等，其中单节点部署最简单。单节点部署方式中，OpenStack所有的组件都被安装在同一台服务器上面。用户还可以选择控制器加多个计算节点的方式或者其他的部署方式。为了简化操作，本节将选择单节点部署方式。
 
Packstack提供了一个名称为packstack的命令来执行部署操作。该命令支持非常多的选项，用户可以通过以下命令来查看这些选项及其含义：
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从大的方面来说，packstack命令的选项主要分为全局选项、vCenter选项、MySQL选项、AMQP选项、Keystone选项、Glance选项、Cinder选项、Nova选项、Neutron选项、Horizon选项、Swift选项、Heat选项、Ceilometer选项以及Nagios选项等。可以看出packstack命令非常灵活，几乎为所有的OpenStack都提供了相应的选项。下面对常用的选项进行介绍。
 
1．--gen-answer-file
 
该选项用来创建一个应答文件（answer file），应答文件是一个普通的纯文本文件，包含packstack部署OpenStack所需的各种选项。
 
2．--answer-file
 
该选项用来指定一个已经存在的应答文件，packstack命令将从该文件中读取各选项的值。
 
3．--install-hosts
 
该选项用来指定一批主机，主机之间用逗号隔开。列表中的第一台主机将被部署为控制节点，其余的部署为计算节点。如果只提供了一台主机，则所有的组件都将被部署在该主机上面。
 
4．--allinone
 
该选项用来执行单节点部署。
 
5．--os-mysql-install
 
该选项的值为y或者n，用来指定是否安装MySQL服务器。
 
6．--os-glance-install
 
该选项的值为y或者n，用来指定是否安装Glance组件。
 
7．--os-cinder-install
 
该选项的值为y或者n，用来指定是否安装Cinder组件。
 
8．--os-nova-install
 
该选项的值为y或者n，用来指定是否安装Nova组件。
 
9．--os-neutron-install
 
该选项的值为y或者n，用来指定是否安装Neutron组件。
 
10．--os-horizon-install
 
该选项的值为y或者n，用来指定是否安装Horizon组件。
 
11．--os-swift-install
 
该选项的值为y或者n，用来指定是否安装Swift组件。
 
12．--os-ceilometer-install
 
该组件的值为y或者n，用来指定是否安装Ceilometer组件。
 
除了以上选项之外，对于每个具体的组件，packstack也提供了许多选项，这里不再赘述。
 
如果用户想在一个节点上快速部署OpenStack，可以使用--allinone选项，命令如下：
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如果想要单独指定其中的某个选项，例如下面的命令将采用单节点部署，并且虚拟网络采用Neutron：
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由于packstack的选项非常多，为了便于使用，packstack命令还支持将选项及其值写入一个应答文件中。用户可以通过--gen-answer-file选项来创建应答文件，如下所示：
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应答文件是一个普通的纯文本文件，包含packstack部署OpenStack所需的各种选项，如下所示：
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用户可以根据自己的需要来修改生成的应答文件，以确定是否需要安装某个组件，以及相应的安装选项。修改完成之后，使用以下命令进行安装部署：
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如果没有设置SSH密钥，在部署之前，packstack会询问参与部署的各主机的root用户的密码，用户输入相应的密码即可。下面的代码是部分安装过程：
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 注意
 
 整个安装过程需要花费较长的时间，与用户选择的组件、网络和主机的硬件配置情况密切相关，一般为20～50分钟。如果在安装的过程中，由于网络原因导致安装失败，可以再次执行以上命令重新安装部署。
 

 
笔者在安装过程中，安装的MariaDB版本为mariadb-server-10.1.12-4.el7.x86_64，此版本会阻止密码过长的用户登录（关于此问题笔者还没有查到问题的根源，暂且认为是一个未知的Bug）。OpenStack默认使用的密码为16位，安装后会出现用户无法登录的现象（主要是nova用户），继而导致服务不可用。解决的方法是修改应答文件中关于MariaDB用户密码的配置项，这些配置项形如“CONFIG_NOVA_DB_PW”。经过验证只要密码长度未达16位都不会触发此问题，但通常我们使用的密码在10～13之间，因此修改密码后通常不会出现问题。
 
当出现以下信息时，表示安装完成：
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在上面的信息中，除了告诉用户已经安装部署完成之外，还有其他的一些附加信息，这些信息包括提醒用户当前主机上没有安装时间同步服务，因此，时间同步的相关配置被跳过去了；脚本文件/root/keystonerc_admin已经被创建了；用户可以通过http://172.16.45.68/dashboard来访问Dashboard，即控制台，登录信息存储在用户主目录中的keystonerc_admin文件里面；用户可以通过http://172.16.45.68/nagios来访问Nagios，并给出了用户名和密码。此外还有一些安装日志文件的位置信息。
 
 
 注意
 
 每次使用--allinone选项来安装OpenStack都会自动创建一个应答文件。因此如果在安装过程中出现了问题，重新执行单节点安装时，应该使用--answer-file指定自动创建的应答文件。
 

 
22.5　管理OpenStack
 
OpenStack提供了许多命令行的工具来管理配置各项功能，但是这需要记忆大量的命令和选项，对于初学者来说，难度非常大。通过Horizon控制台，可以非常方便地管理OpenStack的各项功能，对于初学者来说，这是一个便捷的途径。本节主要介绍通过控制台管理OpenStack。
 
22.5.1　登录控制台
 
安装成功之后，用户就可以通过浏览器来访问控制台，其地址为主机的IP地址加上dashboard。例如，在本例中，主机的IP地址为172.16.45.68，所以其默认的控制台网址为：
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如果设置了防火墙规则，也可以通过其他主机远程登录控制台。如果使用基于IE内核的浏览器访问，页面可能会比较乱，建议使用Mozilla Firefox等非IE浏览器。控制台登录界面如图22.5所示。
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 图22.5　控制台登录界面
 

 
在上一节中，OpenStack部署的最后，告诉用户控制台的登录信息位于用户主目录的keystonerc_admin文件中，所以可以使用以下命令查看该文件的内容：
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在上面的代码中，OS_USERNAME就是控制台的用户名，而OS_PASSWORD则是控制台的登录密码，这个命名由Packstack自动生成，所以比较复杂。
 
登录成功之后，会出现控制台主界面，如图22.6所示。左侧为导航栏，有【项目】、【管理员】和【身份管理】三大菜单项。如果使用普通用户登录，则只出现【项目】菜单项。
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 图22.6　控制台主界面
 

 
【项目】菜单项中包含用户安装的各个组件，二级菜单根据用户选择的组件有所变化。在本例中，包含计算、网络和对象存储3个菜单项。其中【计算】菜单项中包含与计算节点有关的功能，例如实例、云硬盘、镜像以及访问和安全等。【网络】则包含网络拓扑、虚拟网络以及路由等。【对象存储】主要包含容器的管理。
 
【管理员】菜单项包含与系统管理有关的操作，有【系统面板】菜单项，【系统面板】包含【虚拟机管理器】、【主机聚合】、【云主机】以及【卷】等菜单项。其中，用户可以通过【系统信息】菜单项来查看当前安装的服务及其主机，如图22.7所示。
 

 [image: ] 
 图22.7　安装的OpenStack服务信息
 

 
22.5.2　用户设置
 
单击主界面右上角的用户名对应的下拉菜单，选择【设置】命令，打开【用户设置】窗口，如图22.8所示。
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 图22.8　用户设置
 

 
用户可以设置【语言】和【时区】等选项。单击左侧的【修改密码】菜单项，打开【修改密码】窗口，输入当前的密码，就可以修改用户密码，如图22.9所示。
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 图22.9　修改密码
 

 
22.5.3　管理用户
 
在【身份管理】菜单中，选择【用户】菜单项，窗口的右侧列出了当前系统的各个用户，如图22.10所示。
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 图22.10　系统用户
 

 
单击右侧的【编辑】按钮，可以修改当前的用户。选择某个用户左侧的复选框，然后单击【删除用户】按钮，可以将选中的用户删除。单击【创建用户】按钮，可以打开【创建用户】对话框，如图22.11所示。在【用户名】、【邮箱】、【密码】以及【确认密码】文本框中输入相应的信息，选择【主项目】和【角色】之后，单击【创建用户】按钮即可完成用户的创建。
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 图22.11　创建用户
 

 
22.5.4　管理镜像
 
用户可以管理当前OpenStack中的镜像文件。前面已经介绍过，Glance支持很多格式，但是对于企业来说，其实用不了那么多格式。用户可以自己制作镜像文件，也可以从网络上下载已经制作好的镜像文件。以下网址列出了常用的操作系统的镜像文件：
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下面以CentOS 7为例，说明如何创建一个镜像。
 
步骤01　打开【管理员】｜【系统】面板，选择【镜像】菜单项，右侧列出了当前系统中的镜像，如图22.12所示。
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 图22.12　镜像列表
 

 
步骤02　单击右上侧的【创建镜像】按钮，打开【创建镜像】窗口，如图22.13所示。
 

 [image: ] 
 图22.13　创建镜像
 

 
在【名称】文本框中输入镜像的名称，例如CentOS 7，在【描述】文本框中输入相应的描述信息，在【镜像源】下拉菜单中选择【镜像地址】选项，在【镜像地址】文本框中输入CentOS 7镜像文件的地址：
 
 
 [image: ] 

 
在【格式化】下拉菜单中选择相应的文件格式，在本例中选择【QCOW2-QEMU模拟器】选项。选中【公有】复选框，如果不是生产环境，其他的选项可以保留默认值。
 
步骤03　单击【创建镜像】按钮，关闭窗口。在镜像列表中列出了刚才创建的镜像，其状态为保存中。
 
步骤04　由于要把整个镜像文件下载下来，所以需要较长的时间。镜像的状态变成运行中时，表示镜像已经创建成功，处于可用状态，如图22.14所示。
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 图22.14　镜像创建成功
 

 
对于其他的镜像文件，用户可以采用类似的步骤来完成创建操作。另外一个问题，有时镜像文件非常大，例如本例中的CentOS 7的镜像，下载需要很长的时间，可以通过事先下载然后再上传的方式。
 
如果用户想要修改某个镜像的信息，可以单击相应行右侧的【编辑】按钮，打开【上传镜像】对话框，如图22.15所示。
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 图22.15　修改镜像信息
 

 
修改完成之后，单击右下角的【编辑镜像】按钮关闭对话框。
 
如果用户不再需要某个镜像文件，可以选中镜像左侧的复选框，然后选择右上角的【删除镜像】命令，即可将该镜像文件删除。
 
22.5.5　管理云主机类型
 
云主机类型（Flavors）实际上对云主机的硬件配置进行了限定。进入【管理员】菜单中的【系统面板】，单击【云主机类型】菜单项，窗口的右侧列出了当前已经预定义好的主机类型，如图22.16所示，从图中可以得知，系统默认已经内置了5个云主机类型，分别是m1.tiny、m1.small、 m1.medium、m1.large和m1.xlarge。从表格中可以看出，这5个内置的类型的硬件配置是从低到高的，主要体现在CPU的个数、内存以及根硬盘这3个方面。
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 图22.16　云主机类型
 

 
这5个类型可基本满足用户的需求。如果用户需要其他配置的主机类型，则可以创建新的主机类型。下面介绍创建新的主机类型的步骤。
 
步骤01　单击图22.16中右上角的【创建云主机类型】按钮，打开【创建云主机类型】窗口。在【名称】对话框中输入主机类型的名称，如m1.1g，ID文本框保留原来的auto，表示自动生成ID。VCPU数量实际上指的是云主机CPU的个数，在本例中输入2。内存以MB为单位，在本例中输入1024，根磁盘的容量以GB为单位，在本例中输入10。临时磁盘和交换盘空间都为0，其他选项保持默认，如图22.17所示。
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 图22.17　创建主机类型
 

 
步骤02　单击窗口上面的【云主机类型使用权】，切换到【云主机类型使用权】选项卡。在窗口的左侧列出了当前系统中所有的租户，右侧列出了可以访问该主机类型的租户。单击某个租户右侧的[image: ]按钮，将该租户添加到右侧，赋予该租户使用该类型的权限，如图22.18所示。
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 图22.18　指定云主机类型的访问权限
 

 
步骤03　设置完成之后，单击右下角的【创建云主机类型】按钮，完成主机类型的创建。
 
除了添加主机类型之外，用户还可以修改主机类型的信息、修改使用权以及删除主机类型。这些操作都比较简单，不再赘述。
 
22.5.6　管理网络
 
Neutron是OpenStack核心项目之一，提供云计算环境下的虚拟网络功能。Neutron的功能日益强大，在Horizon面板中已经集成该模块。为了使读者更好地掌握网络的管理，下面首先介绍一下Neutron的几个基本概念。
 
1．网络
 
在普通人的眼里，网络就是网线和供网线插入的端口，一个盒子会提供这些端口。对于网络工程师来说，网络的盒子指的是交换机和路由器。所以在物理世界中，网络可以简单地被认为包括网线、交换机和路由器。当然，除了物理设备之外，还有软件方面的组成部分，如IP地址、交换机、路由器的配置、管理软件以及各种网络协议。要管理好一个物理网络需要非常深的网络专业知识和经验。
 
Neutron网络的目的是划分物理网络，在多租户环境下提供给每个租户独立的网络环境。另外，Neutron提供API来实现这种目标。Neutron中“网络”是一个可以被用户创建的对象，如果要和物理环境下的概念映射，这个对象相当于一个巨大的交换机，可以拥有无限多个动态可创建和销毁的虚拟端口。
 
2．端口
 
在物理网络环境中，端口是连接设备进入网络的地方。Neutron中的端口起着类似的功能，它是路由器和虚拟机挂接网络的着附点。
 
3．路由器
 
和物理环境下的路由器类似，Neutron中的路由器也是一个路由选择和转发部件。只不过在Neutron中，它是可以创建和销毁的软部件。
 
4．子网
 
简单地说，子网是由一组IP地址组成的地址池。不同子网之间的通信需要路由器的支持，这个Neutron和物理网络是一致的。Neutron中子网隶属于网络。图22.19描述了一个典型的Neutron网络结构。
 
在图22.19中，存在一个和互联网连接的Neutron外部网络。这个外部网络是租户虚拟机访问互联网或者互联网访问虚拟机的途径。外部网络中有一个子网A，它是一组在互联网上可寻址的IP地址。一般情况下，外部网络只有一个，且由管理员创建和管理。租户网络可由租户任意创建。当一个租户的网络上的虚拟机需要和外部网络以及互联网通信时，这个租户就需要一个路由器。路由器有两种臂，一种是网关（gateway）臂，另一种是网络接口臂。网关臂只有一个，连接外部网。接口臂可以有多个，连接租户网络的子网。
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 图22.19　典型的Neutron网络结构
 

 
对于图22.19所示的网络结构，用户可以通过以下步骤来实施：
 
步骤01　首先管理员拿到一组可以在互联网上寻址的IP地址，并且创建一个外部网络和子网。
 
步骤02　租户创建一个网络和子网。
 
步骤03　租户创建一个路由器并且连接租户子网和外部网络。
 
步骤04　租户创建虚拟机。
 
接下来介绍如何在控制台中实现以上网络。以管理员身份登录控制台，选择【管理员】|【系统】面板，单击【网络】菜单项后显示当前网络列表，如图22.20所示。
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 图22.20　网络列表
 

 
从图22.20中可以得知，OpenStack已经默认创建了一个名称为public的外部网络，并且已经拥有了一个名称为public_subnet、网络地址为172.24.4.224/28的子网。
 
单击右上角的【创建网络】按钮，可以打开“创建网络”窗口，创建新的外部网络，如图22.21所示。
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 图22.21　创建网络
 

 
尽管Neutron支持多个外部网络，但是在多个外部网络存在的情况下，其配置会非常复杂，所以不再介绍创建新的外部网络的步骤，而是直接使用已有的名称为public的外部网络。在网络列表窗口中，单击网络名称就可以查看相应网络的详细信息，如图22.22所示。
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 图22.22　public的网络详情
 

 
可以看到，网络详情主要包含4个部分，即网络概况、子网、端口和DHCP Agents。网络概况部分描述了外部网络的重要属性，例如名称、ID、项目ID以及状态等。子网部分列出了该网络划分的子网，包含子网名称、网络地址以及网关等信息。用户可以添加或者删除子网。端口部分列出了网络中的网络接口，包括名称、固定IP、连接设备以及状态等信息。管理员可以修改端口的名称，但是不能删除端口。DHCP Agents主要用来为子网创建DHCP代理。
 
前面已经介绍过，除了外部网络之外，还有租户网络。租户网络主要包括子网、路由器等，租户可以创建、删除属于自己的网络、子网以及路由器。下面介绍如何管理租户网络。
 
步骤01　以普通用户demo登录控制台，在左侧的菜单中选择【项目】｜【网络】，在网络菜单项的页面右侧列出了当前系统中可用的网络列表，如图22.23所示。
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 图22.23　demo用户可用的网络
 

 
步骤02　单击【创建网络】按钮，打开【创建网络】窗口，如图22.24所示，在【网络名称】文本框中输入网络的名称，例如private3，其他项保持默认，单击【前进】按钮，进入下一个界面。
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 图22.24　设置网络名称
 

 
步骤03　在【子网名称】文本框中输入子网的名称，例如private_subnet2，在【网络地址】文本框中输入子网的ID，例如192.168.21.0/24，在【IP版本】下拉菜单中选择【IPv4】选项，在【网关IP】文本框中输入子网网关的IP地址，例如192.168.21.1，如图22.25所示。单击【前进】按钮，进入下一个界面。
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 图22.25　设置子网
 

 
步骤04　选中【激活DHCP】复选框，在【分配地址池】文本框中输入DHCP地址池的范围，例如192.168.21.2～192.168.21.128，在【DNS服务器】文本框中输入DNS服务器的IP地址，如图22.26所示。单击【已创建】按钮，完成网络的创建。
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 图22.26　设置DHCP服务
 

 
通过上面的操作，租户已经创建了一个新的网络，但是这个网络还不能与外部网络连通。为了连通外部网络，租户还需要创建和设置路由器。下面介绍如何通过设置路由器将新创建的网络连接到外部网络。
 
步骤01　以demo用户登录控制台，选择【网络】|【路由】菜单，窗口右侧列出当前租户可用的路由器，如图22.27所示。
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 图22.27　租户路由器列表
 

 
在图22.27中列出了一个名称为router1的路由器，该路由器为安装OpenStack时自动创建的路由器。从图中可以得知，该路由器已经连接到名称为public的外部网络。
 
步骤02　单击路由器名称，打开【路由详情】窗口，如图22.28所示。该窗口主要包括路由概览和接口两个部分，路由概览部分列出了路由器的名称、ID、状态和外部网关等信息。接口部分列出了该路由器所拥有的连接到内部网络的接口。
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 图22.28　路由详情页面
 

 
步骤03　在接口页面中单击【增加接口】按钮，打开【增加接口】对话框，如图22.29所示。在【子网】下拉菜单中选择刚刚创建的网络private3的子网private_subnet2，在【IP地址】文本框中输入接口的IP地址，即之前设置的网关地址192.168.21.1，单击【提交】按钮，关闭对话框。
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 图22.29　增加接口
 

 
现在这个租户的路由器已经连接了外网和租户的子网，接下来这个租户可以创建虚拟机，这个虚拟机借助路由器就可以访问外部网络甚至互联网。选择【网络】|【网络拓扑】菜单，可以查看当前租户的网络拓扑结构，如图22.30所示。
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 图22.30　demo租户的网络拓扑结构
 

 
从图22.30可以得知，路由器router1上已经连接了3个网络，第一个是刚刚建立的private3，另一个是由系统建立的private，public则是系统建立的连接到外部的网络。
 
22.5.7　管理实例
 
所谓实例（instance），实际上指的就是虚拟机，现在的版本中更多的称之为云主机。之所以称为实例，是因为在OpenStack中，虚拟机总是从一个镜像创建而来。下面介绍如何管理实例。
 
以demo用户登录控制台，进入【计算】|【云主机】菜单，窗口右侧列出当前租户所拥有的云主机，如图22.31所示。
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 图22.31　云主机列表
 

 
新安装的OpenStack还没有任何云主机。单击右上角的【创建云主机】按钮，打开【启动实例】对话框，如图22.32所示。在【Instance Name】文本框中输入主机名称，例如webserver。在【Count】文本框中输入1，即只创建一个虚拟机。单击【下一步】按钮进入下一个设置项源，如图22.33所示。
 
在源选择界面中选择需要使用的镜像，此处单击源cirros后面的[image: ]，单击【下一步】按钮进入下一个选项选择云主机类型界面，即flavor界面，如图22.34所示。
 

 [image: ] 
 图22.32　创建云主机
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 图22.33　选择源
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 图22.34　选择云主机类型
 

 
在云主机类型界面中单击m1.small后面的[image: ]按钮，选择创建一个2GB内存，硬盘容量20GB，VCPU数量为1的虚拟机。选择完成后单击【下一步】按钮，进入网络选择界面，如图22.35所示。
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 图22.35　选择网络
 

 
在本例中选择网络为private3，单击private3后面的[image: ]按钮添加网络，将之前自定义的网络添加到新实例中。网络选择完成后，在左侧菜单中选择【安全组】，如图22.36所示。
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 图22.36　安全组选择
 

 
安全组将决定新实例的防火墙规则，此处选择默认安全组【default】。然后单击左侧的密钥对，为新实例添加密钥。密钥将被用来访问新的实例，因此有必要添加，可以选择创建密钥对，也可以选择导入密钥对。如果选择创建密钥对，生成完成后系统将提醒下载密钥对，密钥对是访问实例的重要凭证，因此需要妥善保管。在本例中选择导入密钥对，如图22.37所示。
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 图22.37　导入密钥对
 

 
在【Key Pair Name】文本框中输入密钥对的标识，例如cloud-key。然后在RHEL终端窗口中执行以下命令生成一个密钥对：
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以上命令会创建一个名称为cloud.key的私钥文件以及名称为cloud.key.pub的公钥文件。然后使用以下命令打开公钥文件：
 
 
 [image: ] 

 
将其内容粘贴到图22.37所示的【Public Key】文本框中。单击【导入密钥对】按钮，完成密钥对的创建。
 
完成上述步骤后实例就已经配置完成了，单击右下角的【启动实例】，接下来系统会自动分配实例所需要的资源，分配完成后系统会自动启动实例。此过程需要一定的时间，用户可以通过刷新云主机网页的方式来确认，如图22.38所示。
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 图22.38　云主机列表
 

 
从图22.38中可以看到，刚刚创建的实例webserver已经出现在云主机列表中，并且已经为其分配了一个地址192.168.21.4。单击实例名称，打开云主机详情窗口。切换到“控制台”选项卡，可以看到该虚拟机已经启动，如图22.39所示。
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 图22.39　实例控制台
 

 
尽管实例已经成功创建，但是此时仍然无法通过SSH访问虚拟机，也无法ping通该虚拟机。这主要是因为安全组规则所限，所以需要修改其中的规则。
 
选择【项目】|【计算】|【访问&安全】菜单，窗口右侧列出了所有的安全组，如图22.40所示。
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 图22.40　安全组列表
 

 
由于前面在创建实例时使用了default安全组，所以单击对应行中的【管理规则】按钮，可打开【安全组规则】窗口，如图22.41所示。
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 图22.41　default安全组规则
 

 
单击【添加规则】按钮，打开【添加规则】对话框，如图22.42所示。在【规则】下拉菜单中选择ALL ICMP选项，单击【添加】按钮将该项规则添加到列表中。再通过相同的步骤，将SSH规则添加进去。前者使用户可以ping通虚拟机，后者可以使用户通过SSH客户端连接虚拟机。
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 图22.42　添加规则
 

 
为了使外部网络中的主机可以访问虚拟机，还需要为虚拟机绑定浮动IP。在实例列表中，单击webserver虚拟机所在行的最右边的创建快照后边的[image: ]按钮，选择【绑定浮动IP】命令，打开【管理浮动IP的关联】对话框，在【IP地址】下拉菜单中选择一个外部网络的IP地址，如图22.43所示。
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 图22.43　绑定浮动IP
 

 
单击【关联】按钮，完成IP的绑定。如果在【IP地址】下拉菜单中没有任何IP地址，则单击列表后的[image: ]按钮，弹出【分配浮动IP】对话框，如图22.44所示。
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 图22.44　分配浮动IP
 

 
在资源池中选择【Public】，然后单击【分配IP】按钮即可生成一个IP地址。
 
对于已经绑定浮动IP的虚拟机来说，其IP地址会有两个，分别为租户网络的IP地址和外部网络地址，这地址都可以通过云主机列表查看。在本例中，虚拟机webserver的IP地址分别为192.168.21.4和172.24.4.227。然后在终端窗口中输入ping命令，以验证是否可以访问虚拟机，如下所示：
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从上面的命令可以得知，外部网络中的主机可以访问虚拟机。接下来使用SSH命令配合密钥来访问虚拟机，如下所示：
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可以发现，上面的命令已经成功登录虚拟机，并且出现了虚拟机的命令提示符——$符号。下面验证虚拟机能否访问互联网，输入以下命令：
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可以发现，虚拟机可以访问互联网上的资源。
 
如果用户想要重新启动某台虚拟机，则可以单击对应行的右侧的【更多】按钮，选择【软重启云主机】或者【硬重启云主机】命令，来实现虚拟机的重新启动。
 
此外，用户还可以删除虚拟机、创建快照以及关闭虚拟机。这些操作都比较简单，不再详细说明。
 
22.6　小结
 
本章详细介绍了在RHEL 7.2上安装和部署OpenStack的方法，主要内容包括OpenStack的基础知识、OpenStack的体系架构、OpenStack的部署工具、使用RDO部署OpenStack以及管理OpenStack等。重点在于掌握好OpenStack的体系架构，使用RDO部署OpenStack的方法以及镜像、虚拟网络和实例的管理。
 
22.7　习题
 
一、填空题
 
1．Glance主要包括两个组成部分，分别是_____________和____________。
 
2．_____________是OpenStack中负责身份验证和授权的功能模块。
 
3．Packstack提供了多种方式来部署OpenStack，包括___________和__________等。
 
二、选择题
 
以下哪种不是Swift的服务（　　）。
 
A．提供数据定位功能，充当对象存储系统中的元数据服务器的角色。
 
B．提供用户身份鉴定认证功能。
 
C．提供虚拟机镜像服务，包括虚拟机镜像、存储和获取关于虚拟机镜像的元数据。
 
D．作为对象存储设备，实现用户对象数据的存储功能。
第23章　配置Hadoop
 
 
 Hadoop是由Apache基金会所开发的分布式处理的基础架构。在过去几年里，Hadoop在各种场合引发了激烈的讨论，其原因在于Hadoop解决了大数据时代数据存储和分散计算的问题。全球的许多著名厂商包括IBM、微软、Oracle、EMC等都开始研究Hadoop。而在国内包括阿里在内的IT巨头也在使用Hadoop。本章将简要介绍Hadoop及大数据方面的知识。
 

 
本章主要涉及的知识点有：
 
 
 •　认识大数据
 
 •　Hadoop是如何存储和计算的
 
 •　Hadoop架构
 
 •　安装和配置Hadoop
 

 
23.1　认识大数据和Hadoop
 
本节主要让读者认识大数据时代IT界面临的困境，Hadoop是如何解决大时代数据的计算难题，以及Hadoop内部结构等知识。
 
23.1.1　大数据时代
 
在IT深入每个家庭、每个行业的今天，我们很难精确计算全世界目前有多少数据存放在计算机中。据互联网数据中心（Internet Data Center，IDC）估算报告称，2013年全球数据量为4.4ZB，而且以每年40%左右的速度增长，到2020年全球数据总量将达到40ZB。更有人指出这些数据量若等同于音频文件，即使连续不断的播放，直到地球灭亡也无法播放完全。
 
在个人方面，2000年前个人计算机使用的主流硬盘容量在30GB左右，而在10多年后的今天，个人计算机使用的主流硬盘容量已使用T作为单位。由此可以预见我们已经进入一个数据量急剧增加的时代。
 
目前还没有人能给出关于大数据的准确定义，但IT界普遍认为大数据的意义不在于掌握庞大的数据信息，其意义在于如何处理这些数据。对这些数据进行“加工”，进行数据挖掘才是大数据时代的关键。
 
23.1.2　大数据时代的困境和思路
 
在针对大量数据的处理方面，人类很早就发明了一些数学方法，例如抽样统计，这种方法在实际生产生活中应用十分广泛。但这种方法并不适用于所有领域，计算机数据方面的数据挖掘就是其中之一。其原因大致有两点，其一是用户可能需要更加全面的数据分析。例如当用户在搜索引擎输入某个关键词时，最好的方法是将所有与此关键词匹配的内容都罗列出来，然后让用户自行选择内容，当用户在浏览了某个网页后不再继续浏览，很大的可能是用户已经找到需要的内容。这时搜索引擎将会记录用户最后浏览的网页，以便另一个用户搜索时能提高命中率。在整个搜索过程中，搜索引擎并不是实时的去互联网上搜寻关键词，而是依赖于事先已经做好的网页缓存。在此过程中，数据的全面性就很重要，否则用户可能无法从搜索结果列表中找到需要的内容。
 
另一个原因就是数据的准确性，抽样分析的方法虽然可以节省大量的时间，但得出的结果却不是很精确，只有对数据逐一进行处理得出的结果才是最精确的。例如在对气象采集数据的处理中就需要做到精确。只有对数据进行逐一处理才能确保数据的全面性和准确性，但这其中存在一些问题，主要集中在存储和计算方法上。
 
1．存储瓶颈
 
现在的主流硬盘虽然容量已达数T，但速度上却并没有发生太多变化。读取一个容量为2T的硬盘需要花费数小时时间。而在实际生产环境中，数据量可能远远大于2T。据淘宝员工接受采访时透露，淘宝内部数据量已超过100PB，要读取如此巨大的数据花费的时间可想而知，更遑论还要计算、写入数据所花费的时间。
 
为了解决硬盘读写速度问题，早在20世纪80年代就已经想出RAID（磁盘阵列）的解决方法，将数据分散存储在许多硬盘中同时读写，这就大大加快了硬盘读写速度。但RAID受制于硬件设备，目前还无法解决PB级数据，因为如此巨大的数据量读写速度并不理想。现在的方法是对RAID进行升级，将整个存储分布化。将数据存放在节点中，通过高速网络在节点中存储数据，这就使得数据读写速度大大提升。当节点数量足够多时，同时读取数据时的速度是十分惊人的。但这也存在其他的一些问题，例如数据的正确性如何保证，单点故障问题如何解决等。
 
2．计算模型
 
在解决了数据读写问题后，另一个重大的难题是即使有办法读取数量巨大的数据，数据应该如何计算。当数据量十分巨大时，可想而知计算规模也十分巨大。幸好在这之前计算机界已经存在这方面的研究，其中以网格计算和志愿计算为代表的分布式计算系统。网格计算采用的方法是将作业发送到集群的各计算节点上，计算节点再访问存储区域网络（Storage Area Network，SAN）文件系统获取数据进行计算。网格计算适用于计算密集型环境，但如果计算节点足够多且需要的数据量十分巨大时，网络带宽就成为瓶颈。志愿计算是志愿者将自己的空闲CPU贡献出来用于分析天文望远镜数据。这种计算模型数据量十分小，但计算量却十分巨大。
 
虽然这两种计算模型都不太适用于计算分布于各节点中的数据，但却提供了重要思想。于是人们开始研究如何让节点自己计算，让节点同时具备存储和计算功能。
 
23.1.3　Hadoop简介
 
2002年Apache决定实现一个新的开源项目Nutch，该项目的主要目的是实现一个搜索引擎，其中包括网页爬虫和索引系统。Nutch的设计者希望其能支持10亿网页，但困难重重，存储和索引系统都遇到十分巨大的困难。
 
2003年Google发表了一篇论文，论文中介绍了Google专为存储海量搜索数据而设计的专用文件系统GFS（Google File System）。受此启发，Nutch创始人Doug Cutting实现了分布式文件存储系统并命名为NDFS（Nutch Distributed File System）。
 
2004年Google又发表一篇学术论文，其中介绍了一个名为MapReduce的计算框架，该框架主要用于大规模数据集的并行分析运算。随后的2005年，Doug Cutting又基于MapReduce在Nutch搜索引擎上实现了该功能。
 
2006年Doug Cutting成为雅虎雇员，并将NDFS和MapReduce命名为Hadoop，形象照如图23.1所示。雅虎还专门建立了一个独立的团队给Doug Cutting，以专门研究和发展Hadoop。在之后的数年中，Hadoop不断打破记录，成为世界上最快的TB级数据排序系统，也因此获得了越来越多企业的关注。
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 图23.1　Hadoop形象照
 

 
发展至今天，Hadoop除了最核心的HDFS和MapReduce之外，还有许多经典的子项目，如HBase、Hive等。
 
23.2　Hadoop架构
 
Hadoop是由核心子项目HDFS和MapReduce，及一些其他的子项目组成的，这些子项目构成了Hadoop生态圈。其中HDFS是分布式文件系统，主要用于大规模数据的分布式存储。分布式计算框架MapReduce则构建在分布式文件系统之上，主要用于对存储在分布式文件系统上的数据进行分布式运算。而其他一些子项目，如HBase、Hive等，基本都是在HDFS和MapReduce的基础上发展而来的。本节将介绍Hadoop的整体架构。
 
23.2.1　分布式文件系统HDFS
 
NDFS（Nutch Distributed File System）在项目正式更名为Hadoop之后，其名称正式更名为HDFS（Hadoop Distributed File System）。HDFS是一个高度容错性系统，在设计之初就定位于廉价的机器上。HDFS的结构如图23.2所示，总体而言采用了master/slave结构。
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 图23.2　HDFS结构图
 

 
HDFS主要由Namenode、Datanode和Client三个组件组成：
 
（1）Client。Client相当于用户，需要从HDFS中读取和写入数据，实际上这个过程是通过与Namenode和Datanode交互完成的。
 
（2）Namenode。Namenode是整个HDFS的核心，通常在一个集群中只有一个。Namenode负责管理整个HDFS的名称空间及客户端的访问，如打开、关闭、删除、重命名文件和目录都由Namenode负责。同时Namenode还保存着数据块与Datanode之间的映射关系，数据块的创建、删除和复制等操作都是在Namenode的统一调度下完成的。Namenode还负责通过心跳来监视Datanode的状态，如果发现某个Datanode没有响应就会将其移出集群，并重新备份上面的数据。
 
（3）Datanode。Datanode是安装在slave节点上的，主要负责数据的存储，通常Datanode都不止一个。当用户向HDFS传输一个文件时，会将文件分割为若干个大小固定的块，然后再存放在多个Datanode中。默认情况下，Datanode中存放的块是64MB。
 
当Client需要读取和写入数据时，首先向Namenode提出申请，Namenode会返回应该从哪些Datanode读写数据，最后Client在与Datanode联系读取或写入相应数据块即可。可以看到这个过程与大多数分布式文件系统相似，但还有一个问题，HDFS是如何保证数据的容错性的。HDFS采用块复制的方式来保证数据的容错性，如图23.3所示。
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 图23.3　HDFS块复制
 

 
当HDFS存储一个数据块时，会将数据块复制并存放到不同的Datanode中存放，通常是一个数据块保存3份。这样就保证了即使一个Datanode出问题，数据依然可读取。这样做的好处还在于当用户来读取数据块时，Namenode会根据Datanode与用户的距离、Datanode是否繁忙等因素来确定用户应该从哪些Datanode中读取数据。
 
从HDFS的架构可以看到，HDFS从设计之初就已经赋予了其许多特性。
 
（1）大规模数据集：HDFS上的一个典型文件一般是GB至TB甚至更大，在此基础上HDFS能极大地提高速度的传输速度。
 
（2）流式数据访问：在设计之初就已经确定HDFS是一次存储多次访问，关键在于数据的高吞吐量即更注重批量的处理数据能力，而不注重交互式的处理数据。因此那些存储之后需要大量修改数据的情况可能并不适合HDFS。这种设计简化了数据一致性问题，使得高吞吐的数据量访问成为可能。
 
（3）文件分块存储：将一个大文件分块存储在不同的Datanode中，在读取时可以从多个Datanode并行读取，并且还能根据Datanode的繁忙程度实施负载均衡策略。
 
（4）廉价硬件：HDFS可以应用在廉价的PC机上，这使得小型企业使用几十台计算机撑起一个大规模数据集成为可能。
 
（5）单点故障：HDFS认为所有计算机都是不可靠的，因此将数据块的几个副本分散存放，这样即使某个计算机出问题，仍然可以从其他副本中快速读取数据。
 
（6）可移植性：HDFS从一开始就考虑到平台的可移植性，事实上HDFS采用Java编写，可在任何运行JDK的计算机上运行。
 
除以上特性之外，HDFS还具备一些其他特性，如移动计算等，感兴趣的读者可以阅读相关文档了解。
 
23.2.2　MapReduce计算框架
 
一个很明显的问题，HDFS已经将大规模数据集存放在众多的节点中，如果仍然采用传统的读取/计算就不太现实了。要读取如此庞大的数据量，所花费的时间已经是个天文数字，如果还需要进行计算所花费的时间将会更多。关于这个问题，在之前已经介绍过，此处不再详述，此处我们将讨论Hadoop是如何处理这些数据的。
 
同HDFS的架构一样，MapReduce仍然采用master/slave结构，如图23.4所示。
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 图23.4　MapReduce架构
 

 
在MapReduce的主/从构架中，由4个部分组成。
 
（1）Client：相当于用户，主要用来提交任务并接收计算结果等。
 
（2）JobTracker：JobTracker是主节点，一般只有一个。主要工作是接收用户提交的任务、资源监控和作业调度等。JobTracker从Client接收到任务后，会将作业分配给TaskTracker执行，同时还会监控所有TaskTracker和作业的健康状态。如果发现失败，就会将任务转移到其他节点上执行。在整个任务执行过程中，JobTracker会跟踪任务的执行进度以及资源使用等信息，并将这些任务传送给任务调度器。任务调度器会综合这些信息做出选择，让合适的任务使用空闲的资源，以达到资源利用最大化的目的。
 
（3）TaskTracker：TaskTracker是从节点，通常会有很多个。TaskTracker的主要任务是接收并执行由JobTracker分配的作业。TaskTracker会周期性的通过Heartbeat将本节点上的资源使用情况、作业运行进度等汇报给JobTracker，同时接收作业信息、执行命令（如杀死一个未结束的作业）等。TaskTracker会将本节点的资源进行等量划分，划分完成后称为slot，一个作业只有在获得slot的情况下才能被执行，而这个过程受任务高度器控制。
 
（4）Task：Task可以理解为作业，可以分为Map Task和Reduce Task，都是由TaskTracker发起的。
 
从MapReduce的4个基本组件可以大致看出其对任务的处理流程，但到目前为止仍然没有涉及到MapReduce是如何进行计算的这个问题。这个问题相对比较复杂，但在这之前还有一个概念需要明确。MapReduce通常被称为是一个计算框架，那什么是计算框架？在网络上许多人将其称为一个模式，一种解决分布式计算的编程模式。这种模式取决于解决问题的程序开发模型，通俗地讲就是如何对问题进行拆解。其处理过程大致如图23.5所示。
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 图23.5　MapReduce处理简图
 

 
在图23.5所示的处理简图中，数据会首先被分割为不同的数据块，然后通过Map函数进行映射运算，达到分布式运算的效果。最后在由Reduce函数对所有的结果进行汇总处理，最终得出程序开发者想要的结果。在整个过程中Map和Reduce函数都是由程序开发者提前开发出的，具体功能也由开发者按具体情况进行定义。
 
如果你还不能理解Map和Reduce的工作过程，我们可以借鉴网络上对此最简洁的解析：如果我们要数图书馆中所有的书，你数1号书架，我数2号书架……这就是Map，我们人数越多，数书就更快。最后我们到一起，把所有人的统计数加在一起，这就是Reduce。笔者曾试图查找此解释的出处，但很遗憾并没有找到，感谢如此简明的解析让我们能如此深入理解MapReduce的工作过程。
 
本节简单讨论了MapReduce的架构及其处理数据的过程，但这并不是全部细节，在实际处理过程中要复杂很多，具体可以参考相关文档了解。
 
目前Hadoop已有多个版本，不同的版本在计算流程等方面会有所不同，具体可参考Hadoop官方文档了解。
 
23.2.3　Hadoop架构特点
 
在前面的小节中，我们介绍了Hadoop的两个核心组件HDFS和MapReduce的构架及工作过程。从其架构中可以看到其具备以下几个特点。
 
（1）低成本：Hadoop对节点计算机的配置无特殊要求，甚至可以使用普通计算机来组成集群存储及处理大规模数据集。节点数量目前可以达到数千个之多，这对需要处理大规模数据的中小企业无疑是最好的消息。
 
（2）可靠性：HDFS在存储数据时会自动维护数据的多个副本，在数据上可以带来容错性。MapReduce在处理计算任务时，JobTracker能监视作业在各节点上的运行情况，一旦发现有节点作业失败，JobTracker能自动地重新部署计算任务。
 
（3）高效率：与以往的计算模型不同，Hadoop通过HDFS在所有节点上存储数据，处理数据时可以就近地获取数据，并在所有节点上并行的运算，这使得Hadoop在处理计算任务时非常迅速。
 
（4）扩容能力：在企业中随时间的推移，数据往往也会逐渐增多。Hadoop能在现有集群的基础之上快速并可靠地扩展。企业通过不断的扩展，能可靠地存储并处理PB级以上的数据。
 
值得注意的是在较早期的Hadoop版本中仍然存在一些不可靠因素，例如Namenode、 JobTracker存在单点故障风险等，随着新版本的发布，这些问题被一一解决。可以预期不在久的未来Hadoop会比现在更强大、更加可靠。
 
23.3　安装Hadoop
 
Hadoop通常有三种运行模式：单机模式也称非分布式模式，伪分布运行模式和集群模式。集群模式通常应用于生产环境，由若干计算机组成的分布式系统，可以提供存储和计算任务。单机模式没有分布式文件系统，即HDFS，所有读写操作都发生在本地操作系统中。伪分布模式是在单机上采用Java进程的方式模拟分布式。在本节中将介绍如何搭建Hadoop集群。
 
23.3.1　环境配置
 
在本例中将搭建一个具有两个节点的Hadoop集群，其信息如表23.1所示。
 
 
 表23.1　Hadoop集群
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Hadoop建议将Namenode和JobTracker分别配置在不同的计算机上，以减轻master的压力。在本示例中为方便将其放在同一计算机上，在实际生产环境中应将其放置在不同的计算机上。另一个问题是，在目前的版本中新增了SecondaryNameNode节点，这个节点是Namenode的备份结点，当Namenode宕机后，SecondaryNameNode将接替Namenode继续工作。在本例中将SecondaryNameNode与Namenode设置在一台计算机上，但在生产环境中不建议如此。
 
在开始配置之前，还应该设置SELinux、防火墙、IP地址等，可参考之前章节的相关设置，此处不再赘述。除以上这些设置之外，还需要设置计算机名及hosts文件，如示例23-1所示。
 
【示例23-1】
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在设置完计算机名后，重新启动计算机让设置生效。
 
由于master使用SSH与slave通信、发送指令等，因此需要让master与slave之间无须密码也能访问。其设置过程如示例23-2所示。
 
【示例23-2】
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23.3.2　安装JDK
 
Hadoop使用Java语言编写，因此必须要安装JDK才能运行Hadoop程序。安装之前需要注意，Hadoop官方要求JDK版本在1.5以上，但在本示例中安装的Hadoop 2.7.1要求JDK版本为1.7以上。JDK安装过程如示例23-3所示。
 
【示例23-3】
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23.3.3　Hadoop配置
 
完成JDK安装之后，就可以下载Hadoop开始安装过程。安装过程可以简单地分为配置、分发、初始化三步，如示例23-4所示。
 
【示例23-4】
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做完以上配置之后，Hadoop就已经配置完成了，接下来就可以将配置好的Hadoop分发至slave1和slave2上。但需要注意，在本例中master、slave1、slave2的环境相同，例如Java环境变量、存储路径、Hadoop目录等，但实际上Hadoop允许各个节点的配置可以不同，因此如果不同就需要修改相关的配置文件和Java的环境变量等。分发过程如示例23-5所示。
 
【示例23-5】
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23.3.4　启动Hadoop
 
将Hadoop分发到所有节点后，就可以初始化Hadoop并启动Hadoop，其过程如示例23-6所示。
 
【示例23-6】
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在Hadoop启动之后，就可以通过浏览器访问172.16.45.60:8088查看ResourceManager页面，如图23.6所示。
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 图23.6　ResourceManager信息页面
 

 
通过访问172.16.45.60:50070查看Namenode及各节点情况，如图23.7所示。
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 图23.7　Namenode信息页面
 

 
通过Namenode的信息页面可以看到Namenode当前处于激活状态。
 
通过访问172.16.45.60:9001查看第二个Namenode的信息即SecondaryNameNode，如图23.8所示。
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 图23.8　SecondaryNamenode信息页面
 

 
至此，Hadoop环境就搭建完成了，接下就可以配置Datanode添加磁盘空间、将HDFS挂载并存储数据及编写程序调用Hadoop的接口对数据进行计算了。
 
23.4　小结
 
本章简单介绍了时下最流行的名词大数据的含义，以及大数据时代面临的困境，初步介绍了大数据缘何会被如此重视。Hadoop是目前较为流行的大数据平台之一，本章介绍了其存储结构、计算框架及部署等知识。从目前的情况而言大数据是未来IT的主流方向之一，值得花时间和精力学习。
 
23.5　习题
 
一、填空题
 
1．总结大数据时代的问题可以大致概括为两点，分别是_____________和____________。
 
2．Hadoop实际上可以拆分为两部分，分别是_____________和____________，其主要作用分别是_____________和____________。
 
3．Hadoop的计算框架实际将计算过程拆分为两个步骤进行，分别是___________和__________。
 
二、选择题
 
以下关于MapReduce计算框架描述不正确的是（　　）。
 
A．当作业失败后，JobTracker会尝试重启作业。
 
B．JobTracker在分配作业完成后，有可能有些节点并没有分配到任务。
 
C．MapReduce的计算过程可以简单概括为节点计算和汇总统计两个过程。
 
D．当某个TaskTracker的作业计算失败后，整个任务将失败。
第24章　配置Spark
 
 
 Spark是一个开源的类Hadoop MapReduce通用并行框架，本章将主要介绍Spark的基本知识和安装等内容。
 

 
本章主要涉及的知识点有：
 
 
 •　Spark简介
 
 •　Spark计算框架的特点
 
 •　Spark架构
 
 •　整合安装HDFS和Spark
 

 
24.1　Spark基础知识
 
Spark是由加州大学伯克利分校的AMP（Algorithms，Machines，and People Lab）实验室开发，主要针对的是大型的、低延迟的数据分析。Spark不再使用Java作为开发语言，而采用Scala语言。Scala是一种多范式的编程语言，类似Java语言。虽然Spark可以在分布式数据集上作业，但实际上Spark是对Hadoop的补充，可以在Hadoop分布式文件系统（HDFS）中并行运行。
 
24.1.1　Spark概述
 
Spark是目前广大IT厂商追捧的大数据框架之一，将其与Hadoop相比，Hadoop实质上是一个分布式的数据存储设施，它将巨大的数据集分布式的存储在普通计算机组成的集群节点中。同时Hadoop还会索引和跟踪存储的数据，让大数据的处理和分析效率得到前所未有的提高。Spark与此不同，它并不提供像HDFS那样的分布式数据存储功能，Spark仅提供了一个大数据集的计算框架。
 
在第23章中我们已经讨论过Hadoop，在Hadoop中提供了MapReduce以完成数据的处理工作，可以说MapReduce是依附Hadoop存在的。虽然Spark是Hadoop的重要补充，但Spark不同，Spark不必非要依附于Hadoop而存在，也可以将Spark与其他分布式文件系统进行集成并完成计算工作。但就目前的情况而言，普遍认为Spark还是与Hadoop结合使用才是最好的选择。
 
那么问题是现在我们已经有了MapReduce，为什么还需要Spark？要回答这个问题，我们必须重新解释MapReduce的工作流程：MapReduce对数据的处理过程总是分步进行的，先从集群中读取数据，进行一次处理，将结果写到集群，再从集群中读取更新后的数据进行下一步处理，将结果写入集群……如此周而复始，直到数据处理完成。纵观整个过程，MapReduce的处理过程比较繁琐，处理的延时相对较高。
 
Spark的处理过程完全不同，它会在内存中以极快的速度完成所有的数据分析，这是因为内存的读取速度要远大于硬盘等存储设备的速度。其处理过程用一句话概括：从集群中读取数据，完成所有的数据处理工作，将结果写回集群，处理完成。以上解释出自数据科学家Kirk Borne，据Borne分析，Spark的批处理速度比MapReduce快近10倍，而对内存中的数据分析速度则快近100倍。
 
通过以上简洁的分析可以看到，如果要处理的数据在大部分情况下是静态的，而且也不介意MapReduce的高延迟，那么MapReduce还是可以接受的。但如果要处理的是流数据，例如网络安全分析、日志监控、实时市场活动等随时变更的数据，或需要进行多重数据处理时，使用Spark效果会更佳。
 
24.1.2　Spark、MapReduce运行框架
 
在之前的小节中我们简单介绍了Spark与MapReduce的区别，为了更形象的解释，在本小节中仍以二者进行对比介绍Spark的运行框架。
 
1．MapReduce运行框架
 
用户使用MapReduce时，需要按实际需求先编写一个MapReduce程序。运行用户MapReduce程序时，一个程序就是一个Job，而一个Job又有一个或多个Task。Task又可以分为Map Task和Reduce Task，这在第23章我们已经介绍过，如图24.1所示。
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 图24.1　MapReduce运行框架
 

 
在MapReduce中，每个Task都分别在自己的进程中运行，当Task运行完成后，整个进程也就结束了。
 
2．Spark运行框架
 
MapReduce的运行框架相对比较简单，但Spark的运行框架要更复杂一些，如图24.2所示。
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 图24.2　Spark运行框架
 

 
在Spark中有许多概念。
 
（1）Application：Spark Application相当于MapReduce程序，它是用户编写的Spark应用程序。通常Application由一个Driver功能代码和在集群中多个节点上运行的Executor代码组成。
 
（2）Driver：运行Driver时会运行Application程序中的main()函数，同时还会创建SparkContext。SparkContext就是Spark的运行环境，它负责同ClusterManager通信，整个任务的资源申请、任务监控、任务分配等也由SparkContext完成。当Executor运行完成后，Driver会将SparkContext关闭。
 
（3）Cluster Manager：集群上获取资源的外部节点（可以认为是资源管理器），通常是Master或Yarn中的ResourceManager节点负责资源分配。
 
（4）Executor：Spark程序运行在Worker节点上的进程，负责运行Task、将数据存储在内存或磁盘上。每个Spark程序都有各自独立的Executor。
 
（5）Worker：集群中的运算节点，类似于Yarn中的NodeManager节点。
 
（6）Task：送到Executor上的工作任务。
 
（7）Job：包含多个Task组成的并行或串行计算，一个Job往往可以分为多个Stage阶段。
 
（8）Stage：每个Job会被拆分成很多组Task任务，一组Task任务称为Stage。
 
从上面的介绍中可以看到，Spark处理的过程还是非常复杂的，我们可以将Spark程序的运行过程进行简单分步：
 
（1）Spark程序运行一开始将建立运行环境（即SparkContext），SparkContext会向资源管理器申请Executor资源。
 
（2）资源管理器分配Executor资源，并启动Executor进程，Executor的运行情况将会采用心跳的方式发送组资源管理器。
 
（3）SparkContext将Job分为多个Stage阶段，并将Task发放给Executor运行（实际处理时Executor先向SparkContext申请Task）。
 
（4）Executor运行Task，运行完成后释放所有资源。
 
与MapReduce中的Task运行完成，进程也就结束不同，Spark将多个Task运行在一个进程中，即使没有Job运行，进程仍然不会结束（只有Spark程序结束进程才会结束）。这样做的好处是，当新的Task到来时，可以快速启动运算工作。
 
为了便于理解，在本小节中只简单介绍了Spark的运行框架，实际情况远比本小节的内容复杂得多，感兴趣的读者可以查阅相关文档了解。
 
24.1.3　Spark的模式
 
在前面的章节中已经介绍过Spark只是一个通用并行框架，并没有数据存储等功能，因此Spark必须与其他分布式文件系统结合使用，不同的环境采用不同的模式。在本小节中将简单介绍Spark的主要模式。
 
（1）Local：本地模式，顾名思义本地模式下Spark只运行于一台计算机上。Spark采用线程的方式进行模拟运行，没有分布式文件系统，所以存储都在本地完成。此模式通常用作验证代码、跟踪调试等。
 
（2）伪分布模式：与本地模式相似，也运行在一台计算机上，不同的是采用线程等方式来模拟运行一个集群。
 
（3）Standalone：在此模式下，Spark本身将构建一个Master/Slaves模式，节点的主备切换主要采用Zookeeper来完成。
 
（4）Spark on Yarn：Yarn是Hadoop中的一个资源管理器，Spark借用Yarn来管理整个集群。Spark on Yarn有两种运行模式：Yarn Cluster和Yarn Client。在Yarn Cluster模式下，Spark Driver作为一个ApplicationMaster在Yarn集群中启动，客户端提交给ResourceManager的每一个Job都会在集群的Worker节点上分配一个唯一的ApplicationMaster，由其负责管理整个生命周期。Yarn Client模式下，Driver运行在Client上，通过AppplicationMaster向ResourceManager获取资源。本地Driver负责与所有的Executor容器交互，最后将结果汇总。通俗地讲Yarn Client是将任务调度功能放在客户端，而Yarn Cluster则使用资源管理器来完成。
 
在以上模式中，无疑Spark on Yarn应用的比较多，至于Yarn Cluster还是Yarn Client则需要按实际需求来进行选择。
 
24.2　安装Spark
 
由于Spark只是并行计算框架，因此Spark必须要结合其他分布式存储系统才能使用。目前较为主流的是Spark与Hadoop和HDC（Cloudera's Distribution Including Apache Hadoop，由Cloudera公司发行的Hadoop版本）结合使用。在本节中，将采用与Hadoop结合的方式即Spark on Yarn的方式安装。
 
24.2.1　环境准备
 
在本例中将搭建一个具有两个节点的Spark集群，其信息如表24.1所示。
 
 
 表24.1　Spark集群
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在安装之前需要特别注意的是，Spark对内存要求比Hadoop要求要高，建议Master内存2GB以上，Worker建议1.5GB以上。这在真实计算机中并不存在太大问题，但在虚拟机中模拟时需要特别注意，虚拟机内存太小会导致Spark集群无法正常启动。
 
在开始设置之前，应该使用命令yum update-y更新系统、正确设置相关计算机的IP地址，妥善处理SELinux、防火墙等可能会妨碍安装的系统设置。
 
环境设置的第一步是配置各计算机的主机名，设置过程如示例24-1所示。
 
【示例24-1】
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由于master使用SSH进行控制各节点、发送相关指令等，因此必须要配置SSH无密码登录，配置过程如示例24-2所示。
 
【示例24-2】
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完成SSH免密码登录后环境设置就已经完成了。
 
24.2.2　安装JDK和Scala
 
由于Hadoop使用Java语言开发，因此需要在各节点上安装JDK才能正常运行，JDK下载网址为：http://www.oracle.com/technetwork/java/javase/downloads/index.html，其安装过程如示例24-3所示。
 
【示例24-3】
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Spark使用Scala语言开发，如果要运行Spark还需要在所有节点上安装对应版本的Scala。安装过程如示例24-4所示。
 
【示例24-4】
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无论是安装JDK还是Scala，都建议所有节点的安装配置都保持一致，以免出现Hadoop和Spark包分发后无法使用的情况。
 
24.2.3　安装配置Hadoop
 
在安装Hadoop之前，需要先确认安装Spark的版本，只有正确安装对应版本的Hadoop和Spark，二者才能配合在一起使用。关于版本问题可以在Spark下载页面确认，网址为：http://spark.apache.org/downloads.html，如图24.1所示。
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 图24.1　Spark下载页面
 

 
在Spark下载页面中，先选择使用的Spark版本，然后选择Hadoop或CDH的版本，最后再下载对应的版本即可。
 
在本例中采用的Spark版本为1.5.0，对应的Hadoop版本为2.6.0。版本选择完成后，就可以开始安装对应版本的Hadoop了，安装过程如示例24-5所示。
 
【示例24-5】
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至此Hadoop就已经配置完成了，接下来就可以关闭Yarn和HDFS配置Spark了，关闭时可以在目录/app/hadoop-2.6.0/sbin/中找到stop-dfs.sh和stop-yarn.sh并分别执行即可。注意关闭时应该先关闭Yarn，再关闭HDFS。
 
24.2.4　安装Spark
 
在之前的几个小节中，我们已经将Spark所需的全部组件配置完成，接下来就可以配置安装Spark了，安装过程如示例24-6所示。
 
【示例24-6】
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至此Spark就启动完成了，接下来可以通过浏览器访问master:8080来查看Spark集群的相关信息了，如图24.2所示。
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 图24.2　Spark集群信息
 

 
至此Spark就已经安装完成了，还需要特别说明的是，如果要完全关闭Spark，还是应该特别注意关闭的顺序，如示例24-7所示。
 
【示例24-7】
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至此Spark的安装配置就已经完成了，接下来就可以按照需求对Spark进行编程，然后在Spark集群上运行得出结果。
 
24.3　小结
 
本章对比介绍了Spark与Hadoop的异同，以及Spark优势等内容。从运行框架层面分析了为何有人断言Spark必将取代Hadoop的缘由。从前景看Spark未来必将越来越受重视，可谓前景广阔，值得花时间认真研究学习。
 
24.4　习题
 
一、填空题
 
1．从架构上与Hadoop进行对比，二者之间最大的区别是Spark没有____________。
 
2．与Hadoop相比，Spark更适合对____________进行计算。
 
二、选择题
 
以下关于Spark计算框架描述不正确的是（　　）。
 
A．Spark会尽量在内存中完成数据分析。
 
B．Spark计算速度很快，其原因是Spark不使用硬盘。
 
C．在Spark中，主从节点分别称为Master和Worker。
 
D．Spark on Yarn是目前主流的模式。
EPUB/cover.jpg
Red Hat Enterprise
Linux 7 &smatAn]

- DEW F B RE -

HEZE L1





EPUB/cover.xhtml
[image: Cover]
 

