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  第1章　Hyper-V服务器选型
 
Windows Server 2012中集成了最新的Hyper-V版本，内部版本号为V3。Hyper-V是微软最新一代的服务器虚拟化架构，其用途是创建、运行、管理、调度虚拟机，并提供硬件资源的虚拟化。作为一个虚拟化产品，Hyper-V具有一个很特别的要求：处理器必须支持AMD-V或者Intel VT技术，也就是说，处理器必须具备硬件辅助虚拟化技术。这是一个硬性要求，处理器不支持Intel VT/AMD-V技术，就无法运行Hyper-V。本章将着重介绍物理服务器选型方面的事宜。
 
1.1　Hyper-V架构
 
微软发布的Hyper-V体系架构如图1-1所示。该图中有几个重要的概念：Hyper-V主机、虚拟机、根分区、子分区以及VMBus。
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图1-1　Hyper-V体系架构图
 
1.1.1　Hyper-V主机
 
Hyper-V主机指的是物理计算机。本书中，Hyper-V主机指的是安装Windows Server 2012的计算机，该计算机中部署Hyper-V角色。
 
1.1.2　虚拟机
 
虚拟机指的是虚拟化平台（Hyper-V）部署的虚拟操作系统环境。本书中，虚拟机指的是通过Hyper-V角色创建的虚拟机。
 
1.1.3　根分区
 
根分区实质上指的是Hyper-V主机，能够管理计算机硬件级设备，例如设备驱动程序、电源管理和设备的添加/删除等。根（或父）分区是可以直接访问物理内存和设备的唯一分区。
 
1.1.4　子分区
 
子分区实质上指的是虚拟机。子分区对物理内存和设备的所有访问均通过虚拟机总线 （VMBus）或虚拟机监控程序提供。
 
1.1.5　VMBus
 
VMBus使用“通道”模式的通信机制，用于子分区间通信和模拟设备。VMBus通过Hyper-V 集成服务一起安装。
 
1.1.6　根分区和子分区的关系
 
Hyper-V架构图显示根分区位于子分区的旁边。换句话说，Hyper-V主机操作系统和虚拟机操作系统是平级的，没有互相依附的关系。根分区和子分区的平行关系使虚拟机可以直接和物理设备进行通信和数据交换。Intel公司和AMD公司都有支持硬件虚拟化的芯片，允许虚拟机直接访问CPU和内存资源。由于虚拟机可以直接访问硬件资源，虚拟机中的部分设备不再是虚拟的，部分硬件资源是真实的物理设备。因此，虚拟机访问硬件设备的速度有很大提升。对于在这种环境中创建的虚拟机，当负载增加时，只要为虚拟机分配足够的物理资源，就不必担心虚拟机的性能。
 
平行关系架构也增加了整个虚拟化架构的稳定性。根分区（Hyper-V主机操作系统）不会对虚拟机产生直接的影响。同时增加了系统稳定性，不会因为Hyper-V主机出现故障而影响到正在运行的虚拟机。
 
1.2　Hyper-V安装前后的变化
 
Windows Server 2012中部署Hyper-V角色前后的变化可以通过图1-2完整地展示。
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图1-2　Hyper-V安装前后变化图
 
1.2.1　Hyper-V安装前
 
Windows Server 2012安装完成后，由于还没有安装Hyper-V角色，因此安装的操作系统对物理计算机的硬件设备具备完全控制的权限，如图1-2左侧所示。
 
1.2.2　Hyper-V安装后
 
当Hyper-V角色安装到Windows Server 2012后，Hypervisor层接管物理计算机，默认创建根分区。根分区将变成具备“管理”职能的虚拟机，可以用来管理虚拟机，如图1-2右侧所示。
 
1.2.3　Hyper-V主机部署模式
 
针对不同的应用，Hyper-V主机可以分为两种模式部署，分别为：单Hyper-V主机和多Hyper-V主机。
 
1．单Hyper-V主机
 
单Hyper-V主机架构模式如图1-3所示。该架构只有一台运行Hyper-V的Windows Server 2012服务器，并运行一定数量的虚拟机。这种模式可提供服务器整合，但无法提供高可用性。Hyper-V主机存在单点故障可能，如果Hyper-V主机需要维护或重启动，必须将虚拟机置于保存状态或关闭状态。
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图1-3　单服务器架构
 
2．多Hyper-V主机
 
多Hyper-V主机架构模式如图1-4所示。该架构包含2个节点（最多16个节点）以上运行Hyper-V的Windows Server 2012服务器，并运行一定数量的虚拟机。通过群集功能支持实时迁移、动态迁移、快速迁移等高可用性应用。当主机出现问题时，进行故障转移以保护群集节点。同时，Windows Server 2012中还提供虚拟机复制、基于SMB共享应用等机制，保证虚拟机的高可用性。
 
多Hyper-V主机之间也可以部署“冷”备份。2个节点以上的Hyper-V主机部署方式完全相同，当其中的一个节点出现故障（例如停机），启动备用节点Hyper-V主机重新运行服务。在不具备群集条件的应用环境中，这也是实现高可用性的途径。
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图1-4　多Hyper-V主机架构
 
1.3　物理服务器选型建议
 
Hyper-V主机是Hyper-V角色的载体，因此建议在服务器选型时注意以下事项。
 
1.3.1　处理器选型
 
处理器产品主要有两大提供商：Intel和AMD，它们都提供支持Hyper-V功能的处理器产品。其中：
 
 
 	处理器核心数量，这是一个重要的性能因素。Windows Server 2012能够最大限度地支持多核心并行处理功能，核心越多越好。Hyper-V部署的虚拟机不能为虚拟机设置可用的物理处理器，只能为虚拟机分配逻辑处理器。
 
 	处理器时钟速度，虚拟机和物理机一样将使用相同的处理器时钟速度运行。考虑物理服务器整合率时，时钟速度是考虑的重点，该因素决定一台Hyper-V主机所能承载虚拟机的数量，以及虚拟机系统运行的速度。例如，为承载20个虚拟机的服务器选择2 GHz而非3 GHz处理器，这意味着所有虚拟机的速度都无法超过2 GHz。从底层细节看，处理器架构还将影响到处理器缓存类型和容量、内存控制器架构，以及总线/传输架构。
 

 
1.3.2　内存选型
 
一旦处理器架构确定，对于内存架构来说可用的选项将很有限。内存架构通常是由制造商/系统/处理器等几个因素综合确定的。内存架构选择因素主要包括容量、速度，以及延迟。
 
 
 	对于Hyper-V来说，最重要的因素是内存容量。大部分整合后的负载（也就是说多个不同的来宾虚拟机）往往需要至少512MB～1GB，甚至更多内存。内存容量比内存的速度或延迟更重要。
 
 	确定最佳效率可用的最大内存容量后，如果在速度和延迟之间依然有选择，建议选择延迟更低的内存。
 
 	确定处理器架构后，对于Hyper-V主机系统，在保持成本高效的情况下，建议直接添加最大容量的内存。建议Hyper-V主机至少提供32GB及以上的内存。
 

 
1.3.3　网卡选型
 
Hyper-V主机规划中，网络基础架构通常属于被忽略的环节，原因是千兆以太网卡非常便宜，大部分服务器至少内置两块及以上千兆网卡。但是，网络基础架构非常重要，这一因素将直接影响所选的Hyper-V主机架构模式。如果使用iSCSI存储架构，需要有专用网卡负责与存储设备通信。千兆以太网是一种高速传输网络，如果运行大量虚拟机的Hyper-V主机可能需要超过千兆的传输速度，将需要超过一块以上的千兆以太网卡。因此建议每台Hyper-V主机分别使用不同的网卡完成不同的管理任务。
 
建议每台Hyper-V主机配置多块网卡，建议按照以下原则配置网卡：
 
 
 	每台Hyper-V主机上，至少配置双网卡，并配置4块网卡。
 
 	一块网卡可专门用作Hyper-V主机的管理用途。
 
 	一块或多块网卡可专用作虚拟机（要获得最高整合率，可考虑使用万兆网卡）。
 
 	一块网卡用作存储之间通信。
 

 
1.3.4　存储设备选型
 
Hyper-V主机使用的存储系统对主机和虚拟机的性能产生直接影响。影响存储性能的因素非常复杂，涉及驱动器、接口、控制器、缓存、协议、SAN、HBA、驱动程序，以及操作系统等多方面因素。存储系统的整体性能通常用最大吞吐率、每秒最多IO操作数量（IOPS）以及延迟或响应时间等参数衡量，其中，IOPS和延迟对服务器虚拟化最重要。
 
1．驱动器类型
 
Hyper-V主机所用的硬盘驱动器或存储阵列所用的硬盘驱动器的类型对存储系统的整体性能有着重大影响。对于硬盘驱动器，最主要的性能因素是接口架构（例如U320 SCSI、SAS、SATA）、硬盘盘片的转速（7200、10k、15k），以及以毫秒为单位的平均延迟。其他因素，例如驱动器的缓存，以及对本地命令队列等高级功能的支持，也可在一定程度上改善性能。
 
对于Hyper-V主机和虚拟机的性能来说，高IOPS和低延迟往往要比最大吞吐率更重要。选择驱动器时，需要尽可能选择高转速、低延迟的产品，例如使用15k转速的驱动器取代10k 转速的驱动器。
 
2．磁盘冗余选型
 
强烈建议所有Hyper-V主机的存储系统部署独立磁盘冗余阵列（Raid）。按照定义，Hyper-V主机需要运行并存储来自多个虚拟机的数据，需要借助Raid确保磁盘故障后数据的可用性。另外，如果经过妥善的选择和配置，Raid阵列还可进一步提升整体性能。
 
3．存储网络选型
 
Hyper-V主机一般支持3种不同方式访问特定磁盘或存储阵列：直接附加存储、iSCSI存储区域网络，以及光纤通道存储区域网络。管理员可以根据需要选择不同的存储模式。
 
 
 	直接附加存储，是指通过Hyper-V主机连接的内部硬盘驱动器，或安装在专用存储阵列设备中，直接通过SCSI、SAS或SATA接口连接到服务器的硬盘驱动器。Hyper-V主机通过使用内部的SCSI、SAS或SATA控制器卡访问存储，并获得不同级别的Raid功能。直接附加存储阵列只能被连接的服务器使用。
 
 	iSCSI，是一种基于IP SAN的存储网络技术，通过iSCSI协议借助TCP/IP网络基础架构传输数据。Windows Server 2012通过“iSCSI发起程序”连接组件，可以连接到部署在网络中的iSCSI设备。
 
 	光纤通道存储区域网络，提供更高速度、更低延迟的访问。Hyper-V主机需通过主机总线适配器（HBA）连接到光纤交换机，然后连接到SAN设备中。光纤通道SAN通常主要用于连接高端存储阵列设备，为服务器提供高性能的数据访问。
 

 
4．存储控制器选型
 
存储控制器可以是服务器的扩展卡，例如SCSI或SAS控制器，也可以是中高端存储阵列的某一组件。存储控制器在磁盘驱动器以及服务器，或存储区域网络之间提供所需的接口。影响存储控制器性能的因素包括接口或HBA类型、缓存数量，以及独立通道数量。
 
 
 	磁盘控制器或HBA接口。磁盘控制器接口决定了可用的驱动器类型，以及存储I/O的速度和延迟。表1-1总结了最常见的磁盘控制器接口。建议单Hyper-V主机架构模式使用SATA II接口或SAS接口，但首选是SAS接口。常见接口速率如表1-1所示。
 

 
表1-1　常见存储接口速率
 
 
  
   
   	 架　　构
  
   	 吞吐率（理论最大值，Megabyte/sec）
  
  
 
  
  
   
   	 iSCSI（千兆以太网）
  
   	 125 MB/s
  
  
 
   
   	 Fibre Channel（2 GFC）
  
   	 212.5 MB/s
  
  
 
   
   	 SATA（SATA II）
  
   	 300 MB/s
  
  
 
   
   	 SCSI（U320）
  
   	 320 MB/s
  
  
 
   
   	 SAS
  
   	 375 MB/s
  
  
 
   
   	 光纤通道（4 GFC）
  
   	 425 MB/s
  
  
 
   
   	 光纤通道（8 GFC）
  
   	 850 MB/s
  
  
 
   
   	 iSCSI（10千兆以太网）
  
   	 1250 MB/s
  
  
 
  

 
 
 	控制器缓存。在进行突发数据传输，或频繁需要相同数据时，通过存储控制器缓存将所需数据存储到缓存中，将有效提升系统整体性能，这是因为缓存通常要比物理磁盘I/O的速度快得多。如果要比较类似的存储控制器，或选择不同存储控制器，建议选择支持大容量高速缓存的产品。
 
 	控制器通道。存储控制器所具有的内部和外部通道数量能够影响整体存储性能。多通道可提高并发读写IO操作（IOPS）的数量，对于单Hyper-V主机架构模式，建议至少使用双通道存储控制器。
 

 


第2章　启用Hyper-V角色
 
Windows Server 2012 GUI部署环境中，Hyper-V以角色的方式提供，只是没有启动而已。管理员通过“添加角色和功能”向导启用该角色即可。Hyper-V角色运行在Windows Server 2012之上，就像一个应用程序运行在操作系统之上一样。计算机重启之前，原系统是一个完整的操作系统，但重启之后，原操作系统变成一个虚拟环境，原操作系统不再是控制所有硬件的实体机系统，而是一个仅具备管理权限的虚拟机系统。Hyper-V在原有操作系统和硬件之间创建了一个Hypervisor层，实体操作系统转变成一台虚拟机，之上运行的Windows Server 2012仅仅控制着CPU、内存以及网卡，其余的硬件控制被Hypervisor接管。本章介绍Hyper-V角色部署过程。
 
2.1　安装Hyper-V角色和管理工具
 
Windows Server 2012 GUI安装完成后，通过“添加角色和功能”向导启用Hyper-V角色。本例以安装Windows Server 2012 GUI独立服务器为例进行说明。安装Hyper-V角色过程中，选择名称为“内网”的网卡作为虚拟网络交换机。注意，部署Hyper-V角色前后“内网”网卡发生的变化。
 
2.1.1　计算机配置
 
案例计算机是独立服务器，没有添加到域中，使用完整模式安装Windows Server 2012操作系统，计算机配置如图2-1所示，符合部署Hyper-V角色的基本条件。
 
[image: C:\Documents and Settings\Administrator.WWW-F7D5CED32C3\桌面\00.files\00.tif]
 
图2-1　系统属性窗口
 
2.1.2　向导部署Hyper-V角色
 
以本地管理员身份登录计算机，通过“添加角色和功能向导”安装Hyper-V角色。
 
第1步，以本地管理员身份登录Windows Server 2012。默认打开“服务器管理器”窗口，如图2-2所示。如果“服务器管理器”没有正常运行，单击窗口左下角的“[image: 图片 2]”图标启动“服务器管理器”。选择“仪表板”→“快速启动”选项，如图2-2所示。
 
[image: 图片 1]
 
图2-2　向导部署Hyper-V角色之一
 
第2步，单击“添加角色和功能”超链接，启动“添加角色和功能向导”，显示图2-3所示的“开始之前”对话框。
 
[image: C:\Documents and Settings\Administrator.WWW-F7D5CED32C3\桌面\00.files\00.tif]
 
图2-3　向导部署Hyper-V角色之二
 
第3步，单击“下一步”按钮，显示图2-4所示的“选择安装类型”对话框。Hyper-V只能以服务方式部署，选择“基于角色或基于功能的安装”选项。
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图2-4　向导部署Hyper-V角色之三
 
第4步，单击“下一步”按钮，显示图2-5所示的“选择目标服务器”对话框。选择“从服务器池中选择服务器”选项。如果“服务器管理器”可以管理多台运行Windows Server 2012的服务器，可用服务器将全部显示在服务器池中。本例的服务器池中只有一台服务器，选择该服务器即可。
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图2-5　向导部署Hyper-V角色之四
 
第5步，单击“下一步”按钮，显示图2-6所示的“选择服务器角色”对话框。“角色”列表中显示所有可用的服务器角色。
 
[image: 图片 1]
 
图2-6　向导部署Hyper-V角色之五
 
选择“Hyper-V”角色选项，显示图2-7所示的“添加Hyper-V所需的功能？”对话框。当前服务器将安装“Windows Powershell的Hyper-V模块”和“Hyper-V GUI管理工具”功能。选择“包括管理工具（如果适用）”选项。单击“添加功能”按钮，返回到“选择服务器角色”对话框，选择需要安装的“Hyper-V”角色。
 
[image: 图片 1]
 
图2-7　向导部署Hyper-V角色之六
 
第6步，单击“下一步”按钮，显示图2-8所示的“选择功能”对话框。从“功能”列表中选择需要安装的功能，根据需要选择即可。
 
[image: 图片 1]
 
图2-8　向导部署Hyper-V角色之七
 
第7步，单击“下一步”按钮，显示图2-9所示的“Hyper-V”对话框。启动Hyper-V角色设置向导。
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图2-9　向导部署Hyper-V角色之八
 
第8步，单击“下一步”按钮，显示图2-10所示的“创建虚拟交换机”对话框。选择创建虚拟网络交换机使用的“网卡”，本例中选择名称为“内网”的网卡。虚拟网络交换机通过网卡创建，虚拟机通过虚拟网络交换机与其他虚拟机、实体机之间互相访问。
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图2-10　向导部署Hyper-V角色之九
 
第9步，单击“下一步”按钮，显示图2-11所示的“虚拟机迁移”对话框。默认状态设置为不启用虚拟机迁移功能。如果要启用该功能，选择“允许此服务器发生和接收虚拟机的实时迁移”选项，并设置身份验证协议。注意，如果虚拟机部署为群集模式，不能选择该选项。
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图2-11　向导部署Hyper-V角色之十
 
第10步，单击“下一步”按钮，显示图2-12所示的“默认存储”对话框。设置虚拟硬盘文件和虚拟机配置文件位置，新建虚拟机保存在指定位置中。
 
第11步，单击“下一步”按钮，显示图2-13所示的“确认安装所选内容”对话框。选择“如果需要，自动重新启动目标服务器”选项，Hyper-V角色安装过程中需要自动重新启动服务器。本例中不选择该选项。角色安装完成后，需要管理员手动启动服务器。
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图2-12　向导部署Hyper-V角色之十一
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图2-13　向导部署Hyper-V角色之十二
 
第12步，单击“安装”按钮，开始安装Hyper-V角色，如图2-14所示。提示需要重新启动计算机才能安装Hyper-V角色。
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图2-14　向导部署Hyper-V角色之十三
 
第13步，服务器重新启动后，继续安装Hyper-V角色直至完成。打开“服务器管理器”的“仪表板”对话框，在右侧“角色和服务器组”中添加“Hyper-V”的组，如图2-15所示。
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图2-15　向导部署Hyper-V角色之十四
 
在“服务器管理器”左侧列表中添加“Hyper-V”的子项，如图2-16所示。
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图2-16　向导部署Hyper-V角色之十五
 
2.1.3　脚本部署Hyper-V角色
 
Windows Server 2012完整模式安装完成后，计算机默认已经安装PowerShell环境，并安装Hyper-V组件。管理员可以通过命令行安装Hyper-V。注意，运行PowerShell命令需要使用管理员权限。
 
1．提升PowerShell脚本运行权限
 
以管理员身份登录计算机。鼠标右键单击Windows Metro界面中的“Windows PowerShell”，选择“以管理员身份运行”图标，如图2-17所示。
 
命令执行后，以管理员身份打开PowerShell命令行窗口，如图2-18所示。注意窗口标题是“管理员：Windows PowerShell”。
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图2-17　提升脚本运行权限之一
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图2-18　提升脚本运行权限之二
 
2．PowerShell脚本安装Hyper-V角色
 
以管理员身份登录后，默认安装Hyper-V角色不包括角色管理工具和管理单元。安装角色时包含管理工具，需要使用“-IncludeManagementTools”参数。
 
通过PowerShell脚本查看当前计算机是否已经确认安装的Hyper-V角色以及管理组件，执行以下命令：
 
Get-WindowsFeature *hyper*
 
命令执行后，查询并显示当前计算机Hyper-V角色的安装状态，“[ ]”选择框中如果没有“X”，表示没有安装该角色或者功能。执行结果显示，当前计算机没有安装Hyper-V组件，如图2-19所示。
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图2-19　脚本安装Hyper-V角色之一
 
执行以下命令，测试需要执行命令的环境、参数（注意参数-Whatif和-Restart）以及安装过程中可能需要执行的操作：
 
Install-WindowsFeature Hyper-V -Restart -Whatif
 
参数Whatif：不运行命令，但是模仿执行过程，会尽最大努力测试命令是否起作用。参数Restart：强制重启并自动完成操作过程，执行命令时不给出提示。
 
命令执行后，显示该命令后需要重新启动计算机，如图2-20所示。
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图2-20　脚本安装Hyper-V角色之二
 
安装Hyper-V角色并重启计算机。执行以下命令：
 
Install-WindowsFeature Hyper-V -Restart
 
安装Hyper-V角色以及管理工具并重启计算机，执行以下命令：
 
Install-WindowsFeature -Name Hyper-V -IncludeManagementTools -Restart
 
命令执行后，安装过程如图2-21所示。安装Hyper-V角色过程中自动重启计算机。
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图2-21　脚本安装Hyper-V角色之三
 
2.2　卸载Hyper-V角色和管理工具
 
当服务器不需要Hyper-V角色时，管理员可以通过“删除角色和功能”向导或者PowerShell脚本卸载Hyper-V角色和管理工具。
 
2.2.1 “删除角色和功能”向导删除Hyper-V角色
 
以管理员身份登录当前计算机，通过“删除角色和功能”向导删除Hyper-V角色，建议删除成功后手动清理默认快照文件、智能分页文件、虚拟机配置文件路径下的配置文件和虚拟硬盘文件。
 
第1步，打开“服务器管理器”，单击“管理”按钮，在弹出的菜单中选择“删除角色和功能”选项，如图2-22所示。
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图2-22　删除Hyper-V角色之一
 
第2步，命令执行后，启动“删除角色和功能向导”，显示图2-23所示的“开始之前”对话框。
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图2-23　删除Hyper-V角色之二
 
第3步，单击“下一步”按钮，显示图2-24所示的“选择目标服务器”对话框。选择需要删除角色所在的目标服务器。可用的所有服务器显示在“服务器池”列表中。
 
[image: C:\Documents and Settings\Administrator.WWW-F7D5CED32C3\桌面\00.files\00.tif]
 
图2-24　删除Hyper-V角色之三
 
第4步，单击“下一步”按钮，显示图2-25所示的“删除服务器角色”对话框。“角色”列表中显示目标服务器中安装的所有角色。
 
取消“Hyper-V”左侧的复选框，显示图2-26所示的“删除需要Hyper-V的功能？”对话框。选择Hyper-V角色管理的功能选项后，单击“删除功能”按钮，返回到“删除服务器角色”对话框。
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图2-25　删除Hyper-V角色之四
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图2-26　删除Hyper-V角色之五
 
第5步，单击“下一步”按钮，显示图2-27所示的“删除功能”对话框。选择需要删除的功能选项，根据需要选择即可。
 
第6步，单击“下一步”按钮，显示图2-28所示的“确认删除所选内容”对话框。
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图2-27　删除Hyper-V角色之六
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图2-28　删除Hyper-V角色之七
 
如果选择“如果需要，自动重新启动目标服务器”选项，显示图2-29所示的对话框。提示管理员当选择该选项后，如果向导需要重新启动服务器，将不给出提示自动启动选择的目标服务器。单击“是”按钮，返回到“确认删除所选内容”对话框。
 
[image: 图片 1]
 
图2-29　删除Hyper-V角色之八
 
第7步，单击“删除”按钮，开始删除Hyper-V角色。卸载完成后，提示管理员需要重新启动选择的目标服务器，如图2-30所示。
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图2-30　删除Hyper-V角色之九
 
2.2.2　PowerShell脚本卸载Hyper-V角色
 
通过PowerShell删除Hyper-V角色，需要具备本地管理员权限。在执行PowerShell脚本之前，首先需要提升管理员权限。
 
1．检测安装状态
 
通过PowerShell脚本查询当前计算机是否已经确认安装的Hyper-V角色以及管理组件，执行以下命令：
 
Get-WindowsFeature *hyper*
 
命令执行后，查询并显示当前计算机Hyper-V角色的安装状态，“[X]”选择框显示已经安装目标角色或者功能。执行结果显示：当前计算机已经安装Hyper-V组件，如图2-31所示。
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图2-31　脚本卸载Hyper-V角色
 
2．卸载安装的Hyper-V角色以及管理工具
 
以管理员身份登录计算机。执行以下命令卸载Hyper-V角色：
 
UnInstall-WindowsFeature -Name Hyper-V -Restart
 
执行以下命令卸载Hyper-V角色以及管理工具：
 
UnInstall-WindowsFeature -Name Hyper-V -IncludeManagementTools -Restart
 
命令执行后，卸载Hyper-V角色以及管理工具，卸载过程需要重新启动计算机。
 
2.3　Hyper-V角色安装后的状态
 
Hyper-V角色安装前后，系统环境将发生一系列变化。本节将简介发生的变化。
 
2.3.1　完整安装和PowerShell安装区别
 
使用完整安装模式安装Hyper-V角色，安装过程中建议管理员通过网卡创建虚拟网络交换机（也可以不安装）。使用PowerShell角色安装的Hyper-V角色，安装完成后，默认没有创建虚拟网络交换机。管理员只能通过“Hyper-V管理器”中的“虚拟交换机管理器”或者PowerShell命令创建虚拟网络交换机，并为虚拟机绑定虚拟网络交换机。
 
1．“虚拟交换机管理器”查看虚拟网络交换机
 
打开“Hyper-V管理器”中的“虚拟机交换机管理器”，查看当前计算机中已经创建的虚拟网络交换机以及状态，如图2-32所示。
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图2-32　查看虚拟网络交换机
 
2．PowerShell脚本查看虚拟网络交换机
 
通过PowerShell命令查看已经安装的虚拟网络交换机。执行命令：
 
Get-VMSwitch
 
命令执行后，如果没有输出任何虚拟网络交换机信息，表示当前计算机中没有部署任何虚拟网络交换机，如图2-33所示。
 
[image: 图片 1]
 
图2-33　脚本查看虚拟网络交换机之一
 
如果已经部署虚拟网络交换机，通过上述命令可以查看计算机安装的所有虚拟网络交换机，如图2-34所示。
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图2-34　脚本查看虚拟网络交换机之二
 
2.3.2 “内网”网卡变化
 
案例中的“内网”网卡默认连接到“cbdomain.ytrb”网络，通过该网卡创建虚拟网络交换机后，网卡属性发生变化。
 
1．部署Hyper-V角色前“内网”网卡状态
 
案例计算机中安装2块网卡。2块网卡已经分别命名为 “内网”和“外网”。本例中，
 
 
 	外网：能够连接到互联网。“外网”网卡的“状态”为“网络”。
 
 	内网：连接到局域网中，“内网”的网卡与交换机相连，IP地址信息、安装协议以及IP地址属性如图2-35、图2-36、图2-37、图2-38所示。“内网”网卡的“状态”为“cbdomain.ytrb”。
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图2-35　部署Hyper-V前的网络状态之一
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图2-36　部署Hyper-V前的网络状态之二
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图2-37　部署Hyper-V前的网络状态之三
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图2-38　部署Hyper-V前的网络状态之四
 
2．部署Hyper-V角色后“内网”网卡状态
 
“内网”网卡部署Hyper-V角色前的状态为“cbdomain.ytrb”，Hyper-V角色部署完成后状态为“已启用”，该网卡被设置成“虚拟网络交换机”，如图2-39所示。
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图2-39　部署Hyper-V后的网络状态之一
 
打开“内网”网卡“内网属性”对话框，显示“Hyper-V可扩展的虚拟交换机”协议属性可用，其他属性为空，如图2-40所示。该网卡被设置成一台虚拟网络交换机。
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图2-40　部署Hyper-V后的网络状态之二
 
2.3.3　安装Hyper-V角色后新建虚拟网卡
 
使用安装向导安装Hyper-V角色过程中，“内网”网卡作为虚拟网络交换机，可以连接许可范围内的多个虚拟设备。Hyper-V角色安装完成后，创建名为“vEthernet (Realtek PCIe GBE 系列控制器 - Virtual Switch)”的网卡（注意：Realtek PCIe GBE 系列控制器是网卡设备名称），该虚拟网卡继承原“内网”网卡的所有属性设置。
 
第1步，打开“控制面板”→“网络和共享中心”选项，显示图2-41所示的“网络和共享中心”窗口。
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图2-41　查看虚拟网卡之一
 
第2步，在“控制面板主页”列表中单击“更改适配器设置”超链接，显示图2-42所示的“网络连接”窗口，该窗口中显示当前计算机中已经安装3块网卡。
 
 
 	“内网”网卡（设备名称：Realtek PCIe GBE 系列控制器）状态为“已启用”，“连接性”为空。该适配器作为虚拟网络交换机使用。
 
 	“外网”网卡（设备名称：Realtek RTL8139/810x Family Fast Ethernet NIC），状态为“网络”，“连接性”为“Internet访问”。
 
 	“vEthernet (Realtek PCIe GBE 系列控制器 - Virtual Switch)”网卡（设备名称：Hyper-V虚拟以太网适配器#2）状态为“cbdomain.ytrb”，“连接性”为“Internet访问”。该虚拟网卡是部署Hyper-V角色之后创建的虚拟网卡，作用是替代原“内网”网卡执行的所有功能。
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图2-42　查看虚拟网卡之之二
 
第3步，打开“vEthernet (Realtek PCIe GBE 系列控制器 - Virtual Switch)”虚拟网卡属性窗口，可以查看该虚拟网卡配置信息（如图2-43和图2-44所示），配置信息与没有安装Hyper-V角色前的网卡配置信息相同。
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图2-43　查看虚拟网卡之三
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图2-44　查看虚拟网卡之四
 
2.3.4　桌面变化
 
计算机重新启动后，切换到Metro界面，该界面添加了Hyper-V相关的应用程序图标，分别是Hyper-V管理器和Hyper-V虚拟机连接，如图2-45所示。
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图2-45　桌面变化之一
 
通过“Hyper-V管理器”，可以打开Windows Server 2012内置的Hyper-V管理平台，完成虚拟设备的管理，如图2-46所示。
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图2-46　桌面变化之二
 
通过“Hyper-V虚拟机连接”，打开“虚拟机连接”对话框，如图2-47所示。
 
输入Hyper-V角色器名称和虚拟机名称后，打开虚拟机运行窗口，在服务器中管理服务器中的虚拟机，如图2-48所示。
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图2-47　桌面变化之三
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图2-48　桌面变化之四
 
2.3.5　仪表板变化
 
安装Hyper-V角色前，案例计算机打开“服务器管理器”后（关闭“欢迎使用服务器管理器”磁贴），“仪表板”默认显示“文件和存储服务”、“本地服务器”以及“所有服务器”3个磁贴，如图2-49所示。
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图2-49　仪表板变化之一
 
安装Hyper-V角色后，“仪表板”在“文件和存储服务”、“本地服务器”以及“所有服务器”3个磁贴的基础上添加“Hyper-V”磁贴，如图2-50所示。
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图2-50　仪表板变化之二
 
单击“Hyper-V”磁贴后，打开Hyper-V管理台，如图2-51所示。
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图2-51　仪表板变化之三
 
2.4　Hyper-V磁贴
 
Hyper-V角色部署成功后，“服务器管理器”仪表板中添加名称为“Hyper-V”的磁贴。打开该磁贴后切换到Hyper-V控制面板中，该面板提供6方面的管理功能：服务器、事件、服务、最佳实践分析程序、性能以及角色和功能。打开“Hyper-V”磁贴后，右侧结果窗格显示Hyper-V控制面板提供的所有功能，如图2-52所示（注意：由于列表较长不能完整显示）。
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图2-52　Hyper-V仪表板
 
2.4.1 “服务器”面板
 
“服务器”功能选项管理Hyper-V主机而非虚拟机。“服务器管理器”提供多服务器管理功能，管理员可以将运行Windows Server 2012操作系统的计算机全部添加到一台Windows Server 2012的“服务器管理器”，作为管理中心使用。管理员可以根据服务器性质创建不同服务器管理组，以便于管理。
 
“服务器”列表中显示所有安装Hyper-V角色的服务器，没有安装该角色的服务器不显示在该列表中。鼠标右键单击安装Hyper-V角色的计算机，弹出的快捷菜单中显示可用的管理功能，如图2-53所示。
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图2-53　服务器面板功能之一
 
管理员可以通过“服务器”选项，实现以下功能。
 
 
 	添加角色和功能：通过“添加角色和功能向导”，为安装Hyper-V角色的服务器安装需要的功能和角色。启动该功能后，根据需要添加功能和角色。注意，对话框右上角显示目标服务器名称，如图2-54所示。
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图2-54　服务器面板功能之二
 
 
 	关闭服务器：启动该功能后，打开图2-55所示的对话框，根据需要选择目标服务器的处理方法（关机、重启、注销、切换用户、睡眠）。
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图2-55　服务器面板功能之三
 
 
 	计算机管理：启动该功能后，打开图2-56所示的“计算机管理”窗口，在目标服务器中完成计算机管理任务。
 
 	Windows PowerShell：启动该功能后，打开图2-57所示的“管理员：Windows PowerShell”命令行窗口，在目标服务器中通过PowerShell完成管理任务。例如，通过“Get-HELP *VM”命令，显示虚拟机可用的管理命令。
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图2-56　服务器面板功能之四
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图2-57　服务器面板功能之五
 
 
 	配置NIC组合：NIC组合把同一台服务器上的多个物理网卡，通过软件虚拟组合成一个虚拟网卡。对于外部网络而言，服务器只有一个可视网卡。对于任何应用程序以及服务器所在的网络，服务器只提供一个网络链接，也可以理解为只有一个允许访问的IP地址。使用NIC组合技术，除了利用多网卡并行工作提高网络速度外，还可以通过NIC组合实现不同网卡之间的负载均衡和网卡冗余。Windows Server 2012安装完成后，“NIC组合”功能默认处于“禁用”状态。启动该功能后，打开图2-58所示的“NIC组合”窗口，在目标服务器中完成网卡组合管理任务。
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图2-58　服务器面板功能之六
 
 
 	Hyper-V管理器：Hyper-V管理器是Windows Server 2012提供的虚拟环境管理平台，在没有部署SCVMM的环境中，完成虚拟机管理任务。启动该功能后，打开图2-59所示的“Hyper-V管理器”窗口，在目标服务器中管理部署在本地服务器或者远程服务器中的虚拟机。
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图2-59　服务器面板功能之七
 
2.4.2 “事件”面板
 
“事件”，记录何时、何地Hyper-V相关的应用程序和系统服务做了什么，以及操作的结果，可以详细地反映出在某一时刻，Hyper-V在做什么，而且做的结果如何。管理员利用事件日志，可以分析Hyper-V存在哪些问题，以及哪些可能发生的问题，因此事件是管理员管理Hyper-V的利器。右侧结果窗格中移至“事件”区域，默认显示24小时内与Hyper-V相关且类型为“关键”、“警告”、“错误”以及“信息”的所有信息，如图2-60所示。
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图2-60 “事件”面板功能之一
 
选择任何一个信息后，区域下方显示信息内容，如图2-61所示，解释选择事件产生的原因以及完成的操作。
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图2-61 “事件”面板功能之二
 
“事件”面板允许管理员定制指定范围内以及需要查看的指定类型事件。单击“任务”按钮，在弹出的菜单中选择“配置事件数据”选项，命令执行后，显示图2-62所示的“配置事件数据”对话框。根据需要设置事件的查询信息，单击“确定”按钮，立即更新事件数据。
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图2-62 “事件”面板功能之三
 
2.4.3 “服务”面板
 
“服务”面板管理运行Hyper-V的基本服务是“VMMS”。右侧结果窗格中移至“服务”区域，显示目标服务器中正在运行的虚拟机服务，以及当前状态，如图2-63所示。
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图2-63 “服务”面板之一
 
鼠标右键单击正在运行的服务，在弹出的快捷菜单中选择“启动服务”、“停止服务”、“重新启动服务”、“暂停服务”、“恢复服务”命令，完成对应的功能，如图2-64所示。
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图2-64 “服务”面板之二
 
管理员如果要了解详细的Hyper-V角色，可以通过“服务”管理控制台查看详细的Hyper-V角色。命令行中键入“services.msc”命令，或者通过选择“服务器管理器”→“工具”→“服务”选项，都可以打开“服务”控制台。
 
Hyper-V安装完成后，默认安装7个系统服务（如图2-65所示），其中只有“VMMS（Hyper-V 虚拟机管理）”的服务类型设置为“自动”，即计算机重新启动时将自动启动该服务。选择Hyper-V相关的服务，单机工具栏“启动”、“停止”、“重新启动”按钮，可以完成与“服务”管理器对应相同的功能。例如选择一个服务，单击“停止”按钮，即可停止正在运行的服务，服务状态显示在服务列表中。
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图2-65 “服务”面板之三
 
2.4.4 “最佳实践分析程序”面板
 
Hyper-V最佳实践分析程序（BPA）是Windows Server 2012的内置功能。BPA扫描Hyper-V角色并向管理员显示扫描结果，通过内置的条件比对，评测Hyper-V运行环境是否是建议的最佳状态，从而为管理员管理Hyper-V提供建议的做法。注意，最佳实践分析的结果是建议做法，非实际工作环境最佳做法，仅供管理员参考。
 
右侧结果窗格中移至“最佳实践分析程序”区域，单击“任务”菜单，在显示的下拉菜单列表中选择“启动BPA扫描”命令。命令执行后，开始扫描目标服务器，扫描结果显示在列表中，如图2-66所示。
 
例如，BPA扫描后显示“WS2012-HOST　警告 建议运行 Hyper-V 的服务器使用服务器核心安装选项 配置”信息，选择该信息后，“最佳实践分析程序”区域显示事件详细信息（如图2-67所示）。
 
问题：

此服务器运行的是完全安装，而不是服务器核心安装。

影响：

运行完全安装将产生更大的攻击面，并且可能需要更多维护，例如安装更新。

解决方案：

使用服务器管理器删除“用户界面和基础结构”类别下的功能，将服务器重新配置为运行服务器核心安装。

扫描时间：2012/12/19 11:30:51

BPA 型号版本：0.0
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图2-66 “最佳实践分析程序”面板功能之一
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图2-67 “最佳实践分析程序”面板功能之二
 
2.4.5 “性能”面板
 
“性能”面板主要对Hyper-V主机使用的CPU、内存进行监控。右侧结果窗格中移至“性能”区域，单击“任务”菜单，在显示的下拉菜单列表中选择“配置性能警报”命令，命令执行后，打开图2-68所示的对话框。管理员根据监控需要设置CPU和内存的监控参数，以及定义监控结果显示的天数。
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图2-68 “性能”面板功能之一
 
性能参数设置完成后，系统自动收集CPU和内存方面的计数器信息，根据设置的显示天数形成图表（如图2-69所示）。管理员根据图表查看Hyper-V角色在CPU和内存方面的使用情况。
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图2-69 “性能”面板之二
 
2.4.6 “角色和功能”面板
 
“角色和功能”面板显示目标服务器已经安装的角色和功能。右侧结果窗格中移至“角色和功能”区域，显示目标服务器安装的角色，如图2-70所示。单击“任务”菜单，在显示的下拉菜单列表中选择“添加角色和功能”或者“删除角色和功能”命令。命令执行后，可以安装或者卸载目标服务器中缺少或已经安装的角色和功能。
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图2-70 “角色和功能”面板
 


第3章　管理Hyper-V主机
 
Hyper-V主机指的是安装Hyper-V角色之前，安装Windows Server 2012操作系统的计算机。部署Hyper-V之后，Hyper-V主机已经成为一个特殊的虚拟机系统（父系统），对其他虚拟机（子系统）具备管理权限。本章着重介绍Hyper-V管理器中Hyper-V主机系统的管理。
 
3.1　服务器连接
 
“Hyper-V管理器”是Hyper-V角色管理平台（没有安装SCVMM），不仅可以管理本地计算机，也可以管理远程计算机。要管理Hyper-V主机，首先需要连接到目标主机。
 
3.1.1 “Hyper-V管理器”默认位置
 
Hyper-V角色部署完成后，在“开始”屏幕创建名称为“Hyper-V 管理器”和“Hyper-V 虚拟机连接”的磁贴，如图3-1所示。
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图3-1 “开始屏幕”
 
同时在“X:\ProgramData\Microsoft\Windows\Start Menu\Programs\Hyper-V Management Tools”（X为系统盘符）文件夹中创建名称为“Hyper-V 管理器”和“Hyper-V 虚拟机连接”的快捷方式，如图3-2所示。管理员可以根据需要将两个快捷方式“固定到任务栏”或者发送到“桌面快捷方式”。
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图3-2　Hyper-V快捷方式位置
 
在“开始”屏幕单击“Hyper-V管理器”磁贴，或者在任务栏、桌面中单击“Hyper-V管理器”快捷方式，都可以正常打开Hyper-V。打开后的“Hyper-V管理器”如图3-3所示。
 
“Hyper-V管理器”窗口分为3个区域，左侧窗格是“Hyper-V主机”面板，本地以及远程Hyper-V主机显示在该面板中。中间窗格是“虚拟机”面板，选择一台主机之后，该主机中部署的所有虚拟机将显示在该面板中。右侧窗格是“功能面板”，显示主机和虚拟机的常用管理操作。
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图3-3　Hyper-V管理器功能区域
 
3.1.2　本地连接
 
以经过授权的管理员身份登录Hyper-V主机。打开“Hyper-V管理器”，当前计算机已经安装Hyper-V角色，管理器启动后将自动连接到本地Hyper-V主机中，如图3-4所示。
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图3-4　Hyper-V管理器
 
3.1.3　远程连接主机
 
Hyper-V管理器不仅可以管理本地主机，同时可以管理经过授权的远程计算机。
 
第1步，鼠标右键单击“Hyper-V管理器”，在弹出的快捷菜单中选择“连接到服务器”命令，如图3-5所示。
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图3-5　远程连接主机之一
 
第2步，命令执行后，显示图3-6所示的“选择计算机”对话框。如果本地计算机已经安装Hyper-V服务，选择“本地计算机”即可。如果要连接到远程计算机，选择“另一台计算机”选项，在文本框中键入目标计算机名称或者IP地址。
 
或者单击“浏览”按钮，显示图3-7所示的对话框。在“输入要选择的对象名称”文本框中键入需要管理的Hyper-V服务器名称，单击“检查名称”按钮，检查键入的计算机是否为合法的域内计算机。验证通过后，计算机名称以下划线表示。
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图3-6　远程连接主机之二
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图3-7　远程连接主机之三
 
第3步，单击两次“确定”按钮，即可连接到目标Hyper-V主机，如图3-8所示。“宿主面面板”中显示添加的计算机。
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图3-8　远程连接主机之四
 
3.2　Hyper-V主机日常管理
 
Hyper-V主机的日常管理任务主要是配置虚拟机环境。其中，创建任务（创建虚拟机、虚拟硬盘、软件）、磁盘管理任务（编辑磁盘、检查磁盘）以及虚拟交换机管理器的使用将在专门的章节分别介绍，其他管理任务将在本节介绍。
 
3.2.1　Hyper-V主机管理菜单
 
Hyper-V主机的所有管理任务集成在管理菜单或者右侧窗格的“操作”面板中，两者完成的管理任务完全相同，管理员根据自己的操作习惯选择即可，如图3-9所示。“操作”面板中，上半部分是Hyper-V主机管理功能列表，下半部分是虚拟机管理功能列表。
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图3-9　Hyper-V主机管理菜单
 
3.2.2　导入虚拟机
 
“导入虚拟机”功能对应虚拟机的“导出”功能，使用该功能之前首先需要存在已经导出的虚拟机（单一虚拟硬盘虚拟机、差异虚拟硬盘虚拟机），通过该功能可以将虚拟机导入到不同的Hyper-V主机中。
 
第1步，在管理菜单中选择“导入虚拟机”命令。
 
第2步，命令执行后，选择“启动导入虚拟机向导”，显示图3-10所示的“开始之前”对话框。
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图3-10　导入虚拟机之一
 
第3步，单击“下一步”按钮，显示图3-11所示的“定位文件夹”对话框。设置已经导出的虚拟机存储位置。或者单击“浏览”按钮，选择虚拟机存储位置。
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图3-11　导入虚拟机之二
 
第4步，单击“下一步”按钮，显示图3-12所示的“选择虚拟机”对话框。向导自动检测目标文件夹是否存在满足条件的虚拟机。检测到的虚拟机存储在“选择要导入的虚拟机”列表中。
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图3-12　导入虚拟机之三
 
第5步，单击“下一步”按钮，显示图3-13所示的“选择导入类型”对话框。支持3种导入模式：
 
 
 	就地注册虚拟机模式。将需要导入的虚拟机在当前计算机中注册，不执行复制和还原操作。执行该操作后的虚拟机直接作为新虚拟机运行。
 
 	还原虚拟机（使用现有的唯一ID）模式。如果计算机中已经存在同名虚拟机，将覆盖已有的虚拟机，建议执行数据备份等操作后再执行该操作。
 
 	复制虚拟机（创建新的唯一ID）模式。重新生成虚拟机配置文件，为新虚拟机赋予新的ID。
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图3-13　导入虚拟机之四
 
第6步，单击“下一步”按钮，显示图3-14所示的“选择虚拟机文件的文件夹”对话框。设置虚拟机文件存储位置。
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图3-14　导入虚拟机之五
 
第7步，单击“下一步”按钮，显示图3-15所示的“选择用于存储虚拟硬盘的文件夹”对话框。设置虚拟机硬盘存储位置。
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图3-15　导入虚拟机之六
 
第8步，单击“下一步”按钮，显示图3-16所示的“正在完成导入向导”对话框。显示导入的虚拟机配置信息。单击“完成”按钮，开始导入虚拟机直至完成。注意，选择的导入方式不同，导入执行时间也不相同。
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图3-16　导入虚拟机之七
 
3.2.3　Hyper-V设置
 
“Hyper-V设置”主要用来管理Hyper-V运行环境，包括虚拟磁盘、虚拟机、物理GPU、NUMA跨越、实时迁移、存储迁移、复制配置、键盘、鼠标释放键等设置。设置完成后，对Hyper-V主机中所有虚拟机有效。注意，正在运行的虚拟机在没有启动前的设置继续有效，只有重新启动后配置生效。管理菜单中选择“Hyper-V设置”命令，命令执行后，打开图3-17所示的对话框。“导航窗格”分为“服务器”和“用户”两部分。
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图3-17　Hyper-V设置框架
 
1．虚拟硬盘
 
设置虚拟硬盘存储位置。单击“虚拟硬盘”，在对话框右侧区域中设置虚拟硬盘的存储位置。在文本框中键入存储目标文件夹的绝对路径。或者单击“浏览”按钮，选择目标文件夹即可。单击“确定”按钮，完成虚拟硬盘存储设置，如图3-17所示。
 
2．虚拟机
 
设置虚拟机配置文件存储位置。单击“虚拟机”，在对话框右侧区域中设置虚拟机的存储位置。在文本框中键入存储目标文件夹的绝对路径。或者单击“浏览”按钮，选择目标文件夹即可。单击“确定”按钮，完成虚拟机设置，如图3-18所示。
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图3-18　虚拟机设置
 
3．物理GPU
 
设置GPU物理图形处理器。检测计算机是否支持GPU功能，如果支持该功能，可以将该功能关联RemoteFX功能，为远程桌面、VDI提供高清视频等高优质画面，增强用户体验。当远程用户需要高清画质时，服务器首先调用本机GPU处理，然后将处理结果反馈给用户。RemoteFX的目标是让用户使用VDI或者RemoteAPP时的效果与使用物理机时的效果相同。如果计算机支持GPU，列表可以显示支持的硬件，并选择RemoteFX功能。
 
单击“物理GPU”，右侧区域中显示GPU硬件列表，如图3-19所示。本例中计算机不支持该功能。单击“确定”按钮，完成虚拟机设置。
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图3-19　物理GPU设置
 
4．NUMA跨越
 
单击“NUMA跨越”，在右侧区域中进行NUMA设置。默认安装完成Hyper-V角色后，NUMA跨越功能已经启用，如图3-20所示。
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图3-20　NUMA跨越设置
 
5．实时迁移
 
单击“实时迁移”，在右侧区域中设置实时迁移参数。如果安装Hyper-V角色过程中启用实时迁移功能，则“启用传入和传入的实时迁移”选项已经选用，否则需要管理员选择该选项，并设置相关属性。实时迁移不仅支持故障转移群集，还支持基于共享文件夹的实时迁移以及无共享环境的虚拟机迁移。需要管理员设置：
 
 
 	身份验证模拟。
 
 	并行实时迁移的数量（默认为2）。
 
 	网络迁移模式。
 

 
设置完成的参数如图3-21所示。单击“确定”按钮，完成虚拟机设置。
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图3-21　实时迁移设置
 
6．存储迁移
 
存储迁移是指在不停机的情况下将运行中的虚拟机虚拟硬盘文件移到其他存储位置。Windows Server 2012存储迁移支持VHD和VHDX文件格式。单击“存储迁移”，在右侧区域中设置存储迁移并发连接数量（默认为2）。单击“确定”按钮，完成虚拟机设置，如图3-22所示。
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图3-22　存储迁移设置
 
7．复制配置
 
Hyper-V复制功能至少需要2台Windows Server 2012 Hyper-V主机，可以通过基于 IP 的网络，在两个服务器之间异步复制Hyper-V虚拟机，无需共享存储或任何特定的存储硬件。也就是说，Hyper-V复制提供了一种不限制存储类型的高可用性解决方案，在小型应用环境中，可以作为一种高可用性实现的方法。
 
单击“复制配置”，在右侧区域中设置复制相关参数（如图3-23所示）。
 
 
 	选择“启用此计算机作为副本服务器”选项。
 
 	设置身份验证模式：Kerberos 身份验证或基于证书的身份验证。
 
 	授权和存储：允许从任何经过身份验证的服务器中复制或者允许从指定的服务器中进行复制。
 

 
单击“确定”按钮，完成虚拟机设置。
 
8．键盘
 
Windows操作系统中提供许多快捷键，使用快捷键可以增强对系统的操控能力。同时运行Hyper-V主机和虚拟机时，管理员可以指定快捷的使用方式。Hyper-V支持3种方式：
 
 
 	在物理计算机上使用。
 
 	在虚拟机上使用。
 
 	仅当全屏幕运行时在虚拟机上使用。
 

 
以上是3种快捷键在不同环境中的使用，管理员根据需要选择即可。单击“键盘”，在右侧区域中设置键盘使用方法，如图3-24所示。单击“确定”按钮，完成虚拟机设置。
 
[image: 图片 1]
 
图3-23　复制配置设置
 
[image: 图片 1]
 
图3-24　键盘设置
 
9．鼠标释放键
 
虚拟机没有安装“集成服务”功能模块时，当虚拟机占用鼠标资源时，鼠标只能在虚拟机环境中运行。如果需要强制鼠标离开虚拟机环境，可以设置鼠标释放键。按下设置的释放键之后，鼠标将脱离虚拟机的控制，由Hyper-V主机接管。单击“鼠标释放键”，在右侧区域中设置指定的释放键，如图3-25所示。单击“确定”按钮，完成虚拟机设置。
 
[image: 图片 1]
 
图3-25　鼠标释放键设置
 
3.2.4　停止服务
 
在管理菜单中选择“停止服务”命令，命令执行后，将停止虚拟机管理服务。鼠标右键单击需要停止服务的Hyper-V主机，在弹出的快捷菜单中选择“停止服务”命令，显示图3-26所示的“停止虚拟机管理服务”对话框。单击“强行关闭”按钮，即可停止目标服务。
 
服务停止后，“Hyper-V管理器”将显示“虚拟机管理服务不可用”，如图3-27所示。单击“功能”面板的“启动服务”按钮，即可重新启动目标主机的Hyper-V服务。
 
[image: 图片 1]
 
图3-26　停止服务之一
 
[image: 图片 1]
 
图3-27　停止服务之二
 
3.2.5　删除服务器
 
鼠标右键单击需要删除的Hyper-V主机，在管理菜单中选择“删除服务器”命令，命令执行后，显示图3-28所示的“删除服务器”对话框。提示下次启动“Hyper-V管理器”执行的操作。
 
[image: 图片 1]
 
图3-28　删除服务器对话框
 
 
 	选择“连接”选项，自动连接到需要删除的Hyper-V主机。
 
 	选择“不连接”选项，不会自动连接到需要删除的Hyper-V主机，需要管理员手动方式添加目标主机。
 

 
选择“连接”或者“不连接”选项，都会立即删除目标主机，下次连接“Hyper-V管理器”将根据选项决定如何连接目标主机。
 
3.3　远程管理Hyper-V主机
 
作为Hyper-V管理员，不可能每次都到部署Hyper-V主机前进行配置和管理，那样不仅费时费力，有时也往往很难实现（例如出差或者在家中）。因此，实现对Hyper-V主机的远程管理，就成为不可或缺的网络管理手段。Windows XP以上版本操作系统中内置了“远程桌面（Mstsc）”工具，通过该工具，管理员可以方便地管理远程计算机。远程桌面连接成功后管理员可以访问远程计算机的所有应用程序、文件和网络资源，好像正坐在工作计算机前面操控计算机一样。
 
3.3.1　远程桌面管理前提条件
 
使用“远程桌面”管理运行Hyper-V的计算机，建议Hyper-V主机至少安装2块网络适配器（简称网卡）。一块网卡部署为“虚拟交换机”连接虚拟网络，称之为“虚拟网卡”；另一块连接到管理员可以访问的管理网络，称之为“管理网卡”。管理员可以通过“管理网卡”连接到运行Hyper-V的计算机，实施管理功能，如图3-29所示。
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图3-29　远程桌面管理连接模式
 
3.3.2　Hyper-V主机启用“远程桌面”功能
 
运行Hyper-V的远程计算机必须启用“远程桌面”功能，并授权用户访问权限，授权后的用户即可通过“远程桌面”工具连接到远程计算机。下面以Windows Server 2012为例说明。注意，Windows Server 2012默认仅允许2个远程并发连接，即只能有2个用户同时通过远程访问功能访问运行Hyper-V的计算机。使用“远程桌面”功能的计算机默认使用“3389”端口。运行Hyper-V的计算机启用“远程桌面”功能。
 
第1步，以管理员身份登录运行Hyper-V的Hyper-V主机。开始窗口中，鼠标右键单击“计算机”，窗口下方显示“计算机”常用功能列表，如图3-30所示。
 
[image: 图片 29]
 
图3-30　设置Hyper-V主机之一
 
第2步，单击“属性”按钮，打开图3-31所示的“系统”对话框。
 
[image: 图片 1]
 
图3-31　设置Hyper-V主机之二
 
第3步，单击“远程设置”超链接，显示图3-32所示的“系统属性”对话框。设置“远程桌面”连接方式。Windows Server 2012的“远程桌面”功能支持2种模式。
 
 
 	选择“不允许连接到这台计算机”选项，可以阻止任何人使用远程桌面或 RemoteApp 连接到该计算机。
 
 	选择“允许远程连接到此计算机”选项，但不选择“仅允许运行使用网络级别身份验证的远程桌面的计算机连接”选项，可以允许使用任意版本的远程桌面或RemoteApp的人连接到计算机。如果不知道其他人正在使用的远程桌面连接的版本，这是一个很好的选择，但是安全性较低。
 
 	选择“允许远程连接到此计算机”选项，同时选择“仅允许运行使用网络级别身份验证的远程桌面的计算机连接”选项，可以允许使用运行带网络级别身份验证的远程桌面或RemoteApp版本计算机的用户连接到计算机。如果连接到Hyper-V主机用户的计算机中运行的是Windows 7/2008/2008 R2/2012操作系统，这是最安全的选择，因为以上版本操作系统中，远程桌面使用网络级别身份验证。
 

 
第4步，单击“选择用户”按钮，打开“远程桌面用户”对话框，如图3-33所示。单击“添加”按钮，将具备远程访问功能的用户添加到列表中。默认状态下，本地管理员组中用户已经具备远程访问的权限。多次单击“确定”按钮后，启用“远程桌面”功能。
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图3-32　设置Hyper-V主机之三
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图3-33　设置Hyper-V主机之四
 
3.3.3　查看“远程桌面”版本
 
不同操作系统的“远程桌面”工具使用的验证方式不同，因此在运行不同操作系统的用户计算机中，必须选择不同的设置。
 
1．Windows XP操作系统
 
打开“远程桌面连接”对话框，单击“[image: 图片 33]”图标，在弹出的菜单中选择“关于”选项，如图3-34所示。命令执行后，显示图3-35所示的“关于远程桌面连接”对话框，显示当前使用的远程桌面工具是否具备网络级别身份验证。Windows XP以及Windows Server 2003操作系统不具备该功能。
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图3-34　查看Windows XP操作系统身份验证之一
 
[image: 图片 35]
 
图3-35　查看Windows XP操作系统身份验证之二
 
2．Windows Server 2012
 
用同样的方法查看Windows Server 2012内置的“远程桌面”工具（如图3-36所示），“关于远程桌面连接”对话框显示Windows Server 2012中的“远程桌面”工具“支持网络级别的身份验证”，如图3-37所示。
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图3-36　查看Windows Server 2012身份验证之一
 
[image: 图片 1]
 
图3-37　查看Windows Server 2012身份验证之二
 
3.3.4　远程访问
 
1．Windows XP操作系统远程访问
 
如果管理用户客户端计算机运行Windows XP操作系统，可以通过“mstsc”命令连接到目标计算机。
 
第1步，以具备远程访问功能的用户登录计算机。打开“运行”对话框，在“打开”文本框中键入“mstsc”命令。命令执行后，显示图3-38所示的“远程桌面连接”对话框。在“计算机”文本框中键入需要访问的远程计算机的IP地址或者计算机名称。
 
第2步，单击“选项”按钮，显示完整的登录设置对话框，如图3-39所示。
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图3-38　Windows XP远程访问之一
 
[image: 图片 39]
 
图3-39　Windows XP远程访问之二
 
第3步，单击“连接”按钮，显示“远程桌面”登录窗口，如图3-40所示。
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图3-40　Windows XP远程访问之三
 
第4步，选择目标用户，如果用户不存在，单击“其他用户”按钮，键入用户名和密码之后即可登录到远程计算机桌面。登录后的用户可同访问本地计算机一样访问远程计算机的资源，如图3-41所示。
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图3-41　Windows XP远程访问之四
 
第5步，登录成功后，登录用户即可访问Hyper-V主机的桌面，如图3-42所示。
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图3-42　Windows XP远程访问之五
 
2．Windows 8远程访问
 
如果管理用户客户端计算机运行Windows 8操作系统，除了使用“mstsc”命令之外，还可以登录到“应用商店”下载 “远程桌面”管理工具，然后安装到管理计算机中。安装成功的管理工具（红色图标）如图3-43所示。
 
[image: 图片 43]
 
图3-43　Windows 8远程访问之一
 
第1步，单击“远程桌面”磁贴，打开远程桌面管理窗口，如图3-44所示。
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图3-44　Windows 8远程访问之二
 
第2步，在地址栏中键入需要管理的目标计算机的IP地址或者DNS名称，单击“连接”按钮，显示图3-45所示的“输入你的凭据”窗口。
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图3-45　Windows 8远程访问之三
 
第3步，设置具备管理权限的用户名和密码后，单击“确定”按钮，显示“无法验证远程电脑的身份”安全信息，并显示可能产生此错误的原因，如图3-46所示。单击“仍然连接”按钮，连接到目标计算机桌面。
 
第4步，连接成功的远程计算机桌面将添加到“远程桌面”窗口中，用户下一次登录目标计算机时，直接单击目标计算机图标，不需要二次输入目标计算机连接地址。如果选择“记住我的凭据”选项，用户不需要输入用户名和密码，就可以直接登录到目标计算机桌面，如图3-47所示。
 
3．Windows Server 2012远程管理
 
如果管理用户客户端计算机运行Windows Server 2012操作系统，除“mstsc”命令、“应用商店”之外，还可以通过“服务器管理器”管理目标计算机，其实这3种管理的实质都是通过远程桌面管理协议完成。
 
第1步，打开“服务器管理器”，鼠标右键单击“所有服务器”，在弹出的快捷菜单中选择“添加服务器”命令，如图3-48所示。
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图3-46　Windows 8远程访问之四
 
[image: 图片 47]
 
图3-47　Windows 8远程访问之五
 
[image: 图片 48]
 
图3-48　Windows Server 2012远程管理之一
 
第2步，命令执行后，打开“添加服务器”窗口。在“名称”文本框中键入目标计算机的DNS名称，单击“立即查找”按钮。找到目标计算机后，单击“[image: 图片 49]”按钮，添加到“已选择”列表中，设置完成的参数如图3-49所示。
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图3-49　Windows Server 2012远程管理之二
 
第3步，单击“确定”按钮，将目标计算机添加到“服务器管理器”的“所有服务器”列表中。需要远程管理目标计算机时，鼠标右键单击目标计算机，在弹出的快捷菜单中选择“远程桌面连接”命令，如图3-50所示。命令执行后，即可连接到目标计算机。
 
[image: 图片 51]
 
图3-50　Windows Server 2012远程管理之三
 


第4章　Hyper-V虚拟机处理器
 
Hyper-V应用对Hyper-V主机的CPU要求最高，CPU决定计算机能否支持虚拟化功能，以及虚拟机的运行性能。本章将以CPU为重点，介绍Hyper-V对CPU的要求，以及如何查看计算机是否支持Hyper-V功能，以及如何解决虚拟机和Hyper-V主机之间的资源竞争。
 
4.1　虚拟机处理器
 
计算机处理器指的是物理CPU。对虚拟机来说，处理器是一个重要的指标，是衡量虚拟机性能的重要标志。虚拟机可以使用的处理器数量取决于Hyper-V主机的核心数量，占用的资源同样受制于Hyper-V主机的资源。
 
4.1.1　性能及使用的处理器
 
虚拟机中使用的处理器称为“逻辑处理器”，而非物理处理器。
 
1．PCPU
 
PCPU指的是实体CPU。例如单核的“AMD ATHlon”，四核的“Intel Core i7”或是六核的“Intel Xeon”。
 
2．PCORE
 
PCORE指的是实体核心数，例如一个实体CPU“Intel Core i7”有4个pcore，即一个实体CPU有4个内核。
 
3．VCPU
 
VCPU指的是虚拟机中使用的CPU。虚拟机中的CPU实际上是实体CPU的资源按照配置的分配比例分配而成。Hyper-V无法把某一个PCPU指定给某一个虚拟机使用。
 
4．VCORE
 
虚拟机中没有VCORE这种说法，因为在虚拟机中不可能会有一个多核心的VCPU，所有的VCPU都是由真实的PCPU或者PCORE排列组合而成。
 
4.1.2　虚拟机支持的CPU数量
 
Hyper-V部署的虚拟机系统中，每台虚拟机支持的内存容量最多为1TB。每台虚拟机支持的虚拟处理器个数根据操作系统不同，数量也不同，最多为64个。对Windows Server 2008 R2来说，Windows Server 2012对CPU的支持能力有大幅度提升，通过微软发布的表4-1可以看出。
 
表4-1　Windows Server 2008/2012 Hyper-V CPU参考
 
 
  
   
   	系　统 
   	资　源 
   	Windows Server 2008 R2 Hyper-V 
   	Windows Server 2012 Hyper-V 
   	改善情况 
  
 
   
   	 Hyper-V主机
  
   	 逻辑处理器
  
   	 64
  
   	 320
  
   	 5×
  
  
 
   
   	 物理内存
  
   	 1TB
  
   	 4TB
  
   	 4×
  
  
 
   
   	 每Hyper-V主机虚拟CPU
  
   	 512
  
   	 2,048
  
   	 4×
  
  
 
   
   	 虚拟机
  
   	 每虚拟机虚拟 CPU
  
   	 4
  
   	 64
  
   	 16×
  
  
 
   
   	 每虚拟机内存
  
   	 64GB
  
   	 1TB
  
   	 16×
  
  
 
   
   	 每Hyper-V主机活跃虚拟机
  
   	 384
  
   	 1,024
  
   	 2.7×
  
  
 
   
   	 来宾 NUMA
  
   	 No
  
   	 Yes
  
   	 -
  
  
 
   
   	 群集
  
   	 最大节点数
  
   	 16
  
   	 64
  
   	 4×
  
  
 
   
   	 最大虚拟机数
  
   	 1,000
  
   	 8,000
  
   	 8×
  
  
 
  

 
4.1.3　查看CPU数量
 
管理员不仅关心CPU的数量，同样也关心内核的数量。内核越多，计算机的数据后处理能力越强，价格也越高。
 
1．工具查看
 
通过工具“cpu-z”可以查看当前计算机中CPU的类型、数量以及内核数量。下载地址：http://www.cpuid.com/softwares/cpu-z.html，该软件是绿色软件，下载后直接运行即可。例如，测试用客户端计算机检测后的结果如图4-1所示。计算机使用的CPU型号为Intel Core 2 Duo E6300，处理器数量为1，内核数量为2。
 
[image: 图片 24]
 
图4-1　工具查看之一
 
例如，IBM服务器CPU检测结果如图4-2所示。该服务器中使用2个处理器，CPU型号为Intel Xeon E5335，处理器数量为2，单处理器内核数量为4，即该服务器共使用8个内核，如图4-3所示。
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图4-2　工具查看之二
 
[image: 图片 2]
 
图4-3　工具查看之三
 
2．任务管理器查看内核数量
 
通过“任务管理器”可以查看当前计算机所有的内核数量，但是不能明确显示计算机中有多少个处理器。例如在测试客户端计算机中，打开“资源监视器”，如图4-4所示。“CPU”显示有4个独立区域，表示该计算机有4个内核在运行。
 
[image: 图片 1]
 
图4-4　任务管理器查看内核数量
 
4.2　Hyper-V支持环境
 
计算机中安装Hyper-V角色，首先CPU必须支持Hyper-V功能，具体参数可以查看CPU厂商站点发布的公告信息。
 
4.2.1　CPU 硬件需求
 
若要安装和使用Windows Server 2012 Hyper-V角色，物理计算机使用的CPU必须具备以下条件：
 
 
 	X64处理器。
 
 	硬件支持协助虚拟化功能。例如，Intel虚拟化技术‘Intel VT’或AMD虚拟化‘AMD-V’。
 
 	硬件强制数据执行保护（DEP，全称：Data Excution Protection）。该功能必须可用且必须启用。
 

 
4.2.2　支持Hyper-V功能的检测工具
 
计算机中安装Hyper-V角色需要满足3个先决条件，否则将不能在目标计算机中部署Hyper-V角色。读者可以通过工具确认准备安装Hyper-V的计算机是否满足部署条件。下面介绍两款常见的Hyper-V功能检测工具。
 
1．工具“securable”
 
工具“securable”可以直观地显示计算机是否满足部署用的3个条件。下载地址：http://www.grc.com/securable.htm，如图4-5所示。该工具是一款绿色软件，下载后直接运行即可。
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图4-5　securable工具检测之一
 
软件运行后，出现图4-6所示的窗口，显示当前计算机3个条件的状态。
 
 
 	CPU型号为“Intel Core 2 CPU/6300 @1.86GHz”。
 
 	支持64位系统。
 
 	DEP（强制数据保护）功能，启用该功能显示为“Yes”，否则显示为“No”。
 
 	Hardware Virtualization（硬件虚拟化）功能，启用该功能显示为“YES”，否则显示为“NO”。
 

 
图4-6所示的检测结果显示，检测的目标计算机不支持Hardware Virtualization（硬件虚拟化）功能，在该计算机中不能部署Hyper-V角色。
 
[image: 图片 6]
 
图4-6　securable工具检测之二
 
图4-7所示的检测结果显示，检测的目标计算机满足Hyper-V角色的所有安装条件，可以部署Hyper-V角色。
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图4-7　securable工具检测之三
 
2．工具AIDA64 Extreme Edition
 
工具“AIDA64 Extreme Edition”原名为“Everest Ultimate Edition”，是专业计算机信息检测工具。通过该工具可以详细了解CPU功能是否满足运行Hyper-V的3个条件。下载地址：http://www.aida64.com/。下载完成后根据安装向导默认安装即可。
 
运行AIDA64 Extreme Edition软件后，显示图4-8所示的窗口。在左侧列表中选择“主板”→“CPUID”选项，右侧列表中显示CPU的详细信息。
 
先决条件1：64位x86扩展（AMD64，Intel64），支持，即支持x64系统架构。
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图4-8　AIDA64工具检测之一
 
先决条件2：数据执行保护（DEP）（DEP，NX，EDB），支持，即支持DEP（强制数据保护）功能，如图4-9所示。
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图4-9　AIDA64工具检测之二
 
先决条件3：Virtual Machine Extensions（Vanderpool），支持，即支持硬件虚拟化功能，如图4-10所示。
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图4-10　AIDA64工具检测之三
 
4.2.3　常见问题
 
如果在普通PC计算机中安装Hyper-V功能，即使检测CPU支持Hyper-V功能，也不代表计算机主板已经启用虚拟化选项，可能主板并没有在BIOS中设置虚拟化调节选项。解决方法：访问主板生产厂商官网，查看有无新版的BIOS可供下载，下载后升级BIOS即可。如果在2008年之后购买的服务器中部署Hyper-V功能，基本所有的服务器都支持Hyper-V功能。
 
4.3　规划虚拟机处理器
 
同一个Hyper-V主机中的虚拟机，当它们全部或者部分运行时，将毫无疑问地争夺Hyper-V主机CPU资源。如何平衡Hyper-V主机的资源利用率，Hyper-V给出3种解决方案。
 
 
 	分配给虚拟机的CPU资源。
 
 	虚拟机使用的最高CPU资源。
 
 	资源优先级。
 

 
4.3.1　分配给虚拟机的CPU资源
 
虚拟机可用的处理器资源（全部资源为100%）是指管理员可以分配给虚拟机的可用CPU资源，也就是说将CPU处理能力的一部分指定给特定的虚拟机（使用百分比表示）。虚拟机属性设置中提供“虚拟机保留”选项，此设置保证按照指定的百分比将CPU资源提供给该虚拟机。此设置将影响可以一次运行的虚拟机数量，如果指定多台虚拟机，虚拟机使用的CPU资源超过100%，则按照虚拟机启动先后顺序，未超出CPU处理能力的虚拟机可以正常启动，超出CPU处理能力的虚拟机将不能启动。例如在同一台Hyper-V主机中，
 
 
 	CPU选择4个逻辑处理器（Hyper-V主机为4核心），虚拟机（Windows 8 Pro）设置的保留（百分比）为50%（如图4-11所示），则处理器数据处理能力的50%被分配给该虚拟机。
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图4-11　虚拟机保留百分比设置之一
 
 
 	CPU选择4个逻辑处理器（Hyper-V主机为4核心），虚拟机（Install-APP）设置的保留（百分比）为100%（如图4-12所示），则处理器数据处理能力的100%被分配给该虚拟机。
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图4-12　虚拟机保留百分比设置之二
 
如果同时开启两台虚拟机，则需要的处理器运算能力为150%，超出处理器最大负荷，由于两台虚拟机的独立需求没有超出100%，因此：
 
 
 	两台虚拟机在独立运行的状态下，可以正常运行。
 
 	两台虚拟机同时启动，首先启动的虚拟机将正常启动，第二台虚拟机将不能启动，并出现错误提示，提示虚拟机无法初始化，如图4-13所示。
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图4-13　虚拟机保留百分比设置之三
 
4.3.2　虚拟机使用的最高CPU资源
 
管理员可以指定虚拟机使用的CPU资源（使用百分比表示），也就是说可以设置虚拟机使用的CPU资源。虚拟机属性设置中提供“虚拟机限制”选项，此设置保证虚拟机可以使用最大CPU处理能力。如果同时启动多台虚拟机，虚拟机使用CPU资源超过限制值，如果使用CPU资源超出限制值，则使用CPU最高值为设置值（百分比）。例如在同一台Hyper-V主机中，
 
 
 	虚拟机（Windows 8 Pro）设置的虚拟机限制（百分比）为50%（如图4-14所示），则该虚拟机最多可以使用CPU数据处理能力的50%。
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图4-14　虚拟机限制百分比设置之一
 
 
 	虚拟机（Install-APP）设置的虚拟机限制（百分比）为80%（如图4-15所示），则该虚拟机最多可以使用CPU数据处理能力的80%。
 

 
如果同时开启两台虚拟机，每台虚拟机对CPU的需求如果不超出限制比率，则两台虚拟机都可以正常启动。如果对CPU的需求超出设置值，占用CPU资源将不超出限制值。虚拟机（Windows 8 Pro）限制值为50%，如果该虚拟机需要80%的CPU资源，也只能得到50%，如图4-16所示。
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图4-15　虚拟机限制百分比设置之二
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图4-16　虚拟机限制百分比设置之三
 
4.3.3　争夺CPU资源优先级
 
在同一台宿主计算机中，有多个虚拟机运行并且争用CPU资源时，管理员可以设置虚拟机使用CPU的优先级别。虚拟机属性设置中提供“相对权重”选项，可以设置虚拟机优先级，优先级别默认设置为100，即每个虚拟机优先级相同，优先级可用区间是1～10000。当出现争夺资源的状况时，根据时间片轮转均衡地把CPU资源分配给虚拟机。启动优先级设置后，优先级高的虚拟机将首先得到CPU资源。例如在同一台Hyper-V主机中，
 
 
 	虚拟机（Windows 8 Pro）设置的“相对权重”为200，如图4-17所示。
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图4-17　虚拟机权重设置之一
 
 
 	虚拟机（Install-APP）设置的“相对权重”为100，如图4-18所示，虚拟机（Windows 8 Pro）优先级高于后面的虚拟机（Install-APP）。
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图4-18　虚拟机权重设置之二
 
如果同时开启两台虚拟机，当争夺CPU资源时，虚拟机（Windows 8 Pro）由于优先级较高将优先得到分配的CPU资源。
 


第5章　Hyper-V虚拟机内存
 
内存分配给虚拟机后，Hyper-V主机把系统可用内存分配给虚拟机。Hyper-V默认分配内存方式是静态分配内存。如果分配内存为2 GB，从物理内存中划出2GB内存，虚拟机运行后，通过资源管理器可以看到物理内存立即减少2GB。Hyper-V虚拟机不能超量使用物理内存，即所有虚拟机分配的内存之和不能超过物理内存。实际上，许多虚拟机并没有充分利用分配的内存，就像没有充分利用处理器资源一样。Windows Server 2012 Hyper-V提供动态内存功能，管理员可以重新调整资源，让内存物尽其用，达到更好的内存整合和更高的管理效率。
 
5.1　静态内存
 
静态内存指的是分配给虚拟机的内存。虚拟机没有启动时，不会占用物理计算机内存。虚拟机启动后，将从物理计算机内存中划分出指定数量的内存给虚拟机使用，物理计算机将减少同样数量的内存。本节以案例方式说明内存的使用。
 
5.1.1　物理计算机的内存
 
在本案例中，物理计算机安装Windows Server 2012操作系统，内存配置为8GB，如图5-1所示。
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图5-1　计算机设置
 
5.1.2　虚拟机运行前的内存状态
 
案例中的计算机运行虚拟机之前，打开“任务管理器”，切换到“性能”选项卡，显示当前计算机内存分配状态，如图5-2所示，使用的内存为3.2GB，可用的内存为4.7GB，内存合计为8GB。
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图5-2 “任务管理器”查看内存
 
单击窗口下方的“打开资源监视器”超链接，切换到“性能”选项卡，显示图5-3所示的“资源监视器”窗口，进程列表中显示每个进程占用的资源。
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图5-3 “资源监视器”查看内存
 
5.1.3　虚拟机“静态”内存使用状态
 
案例中部署5个虚拟机，默认内存使用模式为“静态”内存配置，内存分别配置为：
 
 
 	Windows XP：512MB。
 
 	Windows 8：2048MB。
 
 	Windows Server 2012 Web：2048MB。
 

 
3个虚拟机的内存合计分配为4608MB，当使用“静态”内存模式（如图5-4所示）时，虚拟机启动后将为每台虚拟机分配等量的内存，内存使用状态如图5-5所示。
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图5-4　静态内存设置
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图5-5　虚拟机内存使用状态
 
打开“任务管理器”，切换到“性能”选项卡，显示当前计算机内存使用状态。当前物理内存使用7.9GB，物理内存使用率接近100%，内存使用量相当于3个虚拟机分配的内存与物理计算机使用的内存之和，如图5-6所示。
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图5-6 “任务管理器”查看内存使用状态
 
单击窗口下方的“打开资源监视器”超链接，切换到“性能”选项卡，如图5-7所示。窗口右侧显示当前计算机的内存占用比率。
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图5-7 “资源监视器”查看内存状态
 
5.2　动态内存
 
动态内存管理是Windows Server 2012提供的新功能，能够自动平衡服务器中虚拟机所占用的物理内存大小。此功能针对不同虚拟机内存范围，根据虚拟机中的应用优先级自动调整虚拟机对物理内存的使用，在应用性能和内存占用大小方面进行自动平衡并达到性能优化的目的。
 
5.2.1　升级集成服务组件
 
运行Hyper-V架构上的虚拟机，安装完成虚拟机操作系统后需要安装“集成服务”组件。单击虚拟机窗口菜单栏的“操作”菜单，在下拉菜单列表中选择“插入集成服务安装盘”命令，命令执行后，将自动检测并升级已经安装的集成服务组件。如果没有自动运行，从虚拟机的光盘驱动器中运行安装程序即可。
 
5.2.2　启用动态内存
 
本例以名称为“Windows 8 Pro”的虚拟机为例，说明如何启用动态内存。
 
第1步，鼠标右键单击需要启用动态内存的虚拟机，在弹出的快捷菜单中选择“设置”命令，命令执行后，打开虚拟机属性对话框。选择“硬件”→“内存”选项，如图5-8所示。“启动RAM”设置为“2048MB”。
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图5-8　动态内存设置之一
 
第2步，选择“启用动态内存”选项，“最低RAM”设置为“512MB”，“最大RAM”默认为“1048576MB”，内存缓冲默认设置为“20%”。微软缓冲区百分比范围为5%至95%，默认值为20%，如图5-9所示。
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图5-9　动态内存设置之二
 
第3步，设置虚拟机的“内存权重”，拖动“内存权重”区域的滑动条改变虚拟机内存权重。当物理内存受到限制时，该设置有助于确定哪个设备优先使用内存。该设置意味着当内存不够时，数值大的将会优先得到内存。低优先级的虚拟机内存会被系统剥夺，然后分配给更高优先级的虚拟机。
 
第4步，单击“确定”按钮，即可启动动态内存功能。
 
5.2.3　动态内存监控
 
名称为“Windows 8 Pro”的虚拟机已经启用“动态内存”功能。
 
1．虚拟机运行前的内存
 
打开“资源监视器”，虚拟机运行前“正在使用”的内存为3151MB，如图5-10所示。
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图5-10 “资源监视器”查看内存状态
 
2．虚拟机运行后
 
虚拟机运行后，虚拟机管理窗口显示虚拟机的内存使用状态（如图5-11所示）。注意，动态内存已启用。
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图5-11　虚拟机运行内存监控之一
 
打开“资源监视器”，虚拟机运行前“正在使用”的内存为3151MB，分配给虚拟机的内存为2048MB。启用动态内存后“正在使用”的内存为“3915MB”，如图5-12所示。虚拟机实际使用的内存约为764MB，远远低于分配的内存值。因此，在当前环境中可以运行更多的虚拟机，更能满足虚拟机用于突发内存的使用需求。
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图5-12　虚拟机运行内存监控之二
 
另外，需要注意：虚拟机的资源请求处于动态变化中，对内存的需求也会动态变化。图5-11中“分配的内存”为“688MB”，图5-13中“分配的内存”为“514MB”。
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图5-13　虚拟机运行内存监控之三
 
5.3　管理动态内存
 
在Windows Server 2008中，管理员只能固定指定虚拟机使用的物理内存大小。当虚拟机启动时，自动将管理员分配的内存完全占用，这种应用模式可能会出现以下2个问题：
 
 
 	当管理员分配给虚拟机的内存大小无法满足应用的需求时，管理员需要在关闭虚拟机的情况下（Hyper-V不支持内存热插拔），对其内存占用大小重新进行调整。
 
 	当管理员给虚拟机分配过多内存时，在虚拟机应用不需要使用这么多内存的情况下，将造成资源的浪费。
 

 
Windows Server 2008 R2之后的版本提供内存动态管理功能，可以解决遇到的内存应用瓶颈。
 
5.3.1　内存过量
 
1．什么是内存过量使用
 
内存过量使用允许虚拟机使用比物理主机可用的更多内存。例如，宿主机有2GB内存，可以在其上运行4台拥有1GB内存的虚拟机。内存能过量使用是因为有比宿主机更多的虚拟内存。因此管理员能够最大化物理计算机中运行的虚拟机数量，而不用理会物理内存的限制。
 
如果没有内存过量使用功能，分配给虚拟机的内存最多只能是和宿主机内存数量相同。但实际上，虚拟机通常消耗的内存比其需要的少，这会浪费物理内存空间，并限制了在服务器上能运行的虚拟机数量。例如，一台8GB 内存的Hyper-V主机可能部署3台虚拟机，每个分配2GB内存，并预留2GB给主机操作系统。虽然这台服务器有足够的CPU和磁盘资源来宿主更多虚拟机，但内存成为限制因素。Hyper-V 动态内存里含有的一个选项（内存缓冲区）能解决这个问题。
 
2．Hyper-V不支持内存过量使用
 
Hyper-V不允许内存过量使用，例如如果分配4GB内存给Hyper-V的一台虚拟机，虚拟机实际只使用2GB。启动虚拟机后，Hyper-V检查是否有4GB的物理内存可用。如果有4GB的物理内存可用，内存就被“锁定”，因此只能用于该虚拟机。如果4GB不可用，虚拟机就不能启动，即使虚拟服务器需要的2GB内存可用也不行。
 
3．Hyper-V内存使用机制
 
Hyper-V提供“内存缓冲区”、“内存权重”以及“内存优先级”，允许根据内存使用率优化虚拟机。当出现争用内存的情况，高优先权虚拟机首先获得内存。这是因为内存竞争会迫使虚拟机用完内存，虚拟机需要但又没有可用的内存。“Hyper-V管理器”显示每台虚拟机可用的内存，帮助管理员在Hyper-V上更好地管理内存分配。
 
5.3.2　启动内存
 
启动内存指虚拟机启动所需要的最小内存容量加上开启应用程序所需要的内存之和。启动内存值和处于“静态”模式下的内存设置相同。例如Microsoft Exchange Server 2010至少需要4 GB的系统内存，即使用8GB来运行一个虚拟系统，而操作系统和应用程序需要的最低内存是4GB，启动内存设置就是4GB，因此应该令启动内存设置与操作系统和应用程序启动所需要的最低内存容量保持一致。
 
5.3.3　最大内存
 
最大内存是Hyper-V可以为虚拟机提供的最大内存容量，默认设置为1048576 MB 。Hyper-V根据实际需要的容量自动分配。例如，如果应用程序需要占用全部内存，可以把Hyper-V支持的最大内存分配给虚拟机。
 
5.3.4　动态内存使用时机
 
尽管动态内存可以让单个物理计算机管理更多的虚拟机，但有些虚拟机系统需要使用静态设置。如果应用程序使用预先定义的内存容量能够取得最好的性能，那么就可以使用静态设置，而没有必要启用动态内存。
 
5.3.5　内存缓冲区
 
1．什么是内存缓冲区
 
内存缓冲区是Hyper-V虚拟内存的基本设置，为每台虚拟机保留额外空间。内存缓冲区为虚拟机提供比实际需求更多的内存空间。虚拟机的内存缓冲区不以MB计算，使用的是内存百分比，默认设置为20%，如图5-14所示。
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图5-14　内存设置
 
2．内存缓存区运行时机
 
当内存需求在某一两秒间隔内突然增大时，可以使用保留区域。在没有缓存的情况下，这一两秒内突然增大的内存需求会迫使虚拟机进入内存溢出状态。该状态下内存页面文件将被自动写入磁盘，数据从高速运行的内存空间中转移到相对极慢的磁盘上，会导致计算性能的明显降低。
 
当内存需求发生改变时，额外保留的空间可以降低虚拟机把内存数据写入磁盘的概率。同时，更大的缓存空间也带来了浪费。保留的内存区域总是处于可用状态，因此在虚拟机用到它之前都是闲置的。用户设置灵活性很大，该比率可以是5%～95%之间的任意数字。比较好的方式是，开始的时候设置小一点，当发现虚拟机总是发生写入磁盘的情况时，可以随时对比率进行调整。
 
5.3.6　内存权重
 
1．什么是内存权重
 
内存权重设置可以让用户指定在内存资源短缺时，哪台虚拟机可以优先获取内存资源。Hyper-V动态内存技术总是不断地平衡内存使用，但有时内存资源无法满足所有虚拟机的需求。如果启用过多的虚拟机，或者某台虚拟机运行某个应用程序时会突然需要大量内存资源。当发生这种情况时，内存权重设置可以对虚拟机的优先级分类。低优先级的虚拟机在高优先级虚拟机内存分配完成前无法获得内存资源。
 
2．系统上提示“虚拟内存过低”
 
如果主机提示进行虚拟内存设置，往往意味着内存资源很紧张。只有在可用内存耗尽时主机才会提示内存权重问题，因此在多数时间内Hyper-V不会用到它。但是如果发生这种情况，所有缺少内存资源的虚拟机都需要把内存数据写入硬盘，性能会大幅降低。虽然可以通过设置优先级清单来保障高优先级的虚拟机，但是首先还是要配置好虚拟主机尽量不要用到内存权重。管理员可以设置“内存权重”，拖动滑动条即可改变虚拟机内存应用级别。
 
3．内存权重的作用
 
“内存权重”的作用：
 
 
 	高优先级的虚拟机得到更多的内存。当虚拟机需要更多的内存时，高优先级的虚拟机可以第一时间得到所需的内存。
 
 	低优先级的虚拟机会被优先“夺走”内存。这其实和高优先级虚拟机的情况相同：当虚拟机需要更多内存时，Hyper-V会把低优先级的虚拟机内存“夺”过来给高优先级的虚拟机。
 
 	当启动一台“新”虚拟机时，所给予它的内存来源于已经运行的虚拟机占有的内存。具体分配多少，则要看要启动虚拟机的内存权重的高低。如果运行一个混合的Hyper-V环境（开启动态内存模式与没有开启动态内存模式的虚拟机混杂运行），设置内存权重但没有开启动态内存的虚拟机会影响新启动虚拟机所能得到的内存数量。开启动态模式的虚拟机会被夺走内存，没有开启动态模式的虚拟机则不会，这些由Hyper-V拿走的内存会根据虚拟机设定的内存权重分配给它们，而不考虑它们是否开启动态内存。
 

 
4．注意事项
 
“内存权重”对于内存足够多的物理机（物理机指运行虚拟机的主机）而言没有任何作用。拥有充足物理内存的物理机可以为其上运行的所有虚拟机提供所需的所有内存，也就不需要动态内存技术。当出现物理内存不足的情况时，Hyper-V需要判断哪些虚拟机可以得到内存，哪些不能得到。“内存权重”正是扮演了这个角色。
 
5.3.7　内存计算
 
Hyper-V动态内存功能是指通过调用内存压力计算并确定出虚拟机所需要使用的内存大小值。Hyper-V动态内存增长采用内存热插拔算法，而内存缩减采用的则是冒泡算法。若要执行这一运算过程，Hyper-V需要知道虚拟机中运行的来宾操作系统所提交的总内存大小，以作为虚拟机所需内存大小计算比例的压力。Hyper-V会分配给虚拟机管理员设置的一个起始内存值，再附加一个缓冲区作为动态附加内存。虚拟机系统通常使用此额外的附加内存作为其系统文件缓存以增强操作系统和应用程序的性能。微软制定的缓冲区百分比范围为5%～95%，默认值为20%。
 
1．计算公式
 
虚拟机可用内存计算公式：
 
虚拟机可用内存=启动内存+启动内存*（缓冲区百分比/（1-缓冲区百分比））
 
2．计算实例
 
管理员为某虚拟机设置内存大小为1200MB，缓冲区百分比为20%，则Hyper-V会附加额外的20%/(100%-20%) ×1200 MB = 300 MB内存，即总共1500MB内存给虚拟机。
 
如果此例中的缓冲区百分比设置为80%，则Hyper-V会附加额外的80%/(100%-80%) ×1200 MB = 4800 MB内存，即总共6000MB内存给虚拟机。
 


第6章　Hyper-V虚拟机网络适配器
 
部署Hyper-V虚拟化时，通常会关注服务器性能问题，例如CPU数量、运行速度、内存大小、磁盘存储模式以及磁盘容量等，但是却经常忽视网络适配器（网卡）带来的性能问题。本章将着重探讨Windows Server 2012中虚拟交换机/虚拟网卡系列问题。
 
6.1　网络适配器角色转变
 
当把网线插入网络适配器（10MB/100MB/1GB/10GB）时，通过网络交换机，计算机之间开始交换数据。物理计算机安装Hyper-V角色且运行多个虚拟系统之后，主机、其他物理计算机和虚拟机之间通过虚拟交换机进行数据交换。
 
6.1.1　虚拟交换机如何产生
 
Hyper-V角色安装后，选择搭建Hyper-V网络的物理网卡将变成一个虚拟交换机，同时物理网卡的原有配置全部丢失，Hyper-V将自动创建一个虚拟网卡继承原物理网卡的配置，物理计算机可以正常使用网络。所有连接该适配器的虚拟机均通过该适配器和主机、其他主机、虚拟机之间通信。
 
1．网卡变化
 
安装Hyper-V角色之前，已经安装的网络适配器如图6-1所示。计算机中安装两块网卡，名称分别为内网和外网，连接到不同的网络。
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图6-1　网卡变化之一
 
安装Hyper-V角色的过程中，选择名称为“内网”的网络适配器作为虚拟网络专用网卡，如图6-2所示。
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图6-2　网卡变化之二
 
Hyper-V角色安装完成后，将创建一块名称为“vEthernet (Realtek PCIe GBE 系列控制器 - Virtual Switch)”的新网络适配器，如图6-3所示。
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图6-3　网卡变化之三
 
2．网络适配器“内网”协议变化
 
名称为“内网”的网络适配器安装Hyper-V角色之前安装的所有协议如图6-4所示。安装Hyper-V角色之后的协议如图6-5所示，添加并启用新协议“Hyper-V可扩展的虚拟交换机”，关闭其他所有协议。
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图6-4　协议变化之一
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图6-5　协议变化之二
 
3．网络适配器“内网”IP地址变化
 
名称为“内网”的网络适配器部署Hyper-V前，通过DHCP服务器得到IP地址以及其他网络参数，如图6-6所示。
 
安装Hyper-V角色之后，网络适配器“内网”的IP地址设置被取消，如图6-7所示。
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图6-6　安装Hyper-V前的网络参数
 
[image: 图片 7]
 
图6-7　安装Hyper-V后的网络参数
 
4．虚拟适配器
 
新的网络适配器“vEthernet (Realtek PCIe GBE 系列控制器 - Virtual Switch)”是一个虚拟适配器，该网络适配器继承原物理网卡的配置，如果网络中已经部署DHCP服务器，将自动得到新的IP地址等网络参数。
 
第1步，鼠标右键单击“vEthernet (Realtek PCIe GBE 系列控制器 - Virtual Switch)”，在弹出的快捷菜单中选择“状态”命令，显示图6-8所示的“状态”对话框，网卡连接速率为10Gbit/s，即速率为万兆。
 
第2步，单击“详细信息”按钮，显示图6-9所示的“网络连接详细信息”对话框。“描述”属性显示，当前网络连接为“Hyper-V虚拟以太网适配器#2”，即网卡被仿真成虚拟交换机。该适配器承接原网络适配器的DHCP功能，从服务器获得动态IP地址。
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图6-8　虚拟适配器配置之一
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图6-9　虚拟适配器配置之二
 
第3步，单击“属性”按钮，显示图6-10所示的“属性”对话框。在“此连接使用下列项目”列表中，可以发现已经安装“Hyper-V可扩展的虚拟交换机”选项，但是没有选择该选项，其他协议和普通网卡使用的协议设置相同。
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图6-10　适配器配置之三
 
6.1.2　常见问题
 
1．能否访问虚拟交换机
 
同物理交换机一样，虚拟交换机也有很多端口用来连接虚拟机的虚拟以太网卡。虚拟交换机部署在物理主机上，以一个父分区的形式存在。虚拟交换机无法像访问“思科”等物理交换机一样访问虚拟交换机，这是因为虚拟交换机没有自己的操作系统，因而无法单独访问虚拟交换机。
 
2．如何选择虚拟交换机
 
在使用虚拟机“联网”过程中，可以随时更改虚拟机连接到的“虚拟交换机”，这相当于在真实的局域网环境中，把网线从一台交换机插到另一台交换机上一样。当然，在虚拟机中改变网络，选择不同的设置即可。
 
3．如何访问不同的网络
 
默认情况下，只有使用外部虚拟交换机的虚拟机才能直接访问主机网络，也就是说，主机上的所有虚拟机只能访问同一个主机网络。在实际应用中，主机上可能有不止一块物理网卡，并且这些网卡可能连接到不同的网络。在这种情况下，虚拟机A1连接第一块网卡所属的物理网络，虚拟机A2连接第二块网卡所属的物理网络即可，如图6-11所示。
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图6-11　访问不同的网络
 
6.2　管理虚拟交换机
 
Hyper-V虚拟交换机是第二层虚拟网络交换机，将虚拟机连接到物理网络。Hyper-V支持多种类型的虚拟交换机以完成不同的功能。
 
6.2.1　虚拟交换机类型
 
Hyper-V支持以下3种虚拟交换机类型，分别为外部、内部以及专用。
 
1．外部
 
虚拟交换机部署完成后，虚拟机和宿主机连接到同一个虚拟交换机。虚拟机与宿主机获取同一网段的IP地址，与宿主机所在的网络中的其他计算机通信，每台虚拟机等同于宿主机所在网络中的宿主机。
 
2．内部
 
内部网络相当于给宿主机虚拟一张网卡，用于与虚拟机通信，并且提供DHCP服务和NAT代理服务。虚拟机可以通过宿主机上网但是不能与宿主机所在的网络通信。
 
3．专用
 
专用网络相当于虚拟一个专供虚拟机连接的虚拟交换机，所有的虚拟机连接到同一个虚拟交换机上，所有的虚拟机之间可以通信，但是不能访问宿主机以及宿主机所在的网络。
 
6.2.2　创建虚拟交换机
 
每个虚拟交换机将使用一块网卡，如果要部署N个虚拟交换机，建议使用的网络适配器的数量为N+1块，多余的一块作为物理计算机管理用。例如启用物理计算机的“远程桌面”功能，管理员通过远程桌面即可管理Hyper-V。
 
第1步，打开Hyper-V管理器，鼠标右键单击宿主机，在弹出的快捷菜单中选择“虚拟交换机管理器”命令。或者在“操作”面板中，单击“虚拟交换机管理器”超链接，如图6-12所示。
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图6-12　创建虚拟交换机之一
 
第2步，命令执行后，显示图6-13所示的“虚拟交换机管理器”对话框。左侧列表的“虚拟交换机”列表中显示宿主机中已经部署的虚拟交换机。
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图6-13　创建虚拟交换机之二
 
第3步，在“导航”窗格选择“虚拟交换机”→“新建虚拟交换机”选项，在右侧“您要创建哪种类型的虚拟交换机”中选择需要创建的网络类型，本例中设置“虚拟交换机类型”为“专用”。单击“添加”按钮，打开“新建虚拟交换机”设置对话框。在“名称”文本框中，键入新建虚拟交换机的名称，在“说明”文本框中键入新建虚拟交换机的概要说明。“连接类型”设置为“专用网络”，设置完成的参数如图6-14所示。
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图6-14　创建虚拟交换机之三
 
第4步，单击“应用”或者“确定”按钮，成功创建新虚拟交换机，新建的虚拟交换机添加到左侧导航窗格中，如图6-15所示。
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图6-15　创建虚拟交换机之四
 
6.2.3　删除虚拟交换机
 
打开虚拟交换机管理器，选择需要移除的虚拟交换机，单击左侧的“移除”按钮，需要删除的虚拟交换机名称以“删除线”标注，如图6-16所示。单击“应用”或者“确定”按钮，删除指定的虚拟交换机。
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图6-16　删除虚拟交换机
 
6.3　实现VLAN功能
 
VLAN用来在相同的物理基础设备中提供独立的子网，提供隔离广播和限制访问功能。如果在一台物理服务器上安装多台虚拟机，每台虚拟机需要连接到不同的子网，最简单的方法是每个虚拟机通过单独的网卡连接到不同的网络，然后进行数据交换。Hyper-V支持VLAN功能。
 
6.3.1　传统VLAN功能
 
随着网络内计算机数量的增多，广播包的数量也会急剧增加。当广播包的数量占到通信总量的30%时，网络的传输效率将会明显下降。所以，当局域网内的计算机达到一定数量后（通常限制在200台以内），通常采用划分虚拟网（VLAN，virtual local area network）的方式将网络分隔开来，将一个大的广播域划分为若干个小的广播域，以减小广播可能造成的损害，子网之间进行通信也必须通过路由设备。
 
1．VLAN的意义和作用
 
在局域网络中使用VLAN技术，具有以下重要意义和作用：
 
 
 	降低移动和变更的管理成本。VLAN中的成员与其物理位置无关，既可连接至同一台交换机，也可连接至不同交换机。当需要把一台计算机从一个子网转移到另一个子网时，迁移工作将只是由网络管理员在用作网络管理的计算机上重新定义一下VLAN成员即可。
 
 	控制广播。由于所有的广播都只在本VLAN内进行，而不再扩散到其他VLAN上，所以将大大减少广播对网络带宽的占用，提高带宽传输效率，并可有效地避免广播风暴的产生。
 
 	增强安全性。VLAN的一个重要好处就是提高了网络安全性。由于交换机只能在同一VLAN内的端口之间交换数据，不同VLAN的端口不能直接相互访问，因此，通过划分VLAN，就可以在物理上防止某些非授权用户访问敏感数据。
 
 	网络监督和管理的自动化。网络管理员可以通过网管软件，查到VLAN间和VLAN内通信的数据报的细目分类信息，以及应用数据报的细目分类信息。而这些信息对于确定路由系统和经常被访问的服务器的最佳配置十分有用。通过划分VLAN，可以使网络管理变得更简单、更轻松、更有效。
 

 
2．VLAN的类型
 
当VLAN在交换机上划分后，不同VLAN间的设备就如同是被物理地分割。也就是说，连接到同一交换机、处于不同VLAN的设备，就如同被物理地连接到两个位于不同网段的交换机上一样，彼此之间的通信一定要经过路由设备，否则，它们之间将无法得知对方的存在，将无法进行任何联系。
 
 
 	基于端口的VLAN
 

 
基于端口的VLAN是最常使用的划分VLAN的方式，几乎被所有的交换机所支持。所谓基于端口的VLAN，是指由网络管理员使用网管软件或直接设置交换机，将某些端口直接地、强制性地分配给某个VLAN（如图6-17所示）。除非网管人员重新设置，否则，这些端口将一直保持对该VLAN的从属性，即属于该VLAN，因此，这种划分方式也称为静态VLAN。这种方法虽然在网络管理员进行VLAN划分操作时会比较麻烦，但相对安全，并且容易配置和维护。同时，由于不同VLAN间的端口不能直接相互通信，因此，每个VLAN都有自己独立的生成树。此外，交换机之间在不同VLAN中可以有多个并行链路，以提高VLAN内部的交换速率，增加交换机之间的带宽。
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图6-17　基于端口的VLAN
 
需要注意的是，不仅可以将同一交换机的不同端口划分为同一VLAN，而且还可以设置跨越交换机的VLAN（如图6-18所示），即将不同交换机的不同端口划分至同一VLAN，这就完全解决了如何使位于不同物理位置、连接至不同交换机中的用户处于同一VLAN的难题。例如，在一个拥有数百台计算机的校园网中，为了提高网络传输效率，可以将所有用户划分为行政、教学和教辅3个VLAN。虽然各学院、系、教研室位于不同的建筑物内，连接至不同的交换机，但仍然能够根据其连接的端口将其划分至同一VLAN。
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图6-18　VLAN与Trunk
 
不同交换机上具有相同ID的VLAN之间，可借助一条链路实现彼此之间的连接。用于连接VLAN的链路称为VLAN中继（VLAN Trunk）。
 
 
 	基于MAC的VLAN
 

 
所谓基于MAC的VLAN，是指借助智能管理软件，根据MAC地址来划分VLAN。该划分方式一般用在每一交换机端口只连接一个终端的情况。也就是说，当端口连接至集线器或傻瓜交换机时，这种划分方式并不适用。端口借助网络包的MAC地址、逻辑地址或协议类型来确定其VLAN的从属，将端口划分至不同VLAN。
 
当某一网络节点刚连接到交换机时，此时交换机端口尚未分配，于是，交换机通过读取网络节点的MAC地址，动态地将该端口划入某个虚拟网。一旦动态VLAN配置完成，用户的计算机就可以随意改变其连接的交换机端口，而不会由此而改变自己的VLAN。当网络中出现未定义的MAC地址时，交换机可以按照预先设定的方式向网管人员报警，再由网管人员做相应的处理。
 
例如，网络管理员有一台笔记本电脑，由于工作性质的关系，需要经常到各部门联机工作。当该笔记本电脑从端口A移动到端口B时，交换机能够自动识别经过端口B的源MAC地址，自动把端口A从当前VLAN中删除，而把端口B定义到当前VLAN中（如图6-19所示）。这种定义方法的优点是当终端在交换式网络中移动时，不必重新定义虚拟网，交换机能够自动进行识别和定义。因此，基于MAC的VLAN也称为动态VLAN。由于MAC地址具有世界唯一性，因此，这种VLAN划分方式的安全性也较高。
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图6-19　基于MAC地址的VLAN
 
 
 	基于IP的VLAN
 

 
所谓基于IP的VALN，是指根据IP地址来划分的VLAN。交换机属于OSI第2层，因此，普通交换机不能识别帧中的网络层报文。但第三层交换机的出现使得第二层的交换功能和第三层的路由功能结合在一起，从而使交换机也能够识别网络层报文，可以使用报文中的IP地址来定义VLAN。因此，当某一用户设置有多个IP地址时，或该端口连接到的集线器中拥有多个TCP/IP用户时，通过基于IP的VLAN，该用户或该端口就可以同时访问多个虚拟网。
 
在该模式下，位于不同VLAN的多个业务部门（每种业务设置成一个虚拟网）均可同时访问同一台网络服务器，也可以同时访问多个虚拟网的资源，还可让多个虚拟网间的连接只需一个路由端口即可完成。这种定义方法的优点是当某一终端使用的网络层协议或IP地址改变时，交换机能够自动识别，重新定义VLAN，不需要管理员干预。但由于IP地址可以人为地、不受约束地自由设置，因此，使用该方式划分VLAN也会带来安全隐患。
 
 
 	基于组播的VLAN
 

 
基于组播的VLAN就是动态地把那些需要同时通信的端口定义到一个VLAN中，并在VLAN中用广播的方法解决点对多点通信的问题。这种划分的方法将VLAN扩大到了广域网，因此，这种方法具有更大的灵活性，而且也很容易通过路由器进行扩展。但是，这种方式主要适合于不在同一地理范围的局域网用户组成一个VLAN，不适合局域网，主要原因是效率不高。
 
6.3.2　Hyper-V的VLAN功能
 
Hyper-V要支持VLAN功能，物理计算机使用的网络适配器必须支持802.1Q中继功能，并且连接一个已经启用中继的交换机端口，该端口可以在VLAN之间传输数据。如果在同一个虚拟交换机上用不同的VLAN ID来连接虚拟网卡，由于VLAN ID不同，不同虚拟机之间不能通信，这是因为虚拟交换机本身不能做三层路由。当配置VLAN并发送数据到物理网络时，需要在三层网络交换机或者路由器中设置VLAN ID，建议让网络工程师参与VLAN的规划和部署。Hyper-V的VLAN实现的功能与传统意义的VLAN功能相同。
 
6.3.3　部署VLAN
 
Hyper-V支持的VLAN设置分为两部分：虚拟交换机设置、虚拟机设置，参数设置完成后测试虚拟机之间的互通情况。
 
1．部署架构
 
本例中包括2台虚拟机，属于同一个网络（192.168.100.0/24），连接到同一个名称为“VLAN20”的虚拟交换机，其中1台虚拟机的VLAN ID规划为“20”，另外1台虚拟机VLAN规划的VLAN ID为“30”，如图6-20示。
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图6-20 “Windows XP SP3”虚拟机配置
 
VLAN规划：
 
 
 	VLAN20，包括“Windows XP SP3”虚拟机。
 
 	VLAN30，包括“Windows 8 Pro”虚拟机。
 

 
虚拟机网络参数设置：
 
 
 	“Windows XP SP3”虚拟机的IP地址为192.168.100.28/24。
 
 	“Windows 8 Pro”虚拟机的IP地址为192.168.100.27/24，如图6-21所示。
 

 
2．虚拟交换机设置
 
本例中创建一个名称为“VLAN20”的虚拟交换机，VLAN ID号为20，“网络类型”设置为“外部”，选择为“为管理操作系统启用虚拟LAN标识”选项，设置完成的参数如图6-22所示。
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图6-21 “Windows 8 Pro”虚拟机配置
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图6-22　虚拟交换机类型设置
 
3．“Windows XP SP3”虚拟机设置
 
虚拟机“Windows XP SP3”的网络适配器设置参数如图6-23所示。选择“启用虚拟LAN标识”选项，“VLAN ID”设置为“20”。该虚拟机运行Windows XP SP3操作系统，关闭防火墙服务。
 
4．“Windows 8 Pro”虚拟机设置
 
虚拟机“Windows 8 Pro”的网络适配器设置参数如图6-24所示。选择“启用虚拟LAN标识”选项，“VLAN ID”设置为“30”。注意，虚拟机“Windows 8 Pro”的VLAN ID为20 ，虚拟机“Windows XP SP3”的VLAN ID为20 ，不在同一个VLAN。该虚拟机运行Windows 8操作系统，关闭防火墙服务。
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图6-23 “Windows XP SP3”虚拟交换机类型设置
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图6-24 “Windows 8 Pro”虚拟交换机设置
 
6.3.4　网络连通测试
 
虚拟机部署完成后，加电即可测试虚拟机之间的连通性。
 
1．同一VLAN测试
 
虚拟机“Windows XP SP3”和“Windows 8 Pro”部署在同一个VLAN（VLAN20）中。虚拟机启动后，两台计算机分别关闭防火墙。使用“Ping”命令互Ping，两台计算机之间可以正常连通，如图6-25和图6-26所示。
 
[image: SNAGHTML4677aff]
 
图6-25　同一VLAN互通测试之一
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图6-26　同一VLAN互通测试之二
 
2．不同VLAN
 
虚拟机“Windows XP SP3”的VLAN设置为VLAN20，虚拟机“Windows 8 Pro” 的VLAN设置为VLAN30。
 
虚拟机启动后，两台计算机分别关闭防火墙。使用“Ping”命令互Ping，两台计算机之间不能连通，VLAN划分生效，如图6-27和图6-28所示。
 
[image: SNAGHTML46b0313]
 
图6-27　不同VLAN互通测试之一
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图6-28　不同VLAN互通测试之二
 
6.4　带宽限制
 
宿主服务器规划过程中，管理员主要考虑服务器基础架构中的CPU、内存、磁盘空间等必要因素。但是网络适配器（简称网卡）通常属于被忽略的环节，主要是因为现在的千兆以太网卡已经非常廉价，而大部分服务器至少内置2块以上的千兆网卡。对虚拟环境来说，网卡提供的带宽十分重要，这一因素将直接影响所选的宿主服务器架构模式。
 
6.4.1　网卡应用模式
 
在实际应用中，一台宿主服务器可能部署10台以上的虚拟机，并且只配置2块物理千兆网卡。除了管理网卡之外，另一块物理网卡被所有虚拟机共享，多个虚拟机并发应用时，客户端访问将产生明显的延迟。如果连接iSCSI存储设备，需要独立网卡和iSCSI存储设备连接，形成专用的存储网络，提高磁盘IO的并发效率。因此建议每台宿主服务器至少配置3块网卡，并且数量越多越好。
 
目前万兆以太网卡已经得到广泛应用。建议按照以下基本原则配置网卡：
 
 
 	在每台宿主服务器上使用2块以上网卡。
 
 	一块网卡可专门用作宿主机的管理。
 
 	另一块或多块网卡可用作虚拟机专用（要获得最高整合率，可考虑使用万兆网卡）。
 
 	iSCSI存储设备使用专用网卡连接。
 

 
6.4.2　带宽限制设置
 
在Windows Server 2012中，可以根据虚拟机的优先级或者应用状况，为虚拟机网卡设置带宽限制。启用该功能之后，即使多个虚拟机之间的并发数据流量很大，每台虚拟机的最大值也不会超过设置的峰值。
 
鼠标右键单击目标虚拟机，在弹出的快捷菜单中选择“设置”命令，命令执行后，打开虚拟机设置属性对话框。在“导航”窗格选择“网络适配器”选项，选择“启用带宽管理”选项，默认情况下带宽管理功能处于关闭状态，如图6-29所示。
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图6-29　带宽设置之一
 
设置“最小带宽”和“最大带宽”，如图6-30所示。建议根据虚拟机应用状况，设置最高阈值。
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图6-30　带宽设置之二
 
6.4.3　带宽测试
 
虚拟机没有启用带宽限制功能时，虚拟机和其他计算机之间传输数据，数据流量如图6-31所示。网卡链接速度为1GB，实际应用为4%，即40MB左右，如图6-31所示。
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图6-31　带宽测试之一
 
启用带宽限制功能后，最小带宽为5MB，最大带宽为10MB，当和其他计算机之间传输数据时，数据流量如图6-32所示。网卡链接速度为1GB，实际应用为0.04%，即4MB左右，如图6-32所示。通过该方法可以有效分配虚拟机占用的网络资源，为其他应用让路，让高级别的虚拟机应用更加顺畅。
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图6-32　带宽测试之二
 
6.5　PowerShell管理虚拟交换机
 
图形模式可以方便地配置Hyper-V环境中的虚拟交换机，通过Windows PowerShell可以完成相同的功能。
 
6.5.1　虚拟交换机常用的PowerShell命令
 
通过PowerShell命令查询虚拟交换机相关的Hyper-V命令。执行以下命令：
 
Get-Help *VMSwitch
 
命令执行后，显示虚拟交换机相关的Hyper-V命令。
 
PS C:\Users\cbgl> Get-Help *VMSwitch

Name　　　　　　　　　　　　　　　Category 　Module　　　　　　　　　Synopsis　 

----　　　　　　　　　　　　　　　　--------　　------　　　　　　　　　　--------　

Add-VMSwitch　　　　　　　　　　Cmdlet　　Hyper-V　　　　　　　　 　...　

Get-VMSwitch　　　　　　　　　 　Cmdlet　 　Hyper-V　　　　　　　　 　...　 

New-VMSwitch　　　　　　　　　 　Cmdlet　 　Hyper-V　　　　　　　　　　...　　

Remove-VMSwitch　　　　　　　　 　Cmdlet　　Hyper-V　　　　　　　　　　...　　

Rename-VMSwitch　　　　　　　　 　Cmdlet　　Hyper-V　　　　　　　　　　...　

Set-VMSwitch　　　　　　　　　　 　Cmdlet　 　Hyper-V　　　　　　　　　　...
 
6.5.2　网络适配器
 
1．显示所有网络适配器
 
通过PowerShell命令查询网络适配相关的Hyper-V命令。执行以下命令 ：
 
Get-NetAdapter | select name
 
命令执行后，显示虚拟交换机相关的Hyper-V命令。
 
PS C:\Users\cbgl> Get-NetAdapter | select Name

Name　　　　　　　　

----　　　　　　　　

vEthernet (VLAN20)　　

内网　　　　　　 

外网
 
2．显示指定的网络适配器
 
通过PowerShell命令显示名称为“内网”的网卡名称，MAC地址以及速率。执行以下命令 ：
 
Get-NetAdapter -name "内网" | Select Name，MacAddress，LinkSpeed
 
命令执行后，显示名称为“内网”的网络适配器的相关信息。
 
PS C:\Users\cbgl> Get-NetAdapter -name "内网" | Select Name，MacAddress

Name　　　　　　　　　　　　MacAddress　　　　　　　 

----　　　　　　　　　　　　　----------　　　　　　

内网　　　　　　　　　　　　 00-01-2E-33-24-B5
 
6.5.3　虚拟机交换机常用操作
 
1．显示所有虚拟交换机
 
通过PowerShell命令显示所有虚拟交换机。执行以下命令：
 
Get-VMSwitch
 
命令执行后，显示计算机中部署的所有虚拟交换机。
 
PS C:\Users\cbgl> Get-VMSwitch

Name　　　　　　　　　　SwitchType NetAdapterInterfaceDescription

----　　　　　　　　　　---------- ------------------------------

VLAN20　　　　　　　　　External　 Realtek PCIe GBE 系列控制器　　　　

内部专用测试虚拟交换机　 Private
 
2．显示指定类型的虚拟交换机
 
通过PowerShell命令显示部署类型为“外部网络”的所有虚拟交换机。执行以下命令：
 
Get-VMSwitch -SwitchType "External"
 
命令执行后，显示部署类型为外部网络的所有虚拟交换机。
 
PS C:\Users\cbgl> Get-VMSwitch -SwitchType "External"



Name　 SwitchType NetAdapterInterfaceDescription

----　　 ----------　　------------------------------

VLAN20 External　      Realtek PCIe GBE 系列控制器
 
3．创建外部网络虚拟交换机
 
通过PozwerShell命令，创建名称为“内网交换机”的外部网络虚拟交换机。虚拟交换机挂载到名称为“内网”的网络适配器上。
 
New-VMSwitch　-Name "内网交换机"　-NetAdapterName "内网"
 
命令执行后，通过名称为“内网”的网卡，创建名称为“内网交换机”的虚拟交换机。
 
PS C:\Users\cbgl> New-VMSwitch　-Name "内网交换机"　-NetAdapterName "内网" 



Name　　　　　SwitchType NetAdapterInterfaceDescription

----　　　　　---------- ------------------------------

内网交换机　　 External　 Realtek PCIe GBE 系列控制器　　　　



PS C:\Users\cbgl> Get-VMSwitch 



Name　　　　　SwitchType NetAdapterInterfaceDescription

----　　　　　--------- ------------------------------

内网交换机　　 External　 Realtek PCIe GBE 系列控制器
 
打开“虚拟交换机管理器”，显示新建的连接类型为“外部网络”的虚拟交换机，如图6-33所示。
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图6-33　查看虚拟交换机管理器
 
4．创建私有网络虚拟交换机
 
通过PowerShell命令，创建名称为“Priv001”的私有网络虚拟交换机。
 
New-VMSwitch　-Name " Priv001"　-SwitchType "Private"
 
命令执行后，创建名称为“Priv001”的私有网络虚拟交换机。
 
PS C:\Users\cbgl> New-VMSwitch　-Name " Priv001"　-SwitchType "Private"



Name　　   SwitchType NetAdapterInterfaceDescription

----　　　 ---------- ------------------------------

Priv001　  Private
 
打开“虚拟交换机管理器”，显示新建的连接类型为“专用网络”的虚拟交换机，如图6-34所示。
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图6-34　查看虚拟交换机管理器
 
5．删除虚拟交换机
 
通过PowerShell命令，删除名称为“内网交换机”的虚拟交换机。执行以下命令：
 
Remove-VMSwitch -Name "内网交换机" -Force
 
命令执行后，删除指定名称的虚拟交换机。
 
6．重命名虚拟交换机
 
通过PowerShell命令，重命名已有的虚拟交换机。执行以下命令：
 
Rename-VMSwitch -Name " Priv001" -NewName "TestVMSwitch"
 
命令执行后，重命名指定名称的虚拟交换机，使用“Get-Vmswitch”查看部署的所有虚拟交换机。执行以下命令：
 
PS C:\Users\cbgl> Get-VMSwitch



Name　　　　 SwitchType NetAdapterInterfaceDescription

----　　　　 ---------- ------------------------------

Demo　　　　 Private　　　

TestVMSwitch　Private
 


第7章　Hyper-V虚拟机硬盘
 
虚拟硬盘是虚拟机最重要的设备，完成的功能相当于物理计算机硬盘。虚拟硬盘实质上是在物理硬盘划出的一块磁盘空间，表现方式是一个较大的、以.vhd或.vhdx为后缀的文件，可以看作是一个普通的文件。因此，只要磁盘的物理空间允许，可以根据需要随时拓展、创建虚拟硬盘，以满足不同的应用需要。同时，虚拟机支持以直连物理硬盘方式访问Hyper-V主机磁盘和网络存储设备，进一步拓展了虚拟机的使用范围。本章将讨论虚拟硬盘方面的内容。
 
7.1　虚拟硬盘规划
 
部署Hyper-V应用时，CPU和内存是两个优先考虑的性能指标。除此之外，硬盘也是一个非常重要的因素，虽然现在的硬盘容量以“TB”计算，但是建议仔细规划容量和性能。
 
7.1.1　影响硬盘容量的因素
 
部署Hyper-V应用中，影响到硬盘容量的因素包括以下方面：
 
 
 	Hyper-V主机操作系统（Windows Server 2012操作系统）。
 
 	虚拟机硬盘（vhd或vhdx）文件。
 
 	系统页面交换文件（亦称为虚拟内存，名称为“Pagefile”的页面文件，建议设置为Hyper-V主机物理内存的1.5倍左右）。
 
 	虚拟机bin文件。每个虚拟机存放配置文件的目录中都会有一个< vmguid >.bin文件，当虚拟机“暂停”时，使用该文件保存虚拟机的状态，因此需要一定的硬盘空间存储内存数据，一般情况下bin文件大小与内存大小相同。
 
 	vsv文件。每个虚拟机存放配置文件的目录中会有一个< vmguid >.vsv文件，其大小通常为20MB，功能是保存虚拟机中设备的状态。虚拟机启动时大小为20MB，虚拟机处于“保存”状态时，会增加到50MB。因此vsv文件占用的硬盘空间一般是20（50）MB*虚拟机的数量，如图7-1所示。
 
 	快照文件（Snapshot）。快照文件以avhd或者avhdx后缀名存在，每做一次快照将保存一次，如图7-2所示。
 
 	快照的bin文件，作用跟bin文件相同。
 
 	快照的vsv文件，容量和作用跟vsv文件相同，如图7-3所示。
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图7-1　bin文件与vsv文件
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图7-2　快照文件
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图7-3　快照的bin文件和vsv文件
 
7.1.2　硬盘性能
 
虚拟硬盘实质上是存储在物理硬盘上的一个和多个较大的数据文件，物理硬盘的损坏将直接导致虚拟机系统出现故障。为了提高系统的稳定性和安全性，建议部署Hyper-V服务的计算机采用Raid模式实现硬盘冗余，这样既保证了系统和数据的安全，同时又提高了读取速率。本节着重介绍常见的Raid模式以及优缺点，读者可以根据需要选择符合自己工作环境的硬盘应用模式。
 
1．什么是Raid
 
Raid的英文全称是redundant array of independent disks，中文意思是“独立硬盘冗余阵列”，有时也简称为硬盘阵列（disk array）。Raid能够把多块独立的硬盘（物理硬盘）按不同的方式组合起来形成一个硬盘组（逻辑硬盘），从而提供比单个硬盘更高的存储性能。组成硬盘阵列的不同方式称为Raid级别（Raid levels），常见的Raid应用模式包括：Raid 0、Raid 1、Raid 5以及Raid 0+1或Raid 1+0。
 
部署用Raid可以带来以下优点：
 
 
 	通过把多个物理硬盘组织在一起，作为一个逻辑卷提供硬盘跨越功能。
 
 	通过把数据分成多个数据块，并行写入/读出多个硬盘以提高访问硬盘的速度。
 
 	通过镜像或校验操作提供容错能力。
 

 
2．Raid 0
 
Raid 0通过将2个或更多硬盘上的可用空间区域合并成一个逻辑卷，可以在多个硬盘上分布数据。Raid 0不能被扩展或镜像，不提供容错功能。如果其中一个包含Raid 0的硬盘出现故障，则整个逻辑硬盘将无法工作。建议使用大小、型号和制造商相同的硬盘。利用Raid 0，可以将数据分块，并按一定的顺序，在阵列中的所有硬盘上以分布式存储数据。Raid 0可以同时对所有硬盘进行写数据操作，从而可以相同的速率向所有硬盘写数据，提高数据的写入速度，如图7-4所示。
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图7-4　Raid0对硬盘的写数据操作
 
 
 	硬盘组。
 

 
Raid 0模式至少需要2块硬盘，可以使用N块同样的硬盘用硬件的形式通过智能硬盘控制器或用操作系统中的硬盘驱动程序以软件的方式串联在一起，形成一个独立的逻辑驱动器，容量是单独硬盘的N倍，在执行数据写操作时被依次写入到各硬盘中。当一块硬盘的空间用尽时，数据就会被自动写入到下一块硬盘中。硬盘组的优点是可以增加硬盘容量，速度与其中任何一块硬盘的速度相同。
 
 
 	数据处理。
 

 
Raid 0的工作状态是把连续的数据分散到多个硬盘上存取。系统数据请求被多个硬盘并行执行，每个硬盘执行属于自身的数据请求。这种数据上的并行操作可以充分利用总线的带宽，能够显著提高硬盘的整体存取性能。
 
例如：现在有2块硬盘，建立Raid 0数据存储模式，数据以64KB为单位进行读写，可以同时对2块硬盘进行读写，所以Raid 0对数据的写入、读出速度非常快。假设一个文件有4个文件块，第一个块文件写入第一个硬盘，第二个块文件写入第二个硬盘，第三个块文件写入第一个硬盘，第四个块文件写入第二个硬盘，依此类推。数据写入模式如图7-5所示。
 
[image: tech3_0]
 
图7-5　Raid0数据处理模式
 
 
 	Raid 0的优缺点。
 

 
Raid 0支持连续分割数据、并行地读/写于多个硬盘上，因此具有很高的数据传输速率。但Raid 0在提高性能的同时，并没有提供数据可靠性，如果一个硬盘失效，部署的整个逻辑卷将被损坏，损坏的数据无法恢复。因此Raid 0不具备数据备份、容错的功能。
 
尽管不具备容错能力，Raid 0在所有数据存储模式中的性能最好，同时它通过在多个硬盘上分配I/O请求而提高了I/O性能。Raid 0在以下情况下提高了性能：从（向）大的数据库中读（写）数据，以极高的传输速率从外部源收集数据。
 
 
 	Raid 0适用环境。
 

 
Raid 0数据存储模式适用于对性能要求较高，而对数据安全要求较低的领域。对于普通用户，Raid 0也是提高硬盘存储性能的绝佳选择。但Raid 0 不可应用于需要数据高可用性的关键应用。
 
3．Raid 1
 
Raid 1即硬盘镜像，把一个硬盘的数据镜像到另一个硬盘上，在不影响性能情况下最大限度地保证系统的可靠性和可修复性，具有很高的数据冗余能力，多用在保存关键性数据的重要场合。如果一个物理硬盘出现故障，虽然该硬盘上的数据将无法使用，但系统能够继续使用尚未损坏而仍继续正常运转的硬盘进行数据的读写操作，从而能够在另一硬盘上保留完全冗余的副本，保护硬盘上的数据免受介质故障的影响，如图7-6所示。
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图7-6　Raid 1
 
 
 	硬盘组。
 

 
使用Raid 1，建议使用大小、型号和制造厂家都相同的硬盘，以避免可能产生的兼容性问题。Raid 1可以增强读性能，容错驱动程序同时从两个成员中读取数据，所以读取数据的速度会较快。当然，由于容错驱动程序必须同时向两个成员写数据，写性能会略有降低。Raid 1是所有Raid等级中实现成本最高的一种。
 
Raid 1至少需要2块硬盘。2块硬盘建立的镜像容量必须相同。Raid 1的容量等于所选用的硬盘存储空间的总和除以所使用的硬盘数目。在实际工作环境中，Raid 1模式可能使用得最多。
 
 
 	数据处理
 

 
Raid 1把同一个数据块分别写入到2块不同的硬盘中，在执行数据写入操作时，速度会有一定程度的降低，但是在读出时，以并发的方式读取，也就是说，读取速度要远远快于写入速度。服务器上现在有2块硬盘，建立了Raid 1。Raid 1的数据以64K为单位读写，假设一个文件有4个文件块，第一个块文件写入第一个硬盘，同时第一个块文件写入第二个硬盘，第二个块文件写入第一个硬盘，同时第二个块文件写入第二个硬盘，依此类推。可以看出，Raid 1具备数据备份功能，就是说，如果有一块硬盘损坏的情况下，备份的硬盘还可以继续工作从而保证数据的安全。数据写入模式如图7-7所示。
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图7-7　Raid 1数据处理模式
 
 
 	Raid 1的优缺点。
 

 
Raid 1对存储的数据进行百分之百的备份，在所有Raid级别中，Raid 1提供最高的数据安全保障。同样，由于数据百分之百备份，备份数据占了总存储空间的一半，因而Raid 1的硬盘空间利用率只有50%（每组数据有两个成员），所以Raid 1硬盘使用成本的花费相对较高。不过，对于服务器系统而言，稳定压倒一切，一旦系统瘫痪，所有数据都将随之而消失，所以Raid 1的高成本代价非常值得。
 
在Raid 1环境中，任何一块硬盘出现故障都不会影响系统的正常运行。而且，只要能够保证任何一对镜像盘中至少有一块硬盘可以使用，Raid 1甚至可以在一半数量的硬盘出现问题时不间断地工作。当一块硬盘失效时，系统会忽略该硬盘，转而使用剩余的镜像盘读写数据。
 
通常，把出现硬盘故障的Raid 1系统称为在降级模式下运行。虽然这时保存的数据仍然可以继续使用，但是Raid 1将不再可靠。如果剩余的镜像盘也出现问题，那么整个系统就会崩溃。因此，应当及时更换损坏的硬盘，避免出现新问题。更换新盘之后，原正常盘中的数据必须被复制到新盘中，这一操作被称为同步镜像。同步镜像一般需要很长时间，尤其是当损坏的硬盘容量很大时更是如此。同步镜像进行过程中，外界对数据的访问不会受到影响。然而因为复制数据需要占用一部分的带宽，所以可能会使整个系统的性能有所下降。Raid 1 具备以下特点：
 
1）Raid 1的每一个硬盘都具有一个对应的镜像盘，任何时候数据都同步镜像，系统可以从一组镜像盘中的任何一个硬盘读取数据。
 
2）硬盘所能使用的空间只有硬盘容量总和的一半，成本较高。
 
3）系统中任何一对镜像盘中至少有一块硬盘可以使用，甚至在一半数量的硬盘出现问题时系统都可以正常运行。
 
4）出现硬盘故障的Raid系统不再可靠，应当及时更换损坏的硬盘。否则，剩余的镜像盘一旦出现问题，整个系统就会崩溃。
 
5）更换新盘后，原有数据需要很长时间同步镜像，外界对数据的访问不会受到影响，只是这时系统整体性能有所下降。
 
6）Raid 1硬盘控制器的负载相当大，用多个硬盘控制器可以提高数据的安全性和可用性。
 
 
 	Raid 1适用环境。
 

 
Raid 1不能提高存储性能，但由于其具有的高数据安全性，使其尤其适用于存放重要数据的环境中，例如服务器和数据库存储等环境中。
 
4．Raid 5
 
Raid 5环境中，操作系统通过向每个硬盘分区中添加奇偶校验信息实现容错。如果某个硬盘出现故障，操作系统便可以用其余硬盘上的数据和奇偶校验信息重建发生故障的硬盘上的数据，如图7-8所示。
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图7-8　Raid 5
 
 
 	硬盘组。
 

 
Raid 5卷至少需要3块硬盘或者更多的硬盘，硬盘数量比前面的几种方式都多。如果使用3块硬盘，Raid5卷的容量等于所选用的其中2块硬盘的存储空间的和。3块硬盘建立的Raid 5方式的容错所需的存储空间必须相同。Raid 5卷的数据以64K为单位读写。
 
 
 	数据处理
 

 
Raid 5卷把数据块顺序写入不同的硬盘中，在执行数据写入、读取时以并发方式操作，也就是说，写入、读取速度非常快。由于要计算奇偶校验信息， Raid 5写操作要比Raid 1写操作慢一些。但是，Raid 5提供比Raid 1更好的读性能，操作系统可以从多个盘上同时读取数据。与Raid 1相比，Raid 5的性价比较高，而且Raid 5卷中的硬盘数量越多，冗余数据带区的成本越低，因此，Raid 5被广泛应用于数据存储。Raid 5数据存储也有一些限制，例如Raid 5卷至少需要3个硬盘才能实现，但最多不能超过32个硬盘。
 
假设一个文件有6个文件块，第一个块文件写入第一个硬盘，第二个块文件写入第二个硬盘，第一个、第二个块文件写入成功以后，Raid 5根据系统提供的奇偶校验算法，对第一个文件块和第二个文件块进行计算，得出一个奇偶校验值，然后把这个值写入第三块硬盘中。也就是说，第三个硬盘上存储得不是第三个块文件，而是校验信息；然后，第三个块文件写入第一个硬盘，第四个块文件写入第三个硬盘，第二个硬盘上存储得是第三个、第四个块文件的奇偶检验信息；然后，第五个块文件写入第二个硬盘，第六个块文件写入第三个硬盘，第一个硬盘上存储的是第五个、第六个块文件的奇偶检验信息，依此类推。从以上的存储算法看出，Raid 5卷具备数据容错功能，就是说，如果有一块硬盘损坏的情况下，更换硬盘以后，可以根据奇偶校验算法反算出损坏的那块硬盘的数据，从而保证数据的安全。如果这个例子中的2块硬盘出现了问题，数据也会全部丢失。数据写入如图7-9所示。
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图7-9　Raid 5数据处理模式
 
 
 	Raid 5优缺点。
 

 
Raid 5可以理解为Raid 0和Raid 1的折中方案。Raid 5可以为系统提供数据安全保障，但保障程度要比Raid 1低，而硬盘空间利用率要比Raid 1高。Raid 5具有与Raid 0相近似的数据读取速度，只是多了一个奇偶校验信息，写入数据的速度比对单个硬盘进行写入操作稍慢。同时由于多个数据对应一个奇偶校验信息，Raid 5的硬盘空间利用率要比Raid 1高，存储成本相对较低。
 
 
 	Raid 5适用环境。
 

 
Raid 5的特点适用于既有大量数据需要存取，同时又对数据安全性要求严格的领域，例如银行、金融、证券、仓储等重要环境中。
 
5．Raid 0+1。
 
Raid 0+1结合Raid 0及Raid 1的优点，采用2组Raid 0的硬盘阵列互为镜像，也就是它们之间又成为了一个Raid 1的阵列。在每次写入数据时，硬盘阵列控制器会将数据同时写入两组“大容量阵列硬盘组”（Raid 0）中。数据除分布在多个盘上外，每个盘都有其物理镜像盘，提供全冗余能力，允许一个以下硬盘故障，而不影响数据可用性，并具有快速读/写能力。
 
 
 	硬盘组。
 

 
至少4个硬盘才能作成Raid 0+1。如果是4块硬盘A、B、C、D部署Raid 0+1方案，可以使用硬盘A、C部署为Raid 0，硬盘B、D部署为Raid 0，然后将两个Raid 0部署为Raid 1，如图7-10所示。
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图7-10　Raid 0+1架构
 
Raid 0+1提供最佳的速度及可靠度，不过需要两倍的硬盘驱动器数目作为一个Raid 0，每一端的半数作为镜像用。在执行Raid 0+1时至少需要4个硬盘驱动器，所以可以说 Raid 0+1通过高成本换取的是“高安全性”和“高性能”。Raid 0+1是存储性能和数据安全兼顾的方案，在提供与Raid 1一样的数据安全保障的同时，也提供了与Raid 0相近的存储性能。
 
Raid 0+1模式最大容量：硬盘数×硬盘容量/2。例如，如果有6块硬盘希望使用Raid 0+1模式，可以将3块硬盘分为一组，创建Raid 0。这样，总体存储性能就是每块硬盘的3倍（硬盘数×硬盘存储能力）。将另外3块硬盘作为镜像硬盘。
 
 
 	Raid 0+1的优缺点。
 

 
Raid 0+1的优点：从理论上来说，Raid 0+1能够经受住Raid 0中任何一块硬盘的故障，这是因为该硬盘上所有的数据都被备份在Raid 1阵列中。在大部分情况下，如果两块硬盘出现故障就会影响整个阵列。由于在Raid阵列中的某一块硬盘出现故障之后，很多Raid控制器会让Raid 0镜像离线（Raid 0阵列不提供任何冗余），因此只有剩下的Raid 0阵列在工作，这样系统将不存在冗余功能。简而言之，如果每个Raid 0阵列中都有一块硬盘出现故障，那么整个硬盘阵列将不工作。Raid 0+1提供非常好的顺序或任意读写的性能。
 
Raid 0+1的缺点：只能使用硬盘阵列总体存储容量的50%。容错性不如Raid 1+0。对于绝大部分控制器来说，这种模式能够应对一块硬盘出现故障的情况。扩展方面受到限制，而且扩展的费用很高。
 
 
 	Raid 0+1适用环境。
 

 
Raid 0+1的特点使其特别适用于既有大量数据需要存取，同时又对数据安全性要求严格的领域，例如银行、金融等环境中。
 
6．Raid 1+0
 
Raid 1+0由两组Raid 1的硬盘作Raid 0的镜像完成容错功能。Raid 1+0的硬盘空间利用率与Raid 0+1相同。其他参数可以参考Raid 0+1部分内容，Raid 1+0部署结构（以4块硬盘为例说明）如图7-11所示。
 
7．Raid 0+1与Raid 1+0的区别
 
Raid 0+1与Raid 1+0虽然都利用了Raid 0和Raid 1的优点，但两种架构之间存在区别，因此在数据安全性上也存在区别。
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图7-11　Raid 1+0架构
 
 
 	Raid结构。
 

 
从结构上看，如果两种Raid都是由4块物理硬盘组成，分别定义为A盘、B盘、C盘、D盘。
 
 
  
  	Raid 0+1是先有两组Raid 0，第一组Raid 0（命名为AB）由A和B组成，第二组Raid 0（命名为CD）由C和D组成，然后再由AB和CD组成Raid 1，即两组Raid 0间是互为镜像的关系。
 
  	Raid 1+0是先有两组Raid 1，第一组Raid 1（命名为AB）由A和B组成，第二组Raid 1（命名为CD）由C和D组成，然后再由AB和CD组成Raid 0，两组Raid 1之间是不带校验的条带关系。
 
 
 

 
 
 	数据安全性。
 

 
若有硬盘出现物理问题时，两种Raid的可靠性存在明显差别。在Raid 0+1中，若有一块硬盘（假设为A盘）出现物理问题时，A盘所在的AB组Raid 0也就不再工作，只剩下CD一组Raid 0提供服务，此时的安全性可想而知；而在Raid 1+0中，若同样有一块硬盘（假设为A盘）出现物理问题，除A盘以外，其他硬盘仍能正常提供服务，虽然可靠性有所降低，但终归要强于第一种情况下的Raid 0。因此，当组成Raid的硬盘个数增加时，这种可靠性的差距会更大。
 
 
 	性能。
 

 
相比而言，Raid 1+0具有比Raid 0+1更高的可用性，而性能上几乎没有差异。
 
 
 	硬盘组成。
 

 
与Raid 1+0相比，Raid 0+1的唯一好处是组成两个Raid 0的硬盘个数和容量可以不一致，而Raid 1+0则要求所有的硬盘容量完全一致。
 
7.1.3　Hyper-V虚拟硬盘文件格式
 
虚拟硬盘为虚拟机提供存储空间。在虚拟机中，虚拟硬盘的功能相当于物理硬盘，被虚拟机当作物理硬盘使用。从技术上讲，虚拟硬盘是驻留在主机操作系统中的一个文件。在物理硬盘上，虚拟硬盘文件存储为.vhd或者.vhdx文件。作为通用规则，可以将.vhd或者.vhdx文件存储在任何类型的存储设备中，只要Hyper-V主机操作系统可以访问该存储设备即可。如果主机操作系统可以使用该设备，则Hyper-V也可以使用该设备，因此任何虚拟机都可以使用该设备。例如，可以使用任何以下类型的存储设备：IDE驱动器、SCSI驱动器、独立硬盘冗余阵列（Raid）、存储区域网络（SAN）以及文件存储系统（NAS）等。vhd虚拟硬盘的最大容量为2TB，vhdx虚拟硬盘的最大容量为64TB。但是，任何附加到IDE控制器的虚拟硬盘都不能超过127GB。若要支持更大的虚拟硬盘容量，建议将虚拟硬盘附加到SCSI适配器。
 
1．虚拟硬盘文件格式
 
vhd或者vhdx虚拟硬盘的表现形式就像2.5寸、3.5寸、SCSI、SATA、IDE等不同规格的硬盘一样，vhd或者vhdx是在一个文件中的硬盘。操作系统以及需要测试的软件都包含在虚拟硬盘中，虚拟硬盘不能自动清理硬盘空间。随着使用时间的延长，硬盘空间将变得越来越大。
 
Windows Server 2012中提供2种类型的虚拟硬盘文件：vhd格式和vhdx格式。
 
 
 	vhd格式：Windows Server 2012之前的版本支持的虚拟硬盘格式，该格式从Virtual PC 2004开始使用。如果使用IDE模式，虚拟硬盘最大的缺陷是只能支持127GB的容量。在实际应用中，这是一个致命的缺陷。由于许多应用都会超过127GB，因此建议选择SCSI接口模式的虚拟硬盘。
 
 	vhdx格式：Windows Server 2012支持的新格式，该格式突破了2TB的容量限制，最大可以支持到64TB，也是建议使用的虚拟硬盘格式。
 

 
通过新建硬盘向导创建硬盘时，虚拟硬盘选型有明确的提示，如图7-12所示。
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图7-12 “选择磁盘格式”对话框
 
2．挂载虚拟硬盘
 
随着Windows 7/Windows 2008 R2/Windows Server 2012的出现，虚拟硬盘得到广泛应用，给管理带来很多便利。例如，Windows Server 2008之后的版中内置的“Windows Server Backup”功能，备份后的存储格式就是一个vhd格式文件。vhd磁盘操作时同物理磁盘一样，可以作为一个独立的逻辑磁盘进行操作，如分区、格式化、压缩、删除等，这些操作不会对物理分区产生影响。
 
Windows Server 2012中内置vhd虚拟硬盘管理工具，打开vhd或者vhdx格式的文件就像打开一个文件夹一样方便。例如打开名称为“Windows Server 2003 SP2”的虚拟硬盘，如图7-13所示。
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图7-13　虚拟硬盘列表
 
鼠标双击vhdx格式的虚拟硬盘文件，首先将虚拟硬盘映射成一个逻辑磁盘，本例中映射结果为“H”盘，如图7-14所示。右侧窗口显示虚拟硬盘中的所有文件，可以像操作本地文件一样操作虚拟硬盘中的文件，例如执行复制、粘贴、删除等操作。
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图7-14　读写虚拟硬盘文件
 
7.1.4　虚拟硬盘类型
 
虚拟硬盘实质上是一个vhd或者vhdx格式的文件，操作系统以及需要测试的软件都包含在虚拟硬盘中。虚拟硬盘不能自动清理硬盘空间，随着使用时间的延长，硬盘空间将变得越来越大。Hyper-V支持3种硬盘格式，分别是“固定硬盘”、“动态硬盘”和“差异虚拟硬盘”。
 
虚拟机中的虚拟硬盘完成的功能相当于物理硬盘，且被虚拟机当作物理硬盘使用。从技术上讲，虚拟硬盘是驻留在主机操作系统中可访问的物理硬盘上的文件。在物理硬盘上，虚拟硬盘文件存储为.vhd或者.vhdx文件。作为通用规则，可以将.vhd或者.vhdx文件存储在任何类型的存储设备中，只要Hyper-V主机操作系统可以访问该存储设备即可。如果主机操作系统可以使用该设备，则Hyper-V也可以使用该设备，因此任何虚拟机都可以使用该设备。例如，可以使用任何以下类型的存储设备：IDE驱动器、SCSI驱动器、独立硬盘冗余阵列（Raid）、存储区域网络（SAN）以及文件存储系统（NAS）等。
 
提示
 
 
 

 
 vhdx格式的虚拟硬盘的最大容量为64TB。但是，任何附加到IDE控制器的虚拟硬盘都不能超过127GB。若要支持更大的虚拟硬盘大小，建议使用vhdx文件格式。
 

 
1．“固定大小”硬盘
 
固定大小的虚拟硬盘是文件创建时大小就已经确定的.vhd或者.vhdx文件。即使存储在该文件中的数据量发生了更改，.vhd或者.vhdx文件的大小仍保持固定。例如，如果创建1GB固定大小的虚拟硬盘，Hyper-V主机将创建1GB的.vhd或者.vhdx文件。
 
固定大小的虚拟硬盘的大小不会更改，这是因为在虚拟硬盘创建时，固定大小的虚拟硬盘上的所有可用存储空间就已保留。该文件尽可能使用存储.vhd或者.vhdx文件的物理硬盘上可用的连续空间。固定大小的硬盘的空间一般都比动态扩展硬盘更为连续，所以固定大小的硬盘通常能够提供更好的性能。
 
2．“动态扩展”硬盘
 
动态扩展虚拟硬盘是数据写入虚拟硬盘时，.vhd或者.vhdx文件的大小随之增长的一种虚拟硬盘。“动态扩展”是Hyper-V主机创建的虚拟硬盘的默认类型。
 
创建动态扩展虚拟硬盘时，要指定最大文件大小。此大小会限制该硬盘将会变为多大。但是，.vhd文件的初始大小仅为“4MB”。例如，如果创建1GB的动态扩展虚拟硬盘，.vhd或者.vhdx文件的初始大小约为4MB。虚拟机使用虚拟硬盘时，.vhd或者.vhdx文件的大小会增长，以容纳新数据。任何动态扩展硬盘的大小都只增长而不收缩，即使删除数据也是如此。通过“压缩”动态扩展硬盘功能可以减小其大小。
 
3．“差异”硬盘
 
差异虚拟硬盘是与另一虚拟硬盘以“父子”关系相关联的虚拟硬盘。差异虚拟硬盘是子，关联的虚拟硬盘是父。父硬盘可以是“固定大小”硬盘或者“动态扩展”硬盘。
 
差异虚拟硬盘（子）仅存储对父硬盘所做的所有更改记录，并提供了一种保存更改而不改变父硬盘的方法。换句话说，使用差异虚拟硬盘，可以确保默认对差异虚拟硬盘进行更改，而不对原始虚拟硬盘进行更改。当准备写入父硬盘的数据实际写入差异虚拟硬盘时，差异虚拟硬盘会动态扩展。使用差异虚拟硬盘时，建议为父硬盘加上写保护，锁定父硬盘或者将父硬盘设置为“只读”属性。否则，如果父硬盘被其他某一无法识别差异虚拟硬盘的父/子关系的进程修改，则与该父硬盘相关的所有差异虚拟硬盘都会变成无效硬盘，并且写入差异虚拟硬盘的所有数据都将丢失。通过锁定父硬盘，可以在多个虚拟机上加载该硬盘，就像加载只读软盘或CD-ROM一样。
 
在同一个虚拟环境中，可以创建任意多个差异虚拟硬盘。不同的虚拟机使用不同的差异虚拟硬盘，而各个差异虚拟硬盘基于同一个母盘，因此模拟多个虚拟机时，能够更大限度地节省硬盘空间。Hyper-V支持已经存在的差异虚拟硬盘为母盘继续创建差异虚拟硬盘，从而形成差异虚拟硬盘树的形式。如果形成差异虚拟硬盘树，则不能再对底层的差异虚拟硬盘（母盘）进行修改，否则创建的子差异虚拟硬盘将会出现问题。
 
4．虚拟硬盘类型选型
 
管理员决定部署在Hyper-V的虚拟机使用的虚拟硬盘类型时，建议参考表7-1中的建议。
 
表7-1　选型建议
 
 
  
   
   	 存储容器
  
   	 优　　点
  
   	 缺　　点
  
  
 
  
  
   
   	直通磁盘 
   	最快的性能
 最简单的存储路径，不与主机上的文件系统交互
 较好地与SAN、iSCSI对齐
 基于直通磁盘的共享存储，不需要挂载到主机的文件系统，这样可以加快VM的实时迁移
 较低的CPU使用
 支持超大磁盘 
   	不能获取VM快照
 磁盘只能被一个虚拟机使用
 直通磁盘不能够通过Hyper-V VSS Writer和使用Hyper-V VSS Writer的备份程序来备份 
  
 
   
   	固定大小磁盘 
   	在所有vhd类型中性能最好
 简单的vhd文件格式提供了最好的I/O对齐方式
 由于没有块分配表（重定向层），所以比动态或者差异vhd更加稳定
 基于文件的存储容器比直通磁盘有更多的管理优势
 扩展功能可以增加vhd的容量
 没有VM操作过程中用完卷空间的潜在风险 
   	大量部署固定vhd时，预先分配空间将增加存储成本
 大的固定vhd创建时间较长
 缩小虚拟容量（如减少虚拟空间大小）不可用 
  
 
   
   	动态扩展或差异虚拟硬盘 
   	一般的性能
 比创建固定vhd更快
 动态增长可以节省磁盘空间和提高磁盘利用率
 较小容量的vhd文件使传输更加灵活
 全零块未被分配，在某些情况下可以节省空间
 压缩功能可以减少实际的物理文件大小 
   	交错的元数据和数据块，可能导致IO对齐问题
 写性能在vhd扩展期间可能会受到影响
 动态扩展和差异vhd有容量限制
 由于动态增长会导致VM暂停或者vhd 不可缩小虚拟空间
 父硬盘只读限制，差异vhd无法扩展
 固有的重定向层，不建议磁盘碎片整理 
  
 
  

 
5．选型建议
 
任何应用中，如果物理服务器磁盘空间允许使用“固定大小”虚拟硬盘类型。选择“固定大小”虚拟硬盘，将从物理硬盘划分出一个连续分区，创建成功后不需要和物理硬盘扩展的vhd或者vhdx文件交互。磁盘访问明显加快，磁盘碎片整理也少，管理员也不需要考虑磁盘空间耗尽的问题，因此“固定大小”能够提供更好的磁盘访问性能。
 
使用差异虚拟硬盘时，虚拟硬盘容量取决于父盘+子盘上的数据，操作系统产生的所有更改全部保存到子盘中，父盘处于只读模式。使用差异虚拟硬盘最大的好处：当使用同一个父盘衍生出多个虚拟机时，能够最大限度减小虚拟机占用的磁盘空间。换句话说，可以在有限的空间中，部署数量更多的虚拟机。但是这样做会产生大量的磁盘IO操作，对系统性能将是一个考验。
 
使用动态磁盘时，在能够保证物理服务器磁盘空间的情况下，使用者不需要考虑虚拟机磁盘容量，根据实际情况自动增加即可。带来的后果是，虚拟机体积庞大，磁盘性能下降，虚拟机速度越来越慢。因此，在生产环境中不建议使用动态磁盘。
 
7.1.5　支持的硬盘设备
 
Hyper-V部署的虚拟机支持IDE设备或 SCSI 设备，设备参数如下：
 
 
 	IDE设备。Hyper-V使用带有IDE控制器的模拟设备。最多可以有2台 IDE 控制器，每台控制器可以有2个磁盘。启动盘（有时称为启动磁盘）必须附加到其中一台IDE设备。启动盘可以是虚拟硬盘，也可以是物理磁盘。尽管虚拟机必须使用 IDE设备作为启动盘才能启动来宾操作系统，但是在选择为IDE设备提供存储空间的物理设备时，有多个选项可供选择。
 
 	SCSI设备。每台虚拟机最多支持256个SCSI磁盘（4个SCSI控制器，每个控制器最多支持64个磁盘）。SCSI 控制器使用一种专为用于虚拟机而开发的设备，并使用虚拟机总线进行通信。启动来宾操作系统时，虚拟机总线必须可用。因此，附加到SCSI控制器的虚拟硬盘不能用作启动盘。
 

 
提示
 
 
 

 
 尽管物理SCSI和IDE设备的I/O性能可能大不相同，但是Hyper-V中的虚拟化SCSI和IDE设备却并非如此。Hyper-V在来宾操作系统中安装集成服务时，IDE和SCSI设备都提供同样快速的I/O性能。
 

 
1．IDE设备的各种存储配置选项
 
表7-2所示为Hyper-V部署的虚拟机对IDE设备的支持参数。
 
表7-2　IDE设备参数
 
 
  
   
   	方案 
   	本地IDE虚拟硬盘 
   	本地直接附加的IDE 
   	远程IDE虚拟硬盘 
   	远程直接附加的IDE 
  
 
  
  
   
   	存储类型 
   	直接附加存储 
   	直接附加存储 
   	SAN、光线通道/iSCSI 
   	SAN、光线通道/iSCSI 
  
 
   
   	暴露给管理操作系统的磁盘类型 
   	NTFS上的虚拟硬盘 
   	直接附加到虚拟机的物理磁盘 
   	NTFS上的虚拟硬盘 
   	直接附加到虚拟机的物理磁盘 
  
 
   
   	虚拟机上支持的最大磁盘大小 
   	2 TB 
   	对除来宾操作系统支持的物理磁盘以外的物理磁盘没有大小限制 
   	2 TB 
   	对除来宾操作系统支持的物理磁盘以外的物理磁盘没有大小限制 
  
 
   
   	支持虚拟硬盘快照 
   	是 
   	否 
   	是 
   	否 
  
 
   
   	动态扩充虚拟硬盘 
   	是 
   	否 
   	是 
   	否 
  
 
   
   	差异虚拟硬盘 
   	是 
   	否 
   	是 
   	否 
  
 
   
   	虚拟机动态（热添加）访问任何磁盘的能力 
   	否 
   	否 
   	否 
   	否 
  
 
  

 
2．SCSI设备的各种存储配置选项
 
表7-3所示为Hyper-V部署的虚拟机对SCSI设备的支持参数。
 
表7-3　SCSI设备参数
 
 
  
   
   	方案 
   	本地SCSI虚拟硬盘 
   	本地直接附加的SCSI 
   	远程SCSI虚拟硬盘 
   	远程直接附加的SCSI 
  
 
  
  
   
   	存储类型 
   	直接附加存储 
   	直接附加存储 
   	SAN、光线通道/iSCSI 
   	SAN、光线通道/iSCSI 
  
 
   
   	暴露给管理操作系统的磁盘类型 
   	NTFS上的虚拟硬盘 
   	直接附加到虚拟机的物理磁盘 
   	NTFS上的虚拟硬盘 
   	直接附加到虚拟机的物理磁盘 
  
 
   
   	虚拟机上支持的最大磁盘大小 
   	2 TB 
   	对除来宾操作系统支持的物理磁盘以外的物理磁盘没有大小限制 
   	2 TB 
   	对除来宾操作系统支持的物理磁盘以外的物理磁盘没有大小限制 
  
 
   
   	支持虚拟硬盘快照 
   	是 
   	否 
   	是 
   	否 
  
 
   
   	动态扩充虚拟硬盘 
   	是 
   	否 
   	是 
   	否 
  
 
   
   	差异虚拟硬盘 
   	是 
   	否 
   	是 
   	否 
  
 
   
   	虚拟机动态（“热添加”）访问任何磁盘的能力 
   	否 
   	否 
   	否 
   	否 
  
 
  

 
7.2　创建虚拟硬盘
 
Hyper-V支持3种类型的的虚拟硬盘，分别是“固定硬盘”、“动态硬盘”和“差异虚拟硬盘”。本节将以实例方式介绍创建虚拟硬盘的方法。
 
7.2.1　图形模式创建虚拟硬盘
 
1．创建“固定大小”虚拟硬盘
 
第1步，打开“Hyper-V管理器”，鼠标右键单击目标物理计算机，在弹出的快捷菜单中选择“新建”选项，在弹出的级联菜单中选择“硬盘”命令，如图7-15所示。
 
[image: 图片 15]
 
图7-15　创建“固定大小”虚拟硬盘之一
 
第2步，命令执行后，启动“新建虚拟硬盘向导”，显示图7-16所示的“开始之前”对话框。
 
[image: 图片 1]
 
图7-16　创建“固定大小”虚拟硬盘之二
 
第3步，单击“下一步”按钮，显示图7-17所示的“选择磁盘格式”对话框。Windows Server 2012中支持vhd和vhdx格式的虚拟硬盘格式。本例中硬盘格式设置为vhdx格式。
 
 
 	vhd支持最大的磁盘空间为2TB。
 
 	vhdx支持最大的磁盘空间为64TB。
 
 	如果虚拟硬盘作为系统启动磁盘，支持的最大容量为127GB。
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图7-17　创建“固定大小”虚拟硬盘之三
 
第4步，单击“下一步”按钮，显示图7-18所示的“选择磁盘类型”对话框。本例中选择“固定大小”选项，向导设置完成后，将在Hyper-V主机中创建指定容量的文件，该文件部署成一个连续的磁盘分区。
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图7-18　创建“固定大小”虚拟硬盘之四
 
第5步，单击“下一步”按钮，显示图7-19所示的“指定名称和位置”对话框。设置新建虚拟硬盘的名称以及存储虚拟硬盘的目标文件夹。单击“浏览”按钮，选择目标文件夹。
 
第6步，单击“下一步”按钮，打开“配置磁盘”对话框。设置新建虚拟硬盘中的内容，如图7-20所示。
 
 
 	选择“新建空白虚拟硬盘”选项，大小默认设置为127GB，如果选择此项则在物理硬盘中创建大小为127GB的虚拟硬盘文件。注意创建的硬盘为空白文件，即文件中没有任何内容。本例中选择“新建空白虚拟硬盘”选项。
 
 	选择“复制指定物理磁盘的内容”选项，从“物理硬盘”列表中选择需要复制内容的磁盘。选择该选项后，选择的物理硬盘中的内容将全部复制到虚拟硬盘中，新建的虚拟硬盘文件要有足够的空间。
 
 	选择“复制指定的虚拟硬盘的内容”选项，将已有虚拟硬盘中的所有内容复制到目标虚拟硬盘。
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图7-19　创建“固定大小”虚拟硬盘之五
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图7-20　创建“固定大小”虚拟硬盘之六
 
第7步，单击“下一步”按钮，显示图7-21所示的“正在完成新建虚拟硬盘向导”对话框，显示虚拟硬盘配置信息。单击“完成”按钮，创建新的虚拟硬盘文件。
 
2．创建“动态扩展”虚拟硬盘
 
创建“动态扩展”虚拟硬盘过程同创建“固定大小”虚拟硬盘，也通过“新建虚拟硬盘向导”创建。在“选择磁盘类型”对话框中，选择“动态扩展”选项，如图7-22所示。
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图7-21　创建“固定大小”虚拟硬盘之七
 
[image: 图片 1]
 
图7-22 “选择磁盘类型”对话框
 
3．创建“差异”虚拟硬盘。
 
创建“差异”虚拟硬盘分为两个过程。
 
 
 	首先创建一个称为“母盘”的虚拟硬盘，该盘可以是“固定大小”或者“动态扩展”类型的虚拟硬盘。“母盘”创建过程同【创建“固定大小”虚拟硬盘】。
 
 	然后通过“新建虚拟硬盘向导”选择磁盘类型为“差异”的虚拟硬盘。
 

 
第1步，母盘创建成功后，启动创建向导，跳过欢迎对话框，在“选择磁盘类型”对话框中，选择“差异”选项，如图7-23所示。
 
第2步，单击“下一步”按钮，显示图7-24所示的“指定名称和位置”对话框。设置存储新建虚拟硬盘的名称和位置。
 
第3步，单击“下一步”按钮，显示图7-25所示的“配置磁盘”对话框。设置新建虚拟硬盘使用的父盘。
 
[image: 图片 1]
 
图7-23　创建“差异”虚拟硬盘之一
 
[image: 图片 1]
 
图7-24　创建“差异”虚拟硬盘之二
 
[image: 图片 1]
 
图7-25　创建“差异”虚拟硬盘之三
 
第4步，单击“浏览”按钮，显示图7-26所示的“打开”对话框。选择存储虚拟硬盘文件的目标文件夹，然后选择已有的虚拟硬盘文件。
 
[image: 图片 1]
 
图7-26　创建“差异”虚拟硬盘之四
 
第5步，选择父盘之后，单击“打开”按钮，将父盘的绝对路径添加到“位置”文本框中，如图7-27所示。
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图7-27　创建“差异”虚拟硬盘之五
 
第6步，单击“下一步”按钮，打开“正在完成新建虚拟硬盘向导”对话框。在列表中显示新建的“差异”虚拟硬盘的位置，以及使用的父盘位置。单击“完成”按钮，创建新的“差异”虚拟硬盘，如图7-28所示。
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图7-28　创建“差异”虚拟硬盘之六
 
7.2.2　PowerShell创建虚拟硬盘
 
1．查看虚拟硬盘
 
通过PowerShell命令，查看F:\根目录下名称为“fixed.vhdx”的虚拟硬盘文件。执行以下命令：
 
Get-vhd -Path F:\fixed.vhdx
 
命令执行后，查看虚拟硬盘文件的详细配置信息，包括：所在的计算机、存储位置、大小、虚拟硬盘类型、逻辑扇区、物理扇区等。
 
PS C:\Users\cbgl> Get-vhd -Path F:\fixed.vhdx

ComputerName　　　　　　: HY01

Path　　　　　　　　　　: F:\fixed.vhdx

VhdFormat　　　　　　　 : vhdx

VhdType　　　　　　　　 : Fixed

FileSize　　　　　　　　: 1077936128

Size　　　　　　　　　　: 1073741824

MinimumSize　　　　　　 : 

LogicalSectorSize　　　 : 512

PhysicalSectorSize　　　: 4096

BlockSize　　　　　　　 : 0

ParentPath　　　　　　　: 

FragmentationPercentage : 0

Alignment　　　　　　　 : 1

Attached　　　　　　　　: False

DiskNumber　　　　　　　: 

IsDeleted　　　　　　　 : False

Number　　　　　　　　　:
 
2．创建“固定大小”虚拟硬盘
 
通过PowerShell命令，在F:\根目录下创建名称为“fixed.vhd”、大小为1GB、虚拟硬盘类型为“固定大小”的虚拟硬盘文件。执行以下命令：
 
New-vhd -Path F:\fixed.vhd -Fixed -SizeBytes 1GB
 
命令执行后，在指定目录创建指定根式的虚拟硬盘文件。
 
PS C:\Users\cbgl> New-vhd -Path F:\fixed.vhd -Fixed -SizeBytes 1GB

ComputerName　　　　　　: HY01

Path　　　　　　　　　　: F:\fixed.vhd

VhdFormat　　　　　　　 : vhd

VhdType　　　　　　　　 : Fixed

FileSize　　　　　　　　: 1073742336

Size　　　　　　　　　　: 1073741824
 
通过PowerShell命令，在F:\根目录下创建名称为“fixed.vhdx”、大小为1GB、虚拟硬盘类型为“固定大小”的虚拟硬盘文件。执行以下命令：
 
New-vhd -Path F:\fixed.vhdx -Fixed -SizeBytes 1GB
 
命令执行后，在指定目录创建指定根式的虚拟硬盘文件。
 
PS C:\Users\cbgl> New-vhd -Path F:\fixed.vhdx -Fixed -SizeBytes 1GB

ComputerName　　　　　　: HY01

Path　　　　　　　　　　: F:\fixed.vhdx

VhdFormat　　　　　　　 : vhdx

VhdType　　　　　　　　 : Fixed

FileSize　　　　　　　　: 1077936128

Size　　　　　　　　　　: 1073741824
 
3．创建“动态扩展”虚拟硬盘
 
通过PowerShell命令，在F:\根目录下创建名称为“test.vhd”、大小为10GB、虚拟硬盘类型为“动态扩展”的虚拟硬盘文件。执行以下命令：
 
New-vhd -Path F:\test.vhd -Dynamic -SizeBytes 10240MB
 
命令执行后，在指定目录创建指定根式的虚拟硬盘文件。
 
PS C:\Users\cbgl> New-vhd -Path F:\test.vhd -Dynamic -SizeBytes 10240MB

ComputerName　　　　　　: HY01

Path　　　　　　　　　　: F:\test.vhd

VhdFormat　　　　　　　 : vhd

VhdType　　　　　　　　 : Dynamic

FileSize　　　　　　　　: 28672

Size　　　　　　　　　　: 10737418240
 
通过PowerShell命令，在F:\根目录下创建名称为 “test.vhdx”、大小为10GB、虚拟硬盘类型为“动态扩展”的虚拟硬盘文件。执行以下命令：
 
New-vhd -Path F:\test.vhdx -Dynamic -SizeBytes 10240MB
 
命令执行后，在指定目录创建指定根式的虚拟硬盘文件。
 
PS C:\Users\cbgl> New-vhd -Path F:\test.vhdx -Dynamic -SizeBytes 10240MB

ComputerName　　　　　　: HY01

Path　　　　　　　　　　: F:\test.vhdx

VhdFormat　　　　　　　 : vhdx

VhdType　　　　　　　　 : Dynamic

FileSize　　　　　　　　: 4194304

Size　　　　　　　　　　: 10737418240
 
4．创建“差异”虚拟硬盘
 
通过PowerShell命令，在F:\根目录下创建名称为“test001.vhdx”、母盘为“F:\test.vhdx”、虚拟硬盘类型为“差异”的虚拟硬盘文件。执行以下命令：
 
New-vhd -ParentPath F:\test.vhdx -Path F:\test001.vhdx –Differencing
 
命令执行后，在指定目录创建指定根式的虚拟硬盘文件。
 
PS C:\Users\cbgl> New-vhd -ParentPath F:\test.vhdx -Path F:\test001.vhdx -Differencing

ComputerName　　　　　　: HY01

Path　　　　　　　　　　: F:\test001.vhdx

VhdFormat　　　　　　　 : vhdx

VhdType　　　　　　　　 : Differencing

FileSize　　　　　　　　: 4194304

Size　　　　　　　　　　: 10737418240
 
7.3　虚拟硬盘管理
 
虚拟硬盘完成的功能等同于物理硬盘，因此管理员可以根据需要扩充、缩小虚拟硬盘占用的磁盘空间，可以方便地为虚拟机调整虚拟硬盘数量。虚拟硬盘是后缀为.vhd或者.vhdx根式的文件，因此虚拟硬盘的管理是对文件管理。不同虚拟硬盘类型之间格式可以互相转换，可以将vhd转换成vhdx格式。
 
7.3.1　扩充固定大小虚拟硬盘
 
部署Hyper-V应用时，虽然规划虚拟硬盘的大小，但是随着使用时间和环境的改变，可能会低估在特定逻辑卷中需要的空间。在扩展虚拟硬盘大小时，虚拟机操作系统会把新添的空间作为未分配、未格式化的硬盘空间。根据子操作系统的能力，可以扩展现有的逻辑卷，或者在空闲空间创建一个新的逻辑卷。Windows操作系统中，可以利用硬盘管理工具或Diskpart命令行实用程序完成卷的扩展，或者通过附加新的虚拟硬盘文件创建新卷。
 
在扩展vhd时需要注意以下问题：
 
 
 	虚拟硬盘所在的虚拟机必须是关闭的（不能处于使用、保存等状态）。
 
 	如果创建快照，虚拟硬盘扩展之后，所有原来的快照将会失效。如果原有快照失效可能带来系列问题，建议为虚拟机添加新的虚拟硬盘获得存储空间，而不是在原有虚拟硬盘的基础上添加磁盘空间。
 

 
1．图形模式扩充固定大小虚拟硬盘
 
第1步，打开“Hyper-V管理器”，在“操作”面板选择“编辑磁盘”命令。或者鼠标右键单击Hyper-V主机，在弹出的快捷菜单中选择“编辑磁盘”命令，如图7-29所示。
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图7-29　扩充固定大小虚拟硬盘之一
 
第2步，命令执行后，启动“编辑虚拟硬盘向导”，显示图7-30所示的“开始之前”对话框。
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图7-30　扩充固定大小虚拟硬盘之二
 
第3步，单击“下一步”按钮，显示图7-31示的“查找虚拟硬盘”对话框。选择需要扩展的虚拟硬盘。注意，在虚拟硬盘正在使用时，不能执行该操作；或者需要扩充的虚拟硬盘是父盘时，不能执行该操作，否则关联的子盘数据将丢失。单击“浏览”按钮，选择需要扩展的固定大小的虚拟硬盘。
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图7-31　扩充固定大小虚拟硬盘之三
 
第4步，单击“打开”按钮，返回到“查找虚拟硬盘”对话框。单击“下一步”按钮，显示图7-32所示的“选择操作”对话框。该对话框提供两个选项：转换和扩展。
 
 
 	选择“转换”选项，将固定大小的虚拟硬盘转换为动态虚拟硬盘。
 
 	选择“扩展”选项，将扩展当前固定大小的虚拟硬盘空间。本例中选择该选项。
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图7-32　扩充固定大小虚拟硬盘之四
 
第5步，单击“下一步”按钮，显示图7-33所示的“扩展虚拟硬盘”对话框。选择“新大小”文本框中，键入扩展后虚拟硬盘的大小。本例中原虚拟硬盘为1GB，“新大小”设置为2GB。
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图7-33　扩充固定大小虚拟硬盘之五
 
第6步，单击“下一步”按钮，显示图7-34所示的“正在完成编辑虚拟硬盘向导”对话框，显示虚拟硬盘新的配置信息。单击“完成”按钮，开始为虚拟硬盘扩容直至完成。
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图7-34　扩充固定大小虚拟硬盘之六
 
提示
 
 
 

 
 虚拟硬盘扩容不会丢失原虚拟硬盘中的数据，可以放心使用。
 

 
2．PowerShell扩充固定大小虚拟硬盘
 
扩充前，虚拟硬盘“F:\Fixed.vhdx”的大小为3GB。通过PowerShell命令查看虚拟硬盘的大小。执行以下命令：
 
PS C:\Users\cbgl> Get-vhd -Path F:\fixed.vhdx

ComputerName　　　　　　: HY01

Path　　　　　　　　　　: F:\fixed.vhdx

VhdFormat　　　　　　　 : vhdx

VhdType　　　　　　　　 : Fixed

FileSize　　　　　　　　: 3225419776

Size　　　　　　　　　　: 3221225472
 
通过PowerShell命令，将“F:\Fixed.vhdx”扩充到4GB。执行以下命令：
 
Resize-vhd -Path F:\Fixed.vhdx -SizeBytes 4GB
 
命令执行后，再次查看虚拟硬盘“F:\Fixed.vhdx”的大小。执行以下命令：
 
PS C:\Users\cbgl> Get-vhd -Path F:\fixed.vhdx

ComputerName　　　　　　: HY01

Path　　　　　　　　　　 : F:\fixed.vhdx

VhdFormat　　　　　　　 : vhdx

VhdType　　　　　　　　 : Fixed

FileSize　　　　　　　　　: 4299161600

Size　　　　　　　　　　 : 4294967296
 
7.3.2　压缩虚拟硬盘
 
压缩操作用于收回虚拟硬盘中的未使用空间。该功能用于动态扩展虚拟硬盘，当虚拟硬盘中删除大量数据时，此功能最具备使用价值。压缩操作完成后，主机中文件的物理大小会减小。子操作系统不会识别任何差别，因为此操作的所有动作都不会改变文件分配表。
 
1．图形模式压缩虚拟硬盘
 
第1步，启动“编辑磁盘”向导，跳过欢迎对话框，打开“查找虚拟硬盘”对话框，设置需要收缩的虚拟硬盘文件，如图7-35所示。
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图7-35　压缩虚拟硬盘之一
 
第2步，单击“下一步”按钮，显示图7-36所示的“选择操作”对话框。该对话框提供两个参数：压缩和合并。本例中选择“压缩”选项。参数介绍：
 
 
 	压缩，将缩小当前虚拟硬盘文件的大小。
 
 	合并，将子虚拟硬盘合并到父虚拟硬盘中。
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图7-36　压缩虚拟硬盘之二
 
第3步，单击“下一步”按钮，显示图7-37所示的“正在完成编辑虚拟硬盘向导”对话框，显示虚拟硬盘即将执行的操作，以及虚拟硬盘类型。单击“完成”按钮，开始压缩虚拟硬盘直至完成。
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图7-37　 压缩虚拟硬盘之三
 
2．PowerShell压缩虚拟硬盘
 
通过PowerShell命令，压缩名称为“XP.vhdx”的虚拟硬盘文件。执行以下命令：
 
Optimize-vhd -Path G:\DEmo\XP.vhdx -Mode Full
 
7.3.3　合并虚拟硬盘
 
合并虚拟硬盘是指将子盘合并到父盘中，将2个虚拟硬盘合并成一个虚拟硬盘，合并时可以选择是否将子盘合并到父盘中，或者创建一个新的虚拟硬盘。
 
提示
 
 
 

 
 合并虚拟硬盘时，如果磁盘空间允许，建议首先合并到一个新的虚拟硬盘，然后将新盘挂载到虚拟机中。
 

 
1．合并到新盘
 
第1步，打开“Hyper-V管理器”，启动“编辑磁盘”向导，打开欢迎对话框，显示图7-38所示的“开始之前”对话框。
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图7-38　合并虚拟硬盘到新盘之一
 
第2步，单击“下一步”按钮，显示图7-39所示的“查找虚拟硬盘”对话框，设置需要合并的子盘。注意，一定要选择子盘。
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图7-39　合并虚拟硬盘到新盘之二
 
第3步，单击“下一步”按钮，显示图7-40所示的“选择操作”对话框。选择“合并”选项，将子盘合并到母盘中。
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图7-40　合并虚拟硬盘到新盘之三
 
第4步，单击“下一步”按钮，显示图7-41所示的“合并差异磁盘中的更改”对话框。设置合并后的硬盘参数：
 
 
 	选择“到父虚拟硬盘”选项，则将子虚拟硬盘合并到父盘中，合并完成后删除子盘。
 
 	选择“到新虚拟硬盘”选项，在指定位置创建一个新的虚拟硬盘，同时需要设置虚拟硬盘的磁盘类型（动态虚拟硬盘或者固定虚拟硬盘）。本例中选择该选项，新的虚拟硬盘设置为“动态虚拟磁盘”。
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图7-41　合并虚拟硬盘到新盘之四
 
第5步，单击“下一步”按钮，显示图7-42所示的“正在完成编辑虚拟硬盘向导”对话框，显示虚拟硬盘合并信息。
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图7-42　合并虚拟硬盘到新盘之五
 
第6步，单击“完成”按钮，开始合并子盘。合并完成后的虚拟硬盘容量不是原来的父盘和子盘容量之和，而是磁盘整理后的容量，如图7-43所示。
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图7-43　合并虚拟硬盘到新盘之六
 
2．合并到父盘
 
继【合并到新盘】操作“第3步”，单击“下一步”按钮，打开“合并差异磁盘中的更改”对话框。选择“到父虚拟硬盘”选项，则将子虚拟硬盘合并到父盘中，合并完成后删除子盘，如图7-44所示。
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图7-44　合并到父盘之一
 
单击“下一步”按钮，显示图7-45所示的对话框，显示硬盘合并信息，操作类型为“合并”，配置为“配置: 合并到父文件 XP.vhdx (Vhdx，动态扩展)”。单击“完成”按钮，开始合并虚拟硬盘。合并完成后删除子盘仅保留父盘。
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图7-45　合并到父盘之二
 
3．PowerShell合并到父盘
 
通过PowerShell命令，将“G:\Demo\XP001.vhdx”子虚拟磁盘合并到“G:\Demo\XP.vhdx”虚拟硬盘。执行以下命令：
 
Merge-vhd -Path G:\Demo\XP001.vhdx -DestinationPath G:\Demo\XP.vhdx
 
命令执行后，将子盘合并到父盘，同时删除子盘。
 
7.3.4　虚拟硬盘类型转换
 
Hyper-V提供“固定大小”和“动态扩展”虚拟硬盘类型之间进行转换。出于性能考虑，转换操作会产生大量的磁盘IO操作，所以建议不要在主机繁忙时进行转换。本例将“动态扩展”虚拟硬盘转换为“固定大小”虚拟硬盘。在转换过程中，转换向导根据选择的虚拟硬盘类型提供不同的操作选项。
 
第1步，启动“编辑磁盘”向导，跳过欢迎对话框和“查找虚拟硬盘”对话框，打开“选择操作”对话框。选择“转换”选项，如图7-46所示。
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图7-46　虚拟硬盘类型转换之一
 
第2步，单击“下一步”按钮，显示图7-47所示的“转换虚拟硬盘”对话框。设置虚拟硬盘使用的文件格式，本例中选择“vhdx”格式。
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图7-47　虚拟硬盘类型转换之二
 
第3步，单击“下一步”按钮，显示图7-48所示的“转换虚拟硬盘”对话框。转换后的虚拟硬盘格式设置为“固定大小”。
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图7-48　虚拟硬盘类型转换之三
 
第4步，单击“下一步”按钮，显示图7-49所示的“转换虚拟硬盘”对话框。设置虚拟硬盘文件的名字和存储虚拟硬盘文件的目标文件夹。
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图7-49　虚拟硬盘类型转换之四
 
第5步，单击“下一步”按钮，显示图7-50所示的“正在完成编辑虚拟硬盘向导”对话框，显示虚拟硬盘文件转换信息。单击“完成”按钮，完成虚拟硬盘文件格式转换。
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图7-50　虚拟硬盘类型转换之五
 
7.3.5　扩充后的操作系统配置
 
部署Hyper-V应用时，虽然规划了虚拟硬盘的大小，但是随着使用时间、环境、业务系统的改变，可能会低估在特定逻辑卷中磁盘空间的大小。在扩展虚拟硬盘大小时，虚拟机操作系统会把新添的空间作为未分配、未格式化的硬盘空间。根据操作系统特性可以扩展现有的逻辑卷，或者在空闲空间创建一个新的逻辑卷。Windows操作系统可以利用硬盘管理工具或Diskpart命令行实用程序完成卷的扩展；或者通过附加新的虚拟硬盘文件，创建新卷。
 
在扩展vhd或者vhdx时需要注意以下问题：虚拟硬盘所在的虚拟机必须是关闭的（不能处于备用状态）。虚拟机运行时，如果使用扩充磁盘空间，将显示图7-51所示的错误
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图7-51　虚拟硬盘打开错误信息
 
测试虚拟机安装2块硬盘并划分为2个卷（C、D），D盘原磁盘空间为100GB，扩容后为300GB。虚拟机重启后新增加的分区如图7-52所示，新分区状态为“未指派”。
 
第1步，以管理员身份运行“diskpart”命令，执行命令：
 
List volume
 
命令执行后，列出虚拟机中所有磁盘卷，如图7-53所示。
 
[image: 图片 1]
 
图7-52　操作系统中扩容之一
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图7-53　操作系统中扩容之二
 
第2步，需要扩容的卷标识是“1”，执行命令：
 
Select Volume 1，选择需要扩容的磁盘
 
List Volume列出所有卷。被选中的卷前会有【*】作为标识，如图7-54所示。
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图7-54　操作系统中扩容之三
 
第3步，扩容卷。执行命令：
 
Extend
 
命令执行后，顺利扩展后显示“DiskPart成功地扩展了卷”的提示，如图7-55所示。
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图7-55　操作系统中扩容之四
 
第4步，打开“磁盘管理”控制台，磁盘“D”的空间已经成功拓展，如图7-56所示。
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图7-56　操作系统中扩容之五
 
7.4　直连物理硬盘
 
Windows Server 2012 Hyper-V可以使用主机的物理硬盘作为虚拟机的虚拟硬盘，也可以访问映射到Hyper-V主机的存储设备。存储设备可以是Hyper-V主机内部的物理硬盘，也可以是映射到服务器的SAN逻辑单元号（LUN）。虚拟机必须对该存储独占访问，因此必须在磁盘管理中将该存储设置为脱机状态。
 
7.4.1　附加的物理硬盘注意事项
 
使用直接附加到虚拟机的物理硬盘时，需要注意以下问题：
 
 
 	直接附加到虚拟机的物理硬盘不能动态扩充。
 
 	不能与差异磁盘一起使用。
 
 	无法生成虚拟硬盘快照。
 
 	由于直接附加到虚拟机的物理硬盘独占物理设备，因此容量不受限制。
 
 	附加到虚拟机的物理硬盘必须处于“脱机”状态。
 

 
7.4.2　物理磁盘状态
 
本例中，Hyper-V主机配置2块硬盘，分别是磁盘0和磁盘1。新增加一块磁盘“磁盘2”作为直接附加到虚拟机的物理硬盘，容量为30GB。打开“计算机管理”控制台，选择“磁盘管理”选项，查看Hyper-V主机中所有磁盘的状态，“磁盘2”状态为“联机”，如图7-57所示。
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图7-57　物理磁盘状态之一
 
“磁盘2”中的数据如图7-58所示。
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图7-58　磁盘状态之二
 
7.4.3　磁盘脱机
 
虚拟机使用直接附加到虚拟机的物理硬盘，必须独占此设备，因此首先要使该设备脱机。鼠标右键单击“磁盘2”，在弹出的快捷菜单中选择“脱机”命令，如图7-59所示。
 
命令成功执行后，“磁盘2”显示为脱机，如图7-60所示。
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图7-59　磁盘脱机操作之一
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图7-60　脱机操作之二
 
7.4.4　虚拟机附加物理硬盘
 
本例中将“磁盘2”添加到虚拟机的“IDE控制1”，与DVD驱动器共用一个IDE控制器，相当于一个硬盘线同时连接两个IDE设备。
 
第1步，打开“Hyper-V管理器”，右键单击需要添加物理硬盘的虚拟机（本例中选择运行Windows XP SP3的虚拟机），在弹出的快捷菜单中选择“设置”命令。
 
第2步，命令执行后，显示图7-61所示的虚拟机属性对话框。当前虚拟机已经配置两块IDE控制器：IDE控制器0和IDE控制器1。IDE控制器0连接硬盘驱动器，IDE控制器1连接DVD驱动器。
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图7-61　虚拟机附加物理硬盘之一
 
第3步，本例中直接附加的物理硬盘连接到IDE控制器1，即和DVD驱动器共用一个控制器。选择“IDE控制器1”选项，如图7-62所示。右侧“IDE控制器”列表中显示当前控制器支持的设备类型，包括硬盘驱动器和DVD驱动器。
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图7-62　虚拟机附加物理硬盘之二
 
第4步，选择“硬盘驱动器”选项，单击“添加”按钮，显示“硬盘驱动器”设置参数。在“媒体”列表中选择“物理硬盘”选项，下拉列表中显示可用的物理磁盘，本例中显示“磁盘2　27.95GB…”参数。单击“确定”按钮，完成虚拟机参数设置，如图7-63所示。
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图7-63　虚拟机附加物理硬盘之三
 
7.4.5　虚拟机磁盘连接验证
 
虚拟机启动后，直接附加的物理磁盘作为一个独立磁盘挂载。管理员为新物理设备赋予驱动器号后，直接访问物理磁盘中的内容。
 
本例中虚拟机运行Windows XP操作系统，打开“磁盘管理”后，操作系统显示新附加的物理磁盘，如图7-64所示。
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图7-64　虚拟机验证之一
 
赋予新附加的物理磁盘驱动器号后，使用“资源管理器”即可打开目标驱动器，如图7-65所示。原物理磁盘中数据仍然存在，且可以正常访问。
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图7-65　虚拟机验证之二
 
7.5　连接iSCSI存储
 
Windows Server 2012 Hyper-V部署的虚拟机系统支持iSCSI存储设备访问功能，可以将iSCSI存储设备分配的分区映射成本地逻辑驱动器，虚拟机操作系统不需要重启或者识别新的硬件设备即可使用存储设备。Windows Server 2008以上版本的服务器操作系统内置iSCSI客户端访问程序，之前版本的操作系统（Windows Server 2003以下版本）需要在虚拟机中安装对应的组件。
 
7.5.1　iSCSI连接架构
 
本例中测试虚拟机安装Windows Server 2012操作系统，IP地址规划为192.168.100.0/24，通过网络访问部署在存储服务器（192.168.101.82/24）中的分区，并将已发布的分区作为虚拟机的一个逻辑驱动器使用，部署结构如图7-66所示。
 
7.5.2　网络参数及连通性测试
 
网络中部署DHCP服务器，虚拟机启动后，从DHCP服务器获得详细的网络参数信息，如图7-67所示。
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图7-66　iSCSI连接架构图
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图7-67　虚拟机网络参数
 
iSCSI存储发布的IP地址为192.168.101.90/24，虚拟机使用“Ping”命令验证是否成功连接到目标存储设备，如图7-68所示。验证结果表明，虚拟机可以连接到iSCSI存储设备。
 
7.5.3　虚拟机配置iSCSI服务
 
Windows Server 2012内置“iSCSI发起程序”服务，支持iSCSI存储服务器访问，该服务将网卡仿真成iSCSI发起器，对网络上的iSCSI目标设备发起存取需求。“iSCSI发起程序”服务首先登录到目标，然后请求启动会话。目标必须向会话授权且必须建立会话，服务器才能访问存储资源。Windows Server 2012默认安装完成之后，“iSCSI发起程序”服务已经安装到计算机中。默认情况下该服务并没有启动，配置iSCSI时将自动启动该服务。
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图7-68　连通性测试
 
第1步，以管理员身份登录虚拟机操作系统，打开“控制面板”选项，显示图7-69所示的“控制面板”窗口。
 
[image: SNAGHTMLe93e55b]
 
图7-69　虚拟机配置iSCSI服务之一
 
第2步，选择“iSCSI发起程序”图标，鼠标右键单击“iSCSI发起程序”，在弹出的快捷菜单中选择“打开”命令，显示图7-70所示的“Microsoft iSCSI”对话框。提示当前该服务没有启动，建议立即启动并在以后开机时自动启动iSCSI服务。
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图7-70　虚拟机配置iSCSI服务之二
 
第3步，单击“是”按钮，显示图7-71所示的“iSCSI发起程序属性”对话框。
 
[image: SNAGHTMLe961f3f]
 
图7-71　虚拟机配置iSCSI服务之三
 
第4步，“发现”选项卡，显示图7-72所示的“发现”对话框。
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图7-72　虚拟机配置iSCSI服务之四
 
第5步，单击“发现门户”按钮，显示图7-73所示的“发现目标门户”对话框。在“IP地址或DNS名称”文本框中，键入存储服务器的IP地址或者DNS名称。
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图7-73　虚拟机配置iSCSI服务之五
 
第6步，单击“确定”按钮，关闭“添加目标门户”对话框，返回到“发现”对话框，将iSCSI服务器添加到“目标门户”列表中，如图7-74所示。
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图7-74　虚拟机配置iSCSI服务之六
 
第7步，切换到“目标”选项卡，显示图7-75所示的“目标”对话框。在“已发现的目标”列表中，显示在存储服务器中发布的存储分区。已发现的分区状态为“不活动”。
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图7-75　虚拟机配置iSCSI服务之七
 
第8步，选择目标存储分区，单击“连接”按钮，显示图7-76所示的“连接到目标”对话框。选择“将此连接添加到收藏目标列表”选项，如果iSCSI服务器支持多路径功能，选择“启用多路径”选项。
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图7-76　虚拟机配置iSCSI服务之八
 
第9步，单击“确定”按钮，关闭“连接到目标”对话框，返回到“目标”选项卡，如图7-77所示。选择的数据分区状态为“已连接”。单击“确定”按钮，“iSCSI发起程序”设置完成。
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图7-77　虚拟机配置iSCSI服务之九
 
7.5.4　虚拟机数据访问验证
 
“iSCSI发起程序”发现存储服务器后，虚拟机操作系统使用“磁盘管理”功能，配置新发现的数据分区。
 
第1步，打开“服务器管理器”→“文件和存储服务”→“卷”→“磁盘”选项，显示新发现的分区为“磁盘1”，状态显示“脱机”、容量以及“总线类型”等信息，如图7-78所示。
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图7-78　虚拟机磁盘管理之一
 
第2步，鼠标右键单击“磁盘1”，在弹出的快捷菜单中选择“联机”命令，如图7-79所示。
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图7-79　虚拟机磁盘管理之二
 
第3步，命令执行后，显示图7-80所示的“使磁盘联机”对话框，提示联机后可能发生的状况。
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图7-80　虚拟机磁盘管理之三
 
第4步，单击“是”按钮，成功连接到iSCSI存储服务器，为该服务器分配的磁盘空间为250GB，分配的逻辑驱动器为“E:”，如图7-81所示。
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图7-81　虚拟机磁盘管理之四
 
第5步，通过“文件资源管理器”可以访问“E”盘中的数据，如图7-82所示。
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图7-82　虚拟机磁盘管理之五
 


第8章　Hyper-V管理器
 
Windows Server 2012 Hyper-V角色启用后，自动安装MMC模式的“Hyper-V管理器”管理单元，能够简单管理Hyper-主机以及虚拟机。“Hyper-V管理器”只是一个简单的管理工具，不能完成复杂的管理功能（群集部署、物理计算机迁移、虚拟机迁移等）。建议使用“System Center Virtual Machine Manager”虚拟机管理平台，统一管理Hyper-V主机和虚拟机环境。
 
8.1　部署虚拟机
 
Hyper-V角色添加完成并重启后，Hyper-V主机是Hyper-V部署的第一个虚拟机，可以管理Hyper-V主机所有的硬件设备。Hyper-V中创建的虚拟机和Hyper-V主机的最大不同是，虚拟机只能使用CPU、内存以及网络适配器等设备，但是不具备管理权限。
 
8.1.1　创建虚拟机
 
本节以创建运行“Windows Server 2003”操作系统的虚拟机为例，详细介绍创建虚拟机的方法。
 
第1步，打开Hyper-V管理器，选择目标宿主机。Hyper-V管理器提供3种方法，用来启动虚拟机创建向导。
 
 
 	选择菜单栏的“操作”菜单，在显示的下拉菜单列表中选择“新建”选项，在弹出的级联菜单中选择“虚拟机”命令。
 
 	右键单击当前宿主计算机名称，在弹出的快捷菜单中选择“新建”选项，在弹出的级联菜单中选择“虚拟机”命令。
 
 	在“操作”面板上，选择目标宿主机→“新建”→“虚拟机”选项。
 

 
以上3种方法都可以启动新建虚拟机向导，如图8-1所示。
 
第2步，命令执行后，启动“新建虚拟机向导”，显示图8-2所示的“开始之前”对话框。
 
第3步，单击“下一步”按钮，显示图8-3所示的“指定名称和位置”对话框。在“名称”文本框中键入虚拟机的名称，默认虚拟机配置文件保存在“C:\ProgramData\ Microsoft\Windows\Hyper-V\”目录中。或者选择“将虚拟机存储在其他位置”选项，然后单击“浏览”按钮，可以设置存储虚拟机配置文件的目标文件夹。本例中已经更改配置文件的存储位置。
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图8-1　创建虚拟机之一
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图8-2　创建虚拟机之二
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图8-3　创建虚拟机之三
 
第4步，单击“下一步”按钮，显示图8-4所示的“分配内存”对话框，设置虚拟机内存。本例中为运行Windows Server 2003的虚拟机分配512MB内存，并选择“为此虚拟机使用动态内存”选项。
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图8-4　创建虚拟机之四
 
第5步，单击“下一步”按钮，显示图8-5所示的“配置网络”对话框，配置目标虚拟使用的网络适配器（网卡）。单击“连接”下拉列表中按钮，显示当前计算机中所有虚拟网络交换机。
 
[image: 图片 1]
 
图8-5　创建虚拟机之五
 
第6步，单击“下一步”按钮，显示图8-6所示的“连接虚拟硬盘”对话框。设置虚拟机使用的虚拟硬盘，可以创建一个新的虚拟硬盘，也可以使用已经存在的虚拟硬盘，本例中选择“创建虚拟硬盘”选项。
 
 
 	创建虚拟硬盘，选择“创建虚拟硬盘”选项。在“名称”文本框中键入虚拟硬盘名称。在“位置”文本框中设置虚拟硬盘在计算机中的存储位置。在“大小”文本框中键入虚拟硬盘容量。注意，默认虚拟硬盘类型为“vhdx”。
 
 	使用现有虚拟硬盘。直接挂载创建的虚拟硬盘。
 
 	以后附加虚拟硬盘。新建虚拟机向导创建虚拟机过程中，不创建或者附加任何虚拟硬盘，虚拟机创建成功后在需要时挂载需要的虚拟硬盘。
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图8-6　创建虚拟机之六
 
第7步，单击“下一步”按钮，显示图8-7所示的“安装选项”对话框，设置安装操作系统的方法。如果需要在以后安装操作系统则可以选择“以后安装操作系统”选项，也可以设置当安装向导设置完成后立即安装操作系统。本例中选择“从引导CD/DVD-ROM安装操作系统”选项，通过ISO操作系统映像文件安装Windows Server 2003，因此选择“映像文件（.iso）”选项，单击“浏览”按钮，选择ISO映像文件所在的目标文件夹即可。如果使用已经刻录成功的光盘安装目标操作系统，将光盘放入到光盘驱动器后选择“物理CD/DVD驱动器”选项即可。
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图8-7　创建虚拟机之七
 
第8步，单击“下一步”按钮，显示图8-8所示的“正在完成新建虚拟机向导”对话框，显示虚拟机的配置信息。
 
[image: 图片 1]
 
图8-8　创建虚拟机之八
 
第9步，单击“完成”按钮，开始创建虚拟机，如图8-9所示。注意，虚拟机创建完成后并没有立即安装操作系统，虚拟机启动（接通电源）后加载ISO映像文件或者通过安装光盘安装操作系统。
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图8-9　创建虚拟机之九
 
8.1.2　删除虚拟机
 
第1步，在Hyper-V管理器的“虚拟机”面板中，鼠标右键单击停止运行的目标虚拟机，在弹出的快捷菜单中选择“删除”命令，如图8-10所示。
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图8-10　删除虚拟机之一
 
第2步，命令执行后，即可删除虚拟机。注意，这里删除的虚拟机仅删除虚拟机配置文件，并没有删除虚拟硬盘文件，如图8-11所示。如果需要删除虚拟机使用的虚拟硬盘，需要通过手动方式删除。
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图8-11　删除虚拟机之二
 
8.1.3　安装虚拟机操作系统
 
以安装Windows Server 2003操作系统为例，说明在Hyper-V部署的虚拟机环境中使用映像文件（ISO）安装操作系统的方法。
 
第1步，在Hyper-V管理器的“虚拟机”面板中，选择目标虚拟机“Windows Server 2003”。在“操作”面板中，选择“设置”选项，或者右键单击目标虚拟机“Windows Server 2003”，在弹出的快捷菜单中选择“设置”命令，如图8-12所示。
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图8-12　安装虚拟机操作系统之一
 
第2步，命令执行后，打开“HY 01上Windows Server 2003的设置”对话框。选择“硬件”→“IDE 控制器 1”选项，即选择安装Windows Server 2003使用的驱动器。在右侧“媒体”区域，选择“映像文件”选项，单击“浏览”按钮，选择Windows Server 2003操作系统映像光盘，设置完成的参数如图8-13所示。
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图8-13　安装虚拟机操作系统之二
 
第3步，单击“确定”按钮，关闭“Windows Server 2003设置”对话框，返回到Hyper-V管理器窗口。
 
第4步，在Hyper-V管理器右侧“操作”面板中，单击“启动”超链接，或者鼠标右键单击需要启动的虚拟机。在弹出的快捷菜单中选择“启动”命令，命令执行后启动虚拟机，虚拟机加电启动。虚拟机状态为“正在运行”，CPU使用率为“15%”，分配的内存为“512MB”，如图8-14所示。
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图8-14　安装虚拟机操作系统之三
 
第5步，右键单击已经启动的虚拟机，在弹出的快捷菜单中选择“连接”命令，显示图8-15所示的窗口。当前虚拟机已经启动并加载映像光盘，开始安装Windows Server 2003。操作系统安装过程同普通计算机安装，安装过程略。
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图8-15　安装虚拟机操作系统之四
 
8.2　虚拟机全局设置参数
 
“Hyper-V管理器”提供简单的管理功能，完成虚拟机基本管理任务。这些管理任务将确保虚拟机的正常运行。其中，虚拟机导出和导入、复制、移动等功能将在其他章节单独介绍。
 
8.2.1　连接虚拟机
 
虚拟机运行后，通过“Hyper-V管理器”的“连接”功能，通过独立窗口打开虚拟机，完成的功能类似于“远程桌面”。如果虚拟机数量较多，可以创建虚拟机快捷方式或者虚拟机连接工具统一管理。
 
1．Hyper-V管理器
 
打开“Hyper-V管理器”的中间窗格“虚拟机”面板，鼠标右键单击需要连接的虚拟机，在弹出的快捷菜单中选择“连接”命令，命令执行后，连接到目标虚拟机。
 
如果虚拟机没有启动，虚拟机状态显示为“虚拟机‘Windows Server 2003’已关闭”，如图8-16所示。
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图8-16　Hyper-V管理器连接之一
 
如果虚拟机已经启动，根据虚拟机的显示分辨率设置，显示指定大小的连接窗口，如图8-17所示。
 
2．Hyper-V虚拟机连接
 
Windows Server 2012 中的Hyper-V角色安装完成后，默认在桌面添加名称为“Hyper-V虚拟机连接”的磁贴，如图8-18所示。
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图8-17　Hyper-V管理器连接之二
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图8-18　Hyper-V虚拟机连接之一
 
鼠标右键单击“Hyper-V虚拟机连接”，屏幕下方显示支持的功能列表，如图8-19所示。选择“以管理员身份运行”选项。
 
命令执行后，显示图8-20所示的“虚拟机连接”对话框。在“服务器”文本框中设置目标计算机的名称，在“虚拟机”文本框中设置需要连接的虚拟机。单击“确定”按钮，即可连接到目标虚拟机。
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图8-19　Hyper-V虚拟机连接二
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图8-20　Hyper-V虚拟机连接三
 
3．快捷方式虚拟机
 
上述两种方法每次都要首先打开“Hyper-V管理器”或者切换到“开始”桌面，然后连接虚拟机，步骤比较繁琐。“Hyper-V虚拟机连接”的实质是执行名称为“VMconnect”的应用程序。管理员可以通过“VMconnect”应用程序为目标虚拟机创建一个放在桌面上的虚拟机快捷方式，需要运行虚拟机时，双击打开即可。
 
“VMconnect”应用程序的默认位置为“C:\Windows\system32”。鼠标右键单击“VMconnect”，在弹出的快捷菜单中选择“发送到”选项，在弹出的级联菜单中选择“桌面快捷方式”命令，如图8-21所示。
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图8-21　快捷方式虚拟机之一
 
命令执行后，在桌面创建一个名称为“vmconnect - 快捷方式”的快捷方式，如图8-22所示。
 
鼠标右键单击“vmconnect - 快捷方式”，在弹出的快捷菜单中选择“属性”命令，显示图8-23所示的“快捷方式属性”对话框，修改“目标”文本框中应用程序的连接参数。
 
 
 	第一个参数：应用程序名称。输入“Hyper-V虚拟机连接”程序在计算机中的绝对路径。
 
 	第二个参数：Hyper-V服务器名称。如果服务器名称中包含空格，需要使用引号标注。
 
 	第三个参数：虚机名称。如果名称中包含空格，需要使用引号标注。
 

 
例如：名称为“Windows Server 2003”的虚拟机，其正确参数设置为“"C:\Windows\ system32\vmconnect.exe "HY01" "Windows Server 2003"”，注意服务器名称、虚拟机名称使用引号时，需要使用英文方式的引号。单击“确定”按钮，保存快捷方式参数。
 
当需要打开目标虚拟机时，双击快捷方式即可打开虚拟机连接窗口。建议将快捷方式更改为虚拟机名称。
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图8-22　快捷方式虚拟机之二
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图8-23　快捷方式虚拟机之三
 
8.2.2　安装集成组件
 
虚拟机创建成功后，默认没有安装“集成组件”。没有安装“集成组件”的虚拟机， 不能捕获Hyper-V主机的鼠标，Hyper-V主机的鼠标在虚拟机中显示为“圆点”。安装集成组件后，虚拟机中添加部分设备驱动程序，鼠标可以自由出入Hyper-V主机和虚拟机，但是不支持在Hyper-V主机和虚拟机之间拖曳文件。因此，建议在虚拟机安装完成之后，为虚拟机安装“集成组件”。
 
虚拟机操作系统安装完成后，建议为虚拟机安装集成服务。单击菜单栏的“操作”菜单，在显示的下拉菜单列表中选择“插入集成服务安装光盘”命令。命令执行后，虚拟机中开始安装集成服务并更新相关硬件设备，安装完成后提示管理员需要重新启动计算机。单击“是”按钮，启动计算机后即可完成集成服务的安装。安装成功集成服务组件后如图8-24所示。
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图8-24　安装集成服务组件
 
8.2.3　设置虚拟机名称
 
1．虚拟机面板更改
 
在“Hyper-V管理器”中间窗格的虚拟机面板中，鼠标右键单击需要更改名称的虚拟机。在弹出的快捷菜单中选择“重命名”命令，命令执行后，高亮显示虚拟机名称，更改为新名称即可。
 
2．虚拟机设置更改
 
在“Hyper-V管理器”中间窗格的虚拟机面板中，右键单击需要更改名称的虚拟机，在弹出的快捷菜单中选择“设置”命令。命令执行后，打开虚拟机设置对话框，选择“管理”→“名称”选项，在右侧文本框中可以重命名虚拟机，并添加虚拟机的描述信息，如图8-25所示。设置完成后，单击“确定”按钮，完成虚拟机设置。
 
8.2.4　集成服务功能设置
 
在“Hyper-V管理器”中间窗格的虚拟机面板中，鼠标右键单击需要更改集成服务的虚拟机。在弹出的快捷菜单中选择“设置”命令，命令执行后，打开虚拟机设置对话框中。选择“管理”→“集成服务”选项，右侧“服务”列表中显示集成服务组件提供的服务，根据需要设置集成服务支持的功能即可，如图8-26所示。注意，“服务”列表中的服务与虚拟机运行的操作系统有关。设置完成后，单击“确定”按钮，完成虚拟机设置。
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图8-25　设置虚拟机名称
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图8-26　集成服务设置
 
8.2.5　设置快照文件位置
 
在“Hyper-V管理器”中间窗格的虚拟机面板中，鼠标右键单击需要更改集成服务的虚拟机。在弹出的快捷菜单中选择“设置”命令，命令执行后，打开虚拟机设置对话框。选择“管理”→“快照文件设置”选项，设置快照文件的存储位置。注意，快照文件文件夹必须使用绝对路径路径，不能使用相对路径，如图8-27所示。设置完成后，单击“确定”按钮，完成虚拟机设置。
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图8-27　快照文件位置设置
 
8.2.6　设置自动启动操作
 
在“Hyper-V管理器”中间窗格的虚拟机面板中，鼠标右键单击需要更改自动启动操作的虚拟机。在弹出的快捷菜单中选择“设置”命令，命令执行后，打开虚拟机设置对话框。选择“管理”→“自动启动操作”选项，设置Hyper-V主机启动时虚拟机的启动方式，如图8-28所示。
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图8-28　自动启动操作设置
 
虚拟机支持以下3种方式：
 
 
 	无。Hyper-V主机启动时，不会自动启动虚拟机。
 
 	自动启动（服务停止时它仍然运行）。默认设置。
 
 	始终自动启动此虚拟机。Hyper-V主机启动时，虚拟机自动启动。
 

 
建议虚拟机启动方式设置为“无”，管理员使用手动方式启动虚拟机，以减少Hyper-V主机启动时，Hyper-V主机和虚拟机之间争夺资源的状况。
 
8.2.7　设置自动停止操作
 
在“Hyper-V管理器”中间窗格的虚拟机面板中，鼠标右键单击需要更改自动停止操作的虚拟机。在弹出的快捷菜单中选择“设置”命令，命令执行后，打开虚拟机设置对话框，选择“管理”→“自动停止操作”选项，设置Hyper-V主机停止时虚拟机的关机方式，如图8-29所示。
 
虚拟机支持以下3种停机操作模式：
 
 
 	保存虚拟机状态。完成的功能相当于关机执行“保存”功能。
 
 	强行关闭虚拟机。完成的功能相当于Hyper-V主机断电。
 
 	关闭来宾操作系统。完成的功能相当于操作系统执行“关机”功能。
 

 
建议选择“保存虚拟机状态”选项。当Hyper-V主机正常关机时，虚拟机首先保存虚拟机的当前状态，保存完成后，Hyper-V主机执行关机命令。如果突然断电，将同时丢失Hyper-V主机和虚拟机的数据。注意，虚拟机必须安装“集成服务组件”。
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图8-29　自动停止操作设置
 
8.2.8　设置智能分页文件位置
 
在“Hyper-V管理器”中间窗格的虚拟机面板中，鼠标右键单击需要更改智能分页文件位置的虚拟机。在弹出的快捷菜单中选择“设置”命令，命令执行后，打开虚拟机设置对话框，选择“管理”→“智能分页文件位置”选项，设置智能分页文件的存储位置。注意，存储智能分页文件的文件夹必须使用绝对路径，不能使用相对路径，如图8-30所示。设置完成后，单击“确定”按钮，完成虚拟机设置。
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图8-30　设置智能分页文件位置
 
8.3　虚拟机常用操作
 
通过“Hyper-V管理器”，可以如同管理物理计算机一样管理虚拟机，常见的功能包括：强行关闭（关闭电源）、关闭（关闭正在运行的操作系统）、保存（休眠）、暂停以及重置（系统复位）等操作。
 
8.3.1　虚拟机面板
 
虚拟机创建成功后，管理员可以通过“Hyper-V管理器”的虚拟机面板查看虚拟机信息，如图8-31所示。虚拟机面板分为3个区域。
 
 
 	虚拟机列表区域：显示当前计算机中部署的所有虚拟机，以及虚拟机的状态、CPU使用率、分配的内存、运行时间以及任务状态。
 
 	虚拟机快照区域：显示虚拟机的快照状态。
 
 	虚拟机配置区域：从摘要、内存、网络、复制4部分显示虚拟机的配置以及工作状态。
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图8-31　虚拟机面板
 
8.3.2　管理功能位置
 
虚拟机的日常维护操作全部集成到“Hyper-V管理器”的“虚拟机”管理面板中。鼠标右键单击正在运行的虚拟机，在弹出的快捷菜单中显示所有命令，如图8-32所示。或者在“操作”面板选择目标虚拟机，通过显示的功能列表执行管理任务。
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图8-32　Hyper-V管理器
 
如果通过“虚拟机连接器”管理虚拟机，可以通过工具栏或者操作菜单管理虚拟机，如图8-33所示。
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图8-33　虚拟机连接器
 
8.3.3　强行关闭
 
虚拟机的“强行关闭”功能相当于物理计算机的关闭电源功能。物理计算机断电时，将关闭正在运行的操作系统，并可能丢失部分数据（内存和硬盘中的数据）。
 
鼠标右键单击需要关闭的虚拟机，在弹出的快捷菜单中选择“强行关闭”命令，命令执行后，显示图8-34所示的“强行关闭虚拟机”对话框。单击“强行关闭”按钮，关闭正在运行的虚拟机。
 
“强行关闭”操作执行成功后，虚拟机将显示图8-35所示的提示，“状态栏”显示虚拟机的状态为“关闭”。
 
[image: 图片 1]
 
图8-34　虚拟机强行关机之一
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图8-35　虚拟机强行关机之二
 
8.3.4　关闭
 
虚拟机的“关闭”功能相当于物理计算机中正在运行的操作系统执行“关机”功能，即关闭正在运行的操作系统。虚拟机“Windows XP SP3”正在运行，执行“关闭”命令后，显示图8-36所示的“关闭虚拟机”对话框。单击“关闭”按钮，关闭正在运行的操作系统。
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图8-36　关闭虚拟机
 
8.3.5　保存
 
虚拟机的“保存”功能相当于物理计算机中正在运行的操作系统执行“休眠”功能，保存虚拟机的运行状态。重启虚拟机后，可以在短时间之内启动操作系统。“保存”命令执行后，虚拟机将显示图8-37所示的提示，“状态栏”显示虚拟机的状态为“已保存”。
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图8-37　保存虚拟机
 
8.3.6　暂停
 
暂停功能可以暂时停止虚拟机的运行。“暂停”操作执行成功后，虚拟机将显示图8-38所示的提示，状态栏显示虚拟机的状态为“已暂停”。单击绿色箭头（启动）按钮，继续运行虚拟机。注意，物理计算机中没有该功能。
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图8-38　暂停虚拟机
 
8.3.7　重置
 
重置功能相当于物理计算机的“复位”按钮。虚拟机“重置”相当于断电并重启。执行“重置”命令，或者在“操作”面板中选择“重置”命令执行后，显示图8-39所示的“重置计算机”对话框。单击“重置”按钮，虚拟机断电并重新启动。
 
[image: SNAGHTMLf786c2b]
 
图8-39　重置虚拟机
 
8.3.8　重命名
 
重命名功能可以赋予虚拟机新名称。虚拟机重命名后，虚拟机配置信息以及内部内容均和原虚拟机相同，仅显示名称不同。
 
8.3.9　设置
 
“设置”选项用来设置虚拟机的各种设置，例如虚拟机使用的CPU、内存、硬盘、控制器类型、启动方式等。鼠标右键单击目标虚拟机，在弹出的快捷菜单中选择“设置”命令，将启动虚拟机属性设置对话框。
 
1．BIOS
 
Hyper-V部署的虚拟机“BIOS”支持的启动方式包括“CD”、“IDE”、“旧版网络适配器”以及“软盘”，默认启动方式为“CD”启动。从启动顺序列表中，选择启动类型，单击“↑”和“↓”按钮，移动启动设备。当虚拟机启动时，首先加载位于首位的设备。虚拟机启动时，如果选择“Num lock”选项，则位于键盘右侧的数字小键盘指示灯随着系统启动生效。BIOS设置参数如图8-40所示。
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图8-40　BIOS设置
 
2．内存
 
设置虚拟机可以使用的内存数量，需要注意动态内存、内存权重、内存缓冲区。关于虚拟内存的详细信息读者可参考其他章节内容。内存设置参数如图8-41所示。
 
3．处理器
 
设置虚拟机可以使用的处理器数量。虚拟机最大可以使用的虚拟处理器的数量由操作系统决定，重点关注处理器数量、资源控制、虚拟机保留百分比、虚拟机限制百分比、相对权重等内容。关于虚拟处理器管理，读者可以参考其他章节内容。处理器设置参数如图8-42所示。
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图8-41　内存设置
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图8-42　处理器设置
 
4．IDE控制器
 
IDE是英文integrated drive electronics的缩写，是指把控制器与盘体集成在一起的硬盘驱动器。通常所说的IDE控制器指的是硬盘设备的一种接口技术。IDE接口使用的线缆为40线，连接主板和硬盘接口卡连。IDE接口也叫ATA（advanced technology attachment）接口，现在个人电脑计算机（IDE、SATA）使用的硬盘基本都与IDE兼容。表8-1所示为SCSI接口和IDE的接口方式以及应用环境。
 
表8-1　SCSI接口和IDE的接口方式及应用环境
 
 
  
   
   	 
  
   	 SCSI
  
   	 IDE
  
  
 
  
  
   
   	 可使用设备
  
   	 硬盘、光驱、ZIP、MO、扫描仪、磁带机、JAZ、打印机
  
   	 硬盘、光驱、ZIP、LS-120
  
  
 
   
   	 可连接设备数
  
   	 7或15部
  
   	 最多可接4部
  
  
 
   
   	 安装方式
  
   	 可内接、可外接；安装步骤统一，内外都相同
  
   	 只能内接；安装步骤简单
  
  
 
   
   	 传输速率
  
   	 5～160MB/s
  
   	 3.3～66MB/s
  
  
 
   
   	 价格
  
   	 略高
  
   	 便宜
  
  
 
   
   	 主板功能
  
   	 部分内置，通常需自行扩充
  
   	 内置
  
  
 
  

 
虚拟机中支持的IDE控制器最大数量为2个，分别命名为“IDE控制器0”和“IDE控制器1”。每个“IDE控制器”连接的设备数量最多为2个，支持虚拟硬盘、DVD驱动器以及二者组合方式，建议遵循硬件使用标准。选择已经加载的“IDE控制器”后，右侧对话框中显示当前控制可以加载的设备，如图8-43所示。本例中，IDE控制器可以继续加载“硬盘驱动器”和“DVD驱动器”，该控制器已经加载了一块硬盘驱动器。注意，Hyper-V创建的虚拟机中，只有接口类型为IDE的设备才能启动虚拟机。
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图8-43　IDE控制器数量
 
通过以下方法为IDE控制器挂载硬盘。
 
第1步，选择IDE控制器0下已经挂载的虚拟硬盘，右侧对话框中显示当前硬盘驱动器的详细信息，如图8-44所示。本例中，该硬盘使用的控制器类型为“IDE控制器0”，加载位置“0（使用中）”。物理IDE线缆最多可以加载2个设备，因此“0（使用中）”表示已经加载了一个设备并在使用中。使用的IDE设备类型为“虚拟硬盘”。
 
第2步，单击“位置”下拉列表右侧的下拉列表按钮，弹出的列表中显示该控制器可以使用的设备，设备标号为“1”的设备处于闲置状态，如图8-44所示。因此，该控制器还可以添加一块IDE设备。
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图8-44　IDE控制器挂载的硬盘之一
 
第3步，在左侧“硬件”列表（如图8-45所示）中选择“IDE控制器0”，驱动器类型选择“硬盘驱动器”，单击“添加”按钮，显示图8-45所示的对话框。新设备使用的控制器类型为“IDE控制器0”，加载位置“1（使用中）”。左侧“硬件”列表中，新加硬件设备类型为“硬盘驱动器”。如果要为当前计算机添加新的硬盘设备，单击“新建”按钮，创建新的虚拟硬盘即可。如果选择已经存在的虚拟硬盘，单击“浏览”按钮，选择目标虚拟硬盘即可。如果添加了错误的硬盘驱动器，单击“移除”按钮，删除新添加的设备后，选择“应用”即可生效。用同样的方法可以添加“DVD驱动器”设备。
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图8-45　IDE控制器挂载的硬盘之二
 
5．SCSI控制器
 
SCSI的英文名称是“small computer system interface”，译为“小型计算机系统专用接口”，顾名思义，是为小型计算机设计扩充的接口，允许计算机安装其他外部设备以提高系统性能或增加新的功能，常见的设备如硬盘、磁带机、扫描仪、光驱、刻录机、MO等各种外部设备。SCSI接口的传输速度较IDE接口有明显的提高。在Hyper-V支持的虚拟机中，SCSI控制器连接的设备不能用作启动设备。
 
虚拟机中支持的SCSI控制器最大数量为4个，建议遵循硬件使用标准。当虚拟机中使用的“SCSI控制器”为4个时，将不能添加新的SCSI控制器，如图8-46所示。“添加”按钮显示为“灰色”。
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图8-46　SCSI控制器数量
 
虚拟机中挂载的每个“SCSI控制器”连接的设备数量最多为64个，即使用64个虚拟硬盘设备。Hyper-V虚拟机的SCSI虚拟硬盘和IDE虚拟硬盘读取性能基本相同。
 
第1步，选择需要挂载虚拟硬盘的SCSI控制器，右侧对话框中显示SCSI控制器支持的功能，如图8-47所示。该虚拟机中只支持SCSI接口方式的“硬盘驱动器”。单击“移除控制器”按钮，删除选择的“SCSI控制器”。
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图8-47　SCSI控制器挂载硬盘之一
 
第2步，选择“硬盘驱动器”选项后，单击“添加”按钮，显示图8-48所示的对话框。“控制器”列表中显示虚拟机使用的所有SCSI控制器，“位置”列表中显示选择的SCSI控制器挂载的设备（最大设备数量为63），如图8-48所示。如果“位置”列表中显示“0（使用中）”，表示SCSI控制器的0号接口已经挂载SCSI设备。
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图8-48　SCSI控制器挂载硬盘之二
 
单击“新建”按钮，创建新的虚拟硬盘。或者单击“浏览”按钮，选择已经存在的虚拟硬盘。如果要删除已经设置的虚拟硬盘，单击“移除”按钮即可。
 
单击“确定”按钮，完成虚拟机设置。
 
6．网络适配器
 
网络适配器（网卡）设置用来，设置虚拟机使用的网络适配器数量。原则上来说，虚拟机可以支持若干块网卡，主要取决于Hyper-V主机支持的网络适配器数量。例如，在部署虚拟机应用时，如果部署群集至少需要2块网卡，一块连接到应用网络，另一块连接心跳网络。根据实际应用调整网卡数量。Hyper-V虚拟机支持VLAN功能。关于虚拟交换机，读者可查看其他章节内容。
 
选择左侧“硬件”列表中的“网络适配器”选项，右侧窗口中显示虚拟机已经部署的虚拟交换机，默认关闭VLAN功能。网络适配器设置参数如图8-49所示。
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图8-49　网络适配器参数
 
如果虚拟机需要多块网络适配器，选择“硬件”→“添加硬件”选项，在右侧对话框的“添加硬件”列表中选择“网络适配器”选项，设置参数如图8-50所示。单击“添加”按钮，根据需要设置网络适配器的参数。
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图8-50　添加网络适配器
 
7．COM端口和软盘驱动器
 
COM端口和软盘驱动器在虚拟机环境中应用较少，建议读者了解即可，设置参数如图8-51和图8-52所示。
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图8-51　COM端口设置
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图8-52　软盘驱动器设置
 
8．添加新硬件
 
虚拟机创建完成后，如果需要添加新的硬件，可以通过“添加硬件”功能添加需要的设备。虚拟机CPU、内存、IDE设备、网络适配器不支持“热插拔”功能，即正在运行的虚拟机不能添加上述设备。选择“添加硬件”功能后，硬件列表中的硬件设备为灰色，“添加”按钮也为灰色，设置参数如图8-53所示。SCSI设备支持“热插拔”功能。
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图8-53　添加新硬件设置
 
9．运行中可以更改的设备
 
网络适配器可以更改连接到的目标网络，网络适配器更改之后，虚拟机中首先断开正在连接的网络，然后连接到新的网络。如果网络参数是静态设置，管理员需要重新设置虚拟机的网络参数。如果是通过DHCP服务器动态获取，则设置为DHCP模式即可。设置参数如图8-54所示。
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图8-54　网络适配器更改设置
 
10．导出虚拟机
 
鼠标右键单击需要导出的虚拟机，在弹出的快捷菜单中选择“导出”命令，命令执行后，显示图8-55所示的“导出虚拟机”对话框。单击“浏览”按钮，设置存储虚拟机的目标位置。
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图8-55　导出虚拟机之一
 
存储位置设置完成后，单击“导出”按钮，开始执行导出操作，如图8-56所示。虚拟机面板的“任务状态”列表显示导出进度。
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图8-56　导出虚拟机之二
 


第9章　虚拟机快照
 
Hyper-V管理器提供的快照功能能够记录某个时间点虚拟机操作系统的状态。管理员在做完系统更新之后，如果出现错误，可以通过快照将虚拟机恢复到更新前的状态。通过多次创建的快照，管理员能够快速返回到做快照时的任何时间点。注意，快照不等同于备份，不能作为一种常规备份的方法。在Hyper-V中，快照使用非常方便，任何时候都可用，而且操作简单，易于创建和应用。快照就像一个数码相机，其幕后的技术复杂难懂，但是简单易用。
 
9.1　快照概述
 
快照可以记录某个时间点虚拟机操作系统的完整状态，通过“Microsoft Volume Shadow Copy Service（卷影复制服务）”技术抓取当前系统状态，可以把虚拟机某个时刻的所有状态（内存、磁盘、网络、文件等）抓取为镜像文件，在以后的任何时间，可以通过快照恢复当时的实际状态。快照就如同照相机的“照相”功能一样，能够固定某个时间点的状态。
 
9.1.1　快照的使用场合
 
Hyper-V中，快照使用非常方便，任何时候都可用，而且操作简单，易于创建和应用。在什么情况下需要用到快照呢？在以下应用场合中，快照有突出优点。
 
 
 	系统级别测试，包括：补丁更新，修复软件Bug等。
 
 	业务系统新功能测试。
 

 
在以上应用中，建议首先创建一个快照，然后进行系统测试。但是要注意，快照不等同于备份，不能作为一种常规备份的方法。
 
9.1.2　快照的创建时间
 
任何时刻都可以为虚拟机创建快照，快照创建完成后会自动嵌入该虚拟机的快照树中。在快照属性中，可以查看快照的详细信息。快照中，虚拟机设置是只读的。一个快照树的示例如图9-1所示。
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图9-1　快照结构
 
9.1.3　快照需要处理的数据
 
创建快照后，原有的虚拟磁盘文件（vhd或者vhdx）不能写入数据。抓取快照之后，所有磁盘更新都会被写入另一个后缀为“avhd”或者“avhdx”的快照文件。同时，还会对抓取时虚拟机的内存进行备份。也就是说，在抓取快照时，将同时完成两个任务（每一次抓取快照都会完成两个任务）。
 
 
 	复制当时虚拟机内存的一份拷贝，占用磁盘空间较少。
 
 	新建一个后缀为“avhd”或者“avhdx”的快照文件进行差异备份，在这之后所有应该写入磁盘的数据都会被写入avhd或者avhdx文件中，保持原有vhd或者vhdx文件不变。
 

 
vhdx格式的虚拟硬盘创建的快照文件如图9-2所示。
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图9-2　虚拟硬盘创建的快照文件
 
9.1.4　快照如何存储
 
虚拟机一旦创建完毕即可创建快照。通常，快照创建过程只需几秒钟，而且虚拟机不需暂停、停止或关闭。快照由Hyper-V创建并执行，完全独立于运行虚拟机操作系统的类型和性能。快照相关文件会自动储存到Hyper-V服务器设置的默认路径下。
 
9.1.5　快照如何应用
 
快照应用指的是将虚拟机从当前状态切换到一个快照并启用该快照。应用快照时，正在运行的虚拟机配置将被完全替代。因此，建议在应用原来的快照之前先创建一个新快照，以便今后还可以再返回到当前状态。另外，如果虚拟机原来是关闭的，虚拟机返回后也处于关闭状态。在Windows Server 2012中，应用快照时将提供两个处理方法。
 
 
 	在当前快照的基础上创建一个快照后再应用快照。
 
 	丢弃当前的操作然后立即切换到目标快照。
 

 
在实际工作中，建议以第一种方法处理快照。
 
9.1.6　快照转移：导入和导出虚拟机
 
移动虚拟机时可能希望随时携带虚拟机快照。最简单的方法是利用Hyper-V的Export命令。也可以在终端服务器上使用导入命令恢复虚拟机，以及所有相关文件和设置。这两个操作都可以通过脚本或Hyper-V管理控制台执行。
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图9-3　快照转移
 
9.1.7　快照应用建议
 
通常，应该在做任何可能有风险的更改之前，为虚拟机创建快照。例如，如果要应用操作系统更新或补丁，但又希望可以轻松地撤销它们，建议在应用之前创建一个快照。同样，当想更改虚拟机配置设置或关键的子操作系统服务时，先为虚拟机创建快照。快照并不是在任何情况下都适用。首先，快照不能取代备份。建议遵循虚拟机备份的最佳做法（用脚本或虚拟化工具进行手动备份）。
 
9.2　快照管理
 
虚拟机快照记录虚拟机操作系统当前状态，完整地保存当前虚拟系统的运行状态，包括程序运行状态及内存状态，在需要时可以恢复至保存时的状态，这个功能与Windows XP的休眠功能类似。快照的缺点是不能脱离虚拟机运行。
 
9.2.1　虚拟机配置文件
 
测试环境中使用名称为“Windows Server 2003 SP2”的虚拟机。本例中，“Windows Server 2003 SP2”虚拟机创建完成后，虚拟硬盘存储在“T:\Hyper-V\Virtual Hard Disks”文件夹（如图9-4所示）中，虚拟机配置文件存储在“T:\Hyper-V\Virtual Machines”文件夹中（如图9-5所示）。
 
注意，vhd和vhdx指的是虚拟硬盘文件，vhdx最大虚拟硬盘文件支持64TB。avhd和avhdx是快照硬盘文件。
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图9-4　虚拟硬盘文件
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图9-5　快照文件
 
“Windows Server 2003”虚拟机配置保存在名为“23CA7649-5E4A-4053- A772-C3BD6521F576”的xml文档中，该文档名称在创建虚拟机时自动生成，使用全球唯一标识符GUID作为虚拟机名称。虚拟机使用的虚拟硬盘位置在xml配置文件中内容如下：
 
< controller0>

　　　< drive0>

　　　　< pathname type="string">T:\Hyper-V\Virtual Hard Disks\Windows Server 2003 SP2.vhdx< /pathname>

　　　　< pool_id type="string">< /pool_id>

　　　　< type type="string">VHD< /type>

　　　< /drive0>

　　　< drive1>

　　　　< pathname type="string">< /pathname>

　　　　< type type="string">NONE< /type>

　　　< /drive1>

　　< /controller0>
 
9.2.2　创建快照
 
Windows Server 2012中可以使用3种方法创建快照：Hyper-V管理器、虚拟机连接器以及Powershell脚本。
 
1．Hyper-V管理器
 
第1步，打开“Hyper-V管理器”，鼠标右键单击目标虚拟机（本例中使用的虚拟机为WS2003），在弹出的快捷菜单中选择“快照”命令，如图9-6所示。
 
第2步，命令执行后，创建当前虚拟机快照，快照名称默认定义为：虚拟机名称+当前日期+创建时间，例如WS2003 - (2013/2/1 - 20:48:12)。创建完成的快照显示在“快照”面板中，如图9-7所示。计算机真实运行状态为“当前”，显示状态为“[image: 图片 6]”。
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图9-6　Hyper-V管理器创建快照之一
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图9-7　Hyper-V管理器创建快照之二
 
2．虚拟机连接器创建快照
 
第1步，通过Hyper-V管理器选择目标虚拟机后，鼠标右键选择“连接”命令，打开虚拟机连接器，单击菜单栏的“操作”菜单，在显示的下拉菜单列表中选择“快照”命令。命令执行后，显示图9-8所示的“快照名称”对话框，文本框中键入名称“第二个快照”。如果不想手动设置快照名称，选择“始终使用默认名称”选项。单击“是”按钮，创建快照。
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图9-8　虚拟机连接器创建快照之一
 
第2步，创建完成的快照（手动命名）在“Hyper-V”管理器中显示在树形列表中，如图9-9所示。
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图9-9　虚拟机连接器创建快照之二
 
3．Powershell创建快照
 
通过PowerShell命令，为虚拟机“ws2003”创建指定名称的快照。执行以下命令：
 
Checkpoint-VM -Name ws2003 -SnapshotName 'wsj2003-001'
 
命令执行后，成功创建虚拟机快照，打开“Hyper-V管理器”查看创建的快照，如图9-10所示。
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图9-10　Powershell创建快照
 
9.2.3　查看快照结构
 
1．快照组成
 
快照创建后，Hyper-V将自动创建以下一组文件：
 
 
 	xml文件，虚拟机配置文件。
 
 	avhd或者avhdx文件，快照文件。
 
 	vsv文件，虚拟机状态文件。
 
 	bin文件，虚拟机内存文件。
 

 
以名称为“Windows Server 2003 SP2”的虚拟机为例说明。创建的虚拟机文件结构如图9-11所示。
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图9-11　虚拟机文件结构
 
2．avhd或avhdx文件
 
avhd或avhdx文件是快照磁盘文件。当创建一个快照时，Hyper-V会创建格式如“虚拟机名称+‘_’+ GUID（随机生成）”的快照文件，例如“Windows Server 2003 SP2”虚拟机创建的一个快照文件为“Windows Server 2003 SP2_043015E9-D39F-466A-8FB9- 8CEFFC299D31.avhdx”，如图9-12所示。“Windows Server 2003 SP2”是虚拟机名称，“043015E9-D39F-466A-8FB9-8CEFFC299D31”是GUID。快照文件使用的GUID和原虚拟机使用的GUID名称不同。
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图9-12　快照文件
 
创建快照后，将修改“Windows　Server 2003”虚拟机的xml配置文件，原虚拟机磁盘文件为“T:\Hyper-V\Virtual Hard Disks\ Windows Server 2003 SP2.avhdx”，修改为“T:\Hyper-V\Virtual Hard Disks\ Windows Server 2003 SP2_043015E9-D39F-466A- 8FB9- 8CEFFC299D31.avhdx”，快照文件作为虚拟机使用的虚拟磁盘文件。修改后的内容如下：
 
< controller0>

　　　< drive0>

　　　　< pathname type="string">T:\Hyper-V\Virtual Hard Disks\Windows Server 2003 SP2_ 043015E9-D39F-466A-8FB9-8CEFFC299D31.avhdx< /pathname>

　　　　< pool_id type="string">< /pool_id>

　　　　< type type="string">VHD< /type>

　　　< /drive0>
 
原虚拟机使用的虚拟磁盘文件不能写入内容，操作系统产生的所有数据将存储到avhdx快照文件中。每新建一个快照，“drive0”的值都将配置为最新的快照文件名称。换而言之，在同一时刻只有一个快照文件可用。
 
3．xml文件
 
创建快照时，Hyper-V复制虚拟机的xml配置文件，并且使用一个新生成的GUID命名，生成快照的xml配置文件。例如名称为“Windows Server 2003 SP2”的虚拟机，创建一个快照后，生成新的快照配置文件“90B12240-A547-484B-B848-4E6AB1551027”，如图9-13所示。
 
[image: 图片 1]
 
图9-13　xml配置文件
 
4．虚拟机状态文件
 
快照在虚拟机关闭状态生成时，将不会生成vsv文件，但将自动生成与快照配置文件同名的文件夹。
 
在虚拟机运行时创建快照，将生成一个以“.vsv”为后缀的虚拟机状态文件，存放在与快照配置文件同名的文件夹中，vsv文件的名称与快照配置文件同名，如图9-14所示。
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图9-14　虚拟机状态文件
 
5．内存镜像文件
 
快照在虚拟机关闭时创建，不会创建内存镜像文件（以“.bin”为后缀的文件），但将自动生成与快照配置文件同名的文件夹。
 
在虚拟机运行时创建快照，将生成一个以“.bin”为后缀的内存镜像文件，存放在与快照配置文件同名的文件夹中，bin文件的名称与快照配置文件同名。
 
6．虚拟机关闭时创建快照
 
当虚拟机正处在关闭状态时创建快照，Hyper-V会产生系列动作：快照vhdx文件，修改xml文件，创建一个完全和关机时状态相同的新虚拟机。注意该虚拟机和运行时不同，不产生内存映像文件和保存“Saved”状态产生的文件。其他和运行时创建的快照特征相同。文件结构如图9-15所示。
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图9-15　查看文件结构
 
7．PowerShell查看快照
 
通过PowerShell命令，查看目标虚拟机中已经创建的所有快照，执行以下命令：
 
Get-VMSnapshot -VMName ws2003
 
命令执行后，显示当前虚拟机中创建的所有快照，如图9-16所示。
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图9-16　PowerShell查看快照
 
9.2.4　还原快照
 
当系统崩溃、操作中出现错误或者误删文件时，可以使用快照还原功能还原到之前的正常状态，前提是在更改或者更新之前已经创建了快照。
 
测试环境中，名称为“Windows Server 2003 SP2”的虚拟机创建4个快照，使用“Get-VMSnapshot -VMName "Windows Server 2003 SP2"”命令查看快照状态以及快照的父快照，如图9-17所示，每个快照名称都是用汉字名称表示。
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图9-17　查看测试虚拟机快照
 
1．还原
 
“还原”功能只能将虚拟机正在运行的状态还原到前一个时间点。“还原”功能不支持任意时间点的还原。本例中名称为“Windows Server 2003 SP2”的虚拟机创建了4个快照。虚拟机当前的状态位于快照树的最底层，即第5层，如图9-18所示。
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图9-18　快照还原之一
 
第1步，鼠标右键单击名称为“Windows Server 2003”的虚拟机，在弹出的快捷菜单中选择“还原”命令，如图9-19所示。
 
第2步，命令执行后，打开“还原虚拟机”对话框，提示“你确实要将此虚拟机还原到其以前的快照吗？”，即还原到上一个时间点，如图9-20所示。
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图9-19　快照还原之二
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图9-20　快照还原之三
 
第3步，单击“还原”按钮，首先关闭虚拟机操作系统，然后启动还原过程。还原完成后，即可恢复到上次快照（第四层）的状态。
 
2．应用
 
“还原”功能只能还原到上一个时间点的快照。如果虚拟机创建多个快照，通过“应用”功能可以恢复到任意时间点的快照。上例的虚拟机中创建了多个快照，本例中将快照恢复到第二个时间点。
 
第1步，选择需要将快照恢复到的第二个时间点，即“第二个快照”，鼠标右键单击该快照，在弹出的快捷菜单中选择“应用”命令，如图9-21所示。
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图9-21　应用快照之一
 
第2步，命令执行后，显示图9-22所示的“应用快照”对话框。
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图9-22　应用快照之二
 
第3步，该对话框提供2个功能：应用和获取快照并应用。
 
 
 	如果选择“应用”，首先关闭虚拟机，然后还原虚拟机。
 
 	如果选择“获取快照并应用”，首先为当前虚拟机创建快照，然后关闭虚拟机，然后还原虚拟机。
 

 
还原成功后，虚拟机的当前状态迁移到第三层，如图9-23所示。
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图9-23　应用快照之三
 
9.2.5　删除快照
 
删除快照可以节省磁盘空间，便于管理。当不再需要快照时，即可删除快照。删除快照命令执行后，Hyper-V执行磁盘合并过程，将正在删除的快照硬盘文件与父快照的硬盘文件合并。
 
1．虚拟机关闭时删除快照
 
虚拟机“Windows Server 2003 SP2”处于关机状态，虚拟机已经创建5个快照，本例中将删除第5个快照。
 
第1步，选择需要删除的快照，鼠标右键选择“删除快照”命令，如图9-24所示。
 
第2步，命令执行后，显示图9-25所示的对话框，单击“删除”按钮，删除选择的快照。
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图9-24　虚拟机关闭时删除快照之一
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图9-25　虚拟机关闭时删除快照之二
 
2．虚拟机运行时删除快照
 
名称为“Windows Server 2003 SP2”的虚拟机正在运行，删除名称为“第三个快照”的快照。鼠标右键单击“第三个快照”，在弹出的快捷菜单中选择“删除快照”命令。命令执行后，打开“删除快照”对话框。单击“删除”按钮，首先立即执行快照文件合并过程，在“虚拟机”状态栏的“任务状态”列，显示文件合并状态为“正在进行合并”，直到合并完成。在以前版本中，必须等到关闭虚拟机操作系统时才执行合并操作。
 
3．删除快照树
 
删除快照树，删除当前节点后的所有快照。
 
第1步，鼠标右键单击目录树中的第一个快照，在弹出的快捷菜单中选择“删除快照子树”命令，如图9-26所示。
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图9-26　删除快照树之一
 
第2步，命令执行后，打开“删除快照树”对话框。单击“删除”按钮，执行删除操作。删除完成后，立即执行快照文件合并过程直到成功，如图9-27所示。
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图9-27　删除快照树之二
 
9.2.6　导入/导出快照
 
当移动包含快照的虚拟机时，不但要导出虚拟机的原始硬盘文件，也要导出快照文件。如果包含多层级快照，需要注意快照之间的合并。如果要整体导出快照树，需要选择最底层的快照，或者执行完整的虚拟机导出功能。
 
在实际应用中，建议不要创建多层级和不同层级且有不同深度的快照树，这样的快照应用对管理员来说是个灾难。好的习惯是创建快照并测试通过后，尽快执行合并功能，以减少快照数量和深度。虽然Windows Server 2012中提供多种导入导出虚拟机模式，但是建议导出带有快照的虚拟机时仍然使用Hyper-V管理器完成。
 
1．导出快照
 
“Hyper-V管理器”提供快照“导出”功能，使用该功能可以导出已经创建的快照．本例中名称为“Windows Server 2003 SP2”的虚拟机创建了4个快照，导出名称为“第三个快照”的快照。
 
第1步，关闭虚拟机。鼠标右键单击名称为“第三个快照”的快照，在弹出的快捷菜单中选择“导出”命令，如图9-28所示。
 
[image: 图片 28]
 
图9-28　导出快照之一
 
第2步，命令执行后，显示图9-29所示的“导出虚拟机”对话框。设置存储导出虚拟机的目标文件夹。单击“浏览”按钮，选择目标文件夹，或者在“位置”文本框中键入存储导出虚拟机快照的目标文件夹，如图9-29所示。
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图9-29　导出快照之二
 
第3步，单击“导出”按钮，开始导出虚拟机，导出状态如图9-30所示，“虚拟机”面板中的“任务状态”列显示导出状态。
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图9-30　导出快照之三
 
第4步，导出完成后，在目标文件夹中显示快照导出后的文件结构，如图9-31所示，导出文件组中包括：config.xml 文件、虚拟机使用的所有虚拟硬盘、虚拟机状态文件、虚拟机镜像文件以及exp文件（虚拟机配置文件）。
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图9-31　导出快照之四
 
2．导入快照
 
在宿主机中，使用“导入虚拟机”功能导入已经导出的快照。
 
第1步，鼠标右键单击宿主机，在弹出的快捷菜单中选择“导入虚拟机”命令，启动“导入虚拟机”向导，打开“开始之前”对话框，如图9-32所示。
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图9-32　导入快照之一
 
第2步，单击“下一步”按钮，打开“定位文件夹”对话框。设置存储导出虚拟机的目标文件夹，如图9-33所示。
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图9-33　导入快照之二
 
第3步，单击“下一步”按钮，打开“选择虚拟机”对话框。选择需要导入的虚拟机，名称显示为“第三个快照”，如图9-34所示。
 
第4步，单击“下一步”按钮，打开“选择导入类型”对话框，如图9-35所示。提供3种导入方式。
 
 
 	就地注册虚拟机：如果宿主机中第一次导入该虚拟机，建议使用该方式。
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图9-34　导入快照之三
 
 
 	还原虚拟机：覆盖已经存在的虚拟机。
 
 	复制虚拟机：导入的虚拟机将使用新的GUID创建一个新虚拟机，如果存在同名的虚拟机，将在虚拟机列表中显示两个同名的虚拟机。
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图9-35　导入快照之四
 
第5步，单击“下一步”按钮，打开“正在完成导入向导”对话框，显示导入虚拟机摘要信息，如图9-36所示。单击“完成”按钮，开始导入虚拟机直至完成。注意，导入完成虚拟机的状态为“已保存”。启动虚拟机后，首先执行还原，然后正常打开虚拟机。
 
3．复制虚拟机
 
虚拟机关机后，可以复制整个虚拟机目录作为备份。当虚拟机出现故障，或者宿主机故障后，可以通过复制的虚拟机恢复虚拟机。
 
4．虚拟机故障
 
确认是虚拟机故障，可以用备份目录完整覆盖原目录。如果原虚拟机已经创建过快照，已经创建的快照将无效。
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图9-36　导入快照之五
 
5．宿主机故障
 
宿主机（安装Hyper-V的物理服务器）出现故障，需要重新安装Hyper-V服务。对使用导出功能导出的虚拟机，直接导入即可。如果只有虚拟机，可以使用手动方式导入。导入过程参考【导入快照】操作过程。注意，在导入过程中，可能出现快照文件无法找到的情况，将Hyper-V默认文件夹重新定位到新文件夹即可。
 
9.3　快照应用中发现的问题
 
对部署在虚拟机中的应用来说，快照保存系统状态功能是管理员的得力助手，但是快照在实际应用中存在以下问题。
 
9.3.1　不能恢复指定文件
 
不能恢复指定的目标文件。由于误操作，虚拟机中某个重要文件或者文件夹丢失时，如果使用快照恢复，只能恢复到创建快照时的系统状态，不能像“Ntbackup”和“Windows Server Backup”工具一样还原出特定文件，必须还原全部的快照内容。
 
9.3.2　占用过多的磁盘空间
 
存储的快照文件是发生快照之后，虚拟机产生的新数据写入到一个独立的磁盘增量文件中。快照越多，服务器上的存储空间被占用的越多。所以需要管理员经常确认过期和不需要的快照，并且将其删除以防止存储空间不足从而给日常管理和维护增加很大难度。
 
9.3.3　增加系统负载
 
当创建多层级快照后，Hyper-V需要检查快照树才能找到最新数据，需要计算机分配额外的资源管理快照。这将增加计算机负载，降低系统性能。
 
9.3.4　删除快照
 
在Windows Server 2012中，快照删除后立即执行快照合并，如果快照文件过大，需要一段时间才能完成合并工作，合并期间虚拟机不提供外部访问功能。建议删除快照在非工作时段完成。
 
9.3.5　快照不能代替备份
 
快照不能代替备份的原因包括：
 
 
 	运行Hyper-V的物理服务器（宿主机）可能出现故障。例如，物理服务器硬件故障或管理操作系统故障。
 
 	虚拟机中运行的应用程序不能识别快照，因此无法进行相应调整。
 
 	虚拟机快照不同于由卷影复制服务程序所创建的备份。
 

 
9.3.6　删除快照后，空间不会立即释放
 
最佳解决方法：关闭虚拟机，或者强制停止虚拟机。虚拟机关闭、停止或置于保存状态前，已删除的虚拟机快照文件不会从物理存储中移除。删除快照文件可能需要花费一段时间，具体时间取决于快照的大小和数量。另外，需要确认存储空间是否够用。
 
9.3.7　如何存储快照
 
快照是后缀名为.avhd或者.avhdx的文件，默认情况下，快照文件与虚拟硬盘位于相同的文件夹中。因此，磁盘IO性能将决定快照文件的性能。建议将快照文件和虚拟机硬盘文件部署在不同的物理磁盘中，以增强读写性能，从而提高虚拟机的运行效率。快照文件位置可以通过“Hyper-V设置”调整。
 


第10章　Hyper-V授权用户管理
 
虚拟机授权管理指的是对不同部门的虚拟机进行独立管理。人力资源的虚拟机管理员对该部门的虚拟机有完全的控制权，但对财务部门的虚拟机没有控制权，也不可以看到财务部门的虚拟机状态。对财务部门的虚拟机管理员做出同样的安排，即财务部门的虚拟机管理员无权访问人力资源的虚拟机。因此，本章中将综合介绍两部分的内容，虚拟机监视和虚拟机授权管理。
 
10.1　授予用户管理员权限
 
Windows Server 2012的Hyper-V角色部署完成后，可授予某个用户对Hyper-V主机具备“完全管理”的权限。默认状态下，计算机中“Administrators”中的用户对Hyper-V部署的虚拟机具备“完全控制”的权限，只要将用户添加到“Administrators”中，该用户即可通过多种方式管理Hyper-V中的虚拟机。同时默认创建一个名称为“Hyper-V Administrators”的组，该组中默认没有任何用户。
 
10.1.1　非“Hyper-V Administrators”和“Administrators”组用户使用Hyper-V管理器
 
用户“王淑江”只是一个普通的域用户，授予远程管理Hyper-V主机的权限后，登录到Hyper-V主机，打开“Hyper-V管理器”后，提示“你没有完成此任务所需的权限。请与计算机‘localhost’授权策略的管理员联系”，说明对使用Hyper-V创建虚拟机不具备管理权限，如图10-1所示。
 
10.1.2　使用“Administrators”组授予管理权限
 
1．查看“Administrators”组权限
 
打开“计算机管理”→“本地用户和组”→“组”，右侧列表中显示本地计算机所有组，如图10-2所示。
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图10-1　非“Administrators”组用户使用Hyper-V管理器
 
[image: 图片 1]
 
图10-2 “Administrators”组权限设置之一
 
鼠标双击打开“Administrators”组后，组中的所有成员对本地计算机具备“完全控制”的权限，也包括Hyper-V的管理权限，如图10-3所示。该组提示“管理员对计算机/域有不受限制的完全访问权”。
 
2．授予用户权限
 
如果要授予用户“王淑江”对计算机具备“完全控制”的权限，单击“添加”按钮，打开图10-4所示的“选择用户、计算机、服务账户或组”对话框。添加目标用户后，单击“确定”按钮，添加的用户将具备对当前计算机“完全控制”的权限。
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图10-3 “Administrators”组权限设置之二
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图10-4 “Administrators”组权限
 
3．授权后的用户使用Hyper-V管理器
 
授权后的用户重新登录目标Hyper-V主机，打开“Hyper-V管理器”，对主机中的所有虚拟机具备管理权限，如图10-5所示。
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图10-5　Hyper-V管理器
 
10.1.3　使用“Hyper-V Administrators”组授予管理权限
 
实际应用中，不应该轻易对用户授予对计算机“完全控制”的权限，管理员权限需要严格控制。因此，Windows Server 2012的Hyper-V应用中，新增加名称为“Hyper-V Administrators”的组。经过授权的用户不需要加入到目标计算机的本地管理员组中，具备对“Hyper-V管理器”的访问权限。本例中授予用户“王淑江”，在不加入目标主机本地管理员组的情况下，具备对虚拟机的管理权限。
 
1．查看“Hyper-V Administrators”组权限
 
打开“计算机管理”→“本地用户和组”→“组”，右侧列表中显示本地计算机所有组。鼠标双击打开“Hyper-V Administrators”组后，默认没有创建任何管理用户，如图10-6所示。该组提示“此组的成员拥有对Hyper-V所有功能的完全且不受限制的访问权限”
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图10-6 “Hyper-V Administrators”属性
 
2．授予用户权限
 
如果要授予用户“王淑江”对“Hyper-V”创建的虚拟机具备“完全控制”的权限，打开“Hyper-V Administrators”组属性对话框后，单击“添加”按钮，打开图10-7所示的“选择用户、计算机、服务账户或组”对话框。
 
添加目标用户后，单击“确定”按钮，添加的用户将具备对“Hyper-V”创建的虚拟机“完全控制”的权限，如图10-8所示。
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图10-7 “Hyper-V Administrators”组授权之一
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图10-8 “Hyper-V Administrators”组授权之二
 
3．授权后的用户使用Hyper-V管理器
 
授权后的用户“王淑江”重新登录目标Hyper-V主机，打开“Hyper-V管理器”，对主机中的所有虚拟机具备管理权限，如图10-9所示。
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图10-9　Hyper-V管理器
 
10.2　授予用户管理角色
 
“Administrators”组中的用户可以管理“Hyper-V管理器”，管理虚拟机以及宿主机。网络管理中，不能将所有用户都授予管理员的权限，应该将用户区分开，例如有的用户具备启动、停止虚拟机的权限，有的用户具备监视的权限。本例中将设置用户“王淑江”具备监视虚拟机状态的权限。
 
10.2.1　启动授权管理器
 
Windows Server 2012默认安装完成后，没有启动“虚拟机授权管理”管理单元，需要手动启动管理模块。
 
第1步，选择“开始”→“运行”命令，在“打开”文本框中键入“mmc”命令，单击“确定”按钮，命令执行后，打开控制台窗口。单击菜单栏的“文件”菜单，在显示的下拉菜单列表中选择“添加/删除管理单元”命令，如图10-10所示。或者在命令行模式中键入“azman.msc”命令，打开授权管理器。
 
第2步，命令执行后，打开“添加或删除管理单元”对话框。在“可用的管理单元”列表中选择“授权管理器”选项，单击“添加”按钮，选择的管理单元添加到“所选管理单元”列表中，如图10-11所示。
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图10-10　启动授权管理器之一
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图10-11　启动授权管理器之二
 
第3步，单击“确定”按钮，返回到控制台窗口，如图10-12所示。授权管理器默认没有使用任何“授权存储”。鼠标右键单击“授权管理器”，在弹出的快捷菜单中选择“打开授权存储”命令，如图10-12所示。
 
第4步，命令执行后，显示图10-13所示的“打开授权存储”对话框。本例中选择“XML文件”选项。单击“浏览”按钮，打开“打开授权存储”对话框。选择“C:\ProgramData\ Microsoft\Windows\Hyper-V\InitialStore.xml”文件。
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图10-12　启动授权管理器之三
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图10-13　启动授权管理器之四
 
第5步，单击“确定”按钮，打开Hyper-V授权管理器，如图10-14所示。
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图10-14　启动授权管理器之五
 
10.2.2　监视虚拟机状态
 
部署Hyper-V角色后，除非具备明确的权限许可，否则普通用户不具备管理Hyper-V虚拟机的能力。因此普通用户需要通过“授权管理器”授予权限后，才能够管理Hyper-V虚拟机。
 
1．部署监视虚拟机状态流程
 
要完成监视功能，需要在Hyper-V默认作用域中授权。部署监视虚拟机状态流程分为两部分内容：
 
 
 	定义监视需要的功能。
 
 	为目标用户或者组授权。
 

 
2．监视虚拟机状态需要的角色
 
角色的实质是管理虚拟机的功能，虚拟机的所有管理功能通过角色完成。例如赋予用户“启动虚拟机”角色，该用户将具备启动虚拟机的权限。监视虚拟机状态，需要为指定用户添加以下角色（角色可以根据需要删减）：
 
 
 	读取服务配置。
 
 	导入虚拟机。
 
 	导出虚拟机。
 
 	查看外部以太网端口。
 
 	查看内部以太网端口。
 
 	查看 LAN 终结点。
 
 	查看交换机端口。
 
 	查看交换机。
 
 	查看虚拟交换机管理服务。
 
 	查看局域网设置。
 

 
3．创建监视组和监视用户
 
本例中创建名称为“虚拟机监视组”的新组，创建完成的组属性如图10-15所示。
 
组创建成功后，将域用户“王淑江”添加到该组中，该组中的用户将具备管理目标虚拟机的权限，如图10-16所示。
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图10-15　创建监视组
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图10-16　监视组中添加成员
 
4．定义监视角色
 
Hyper-V授权管理器中默认作用域是“Hyper-V Services”，监视虚拟机的状态需要在默认作用域中授权。
 
第1步，选择“控制台根节点”→“InitialStore.xml”→“Hyper-V services”→“定义”→“角色定义”选项。在右侧窗格中，鼠标右键单击空白区域，在弹出的快捷菜单中选择“新建角色定义”命令，如图10-17所示。
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图10-17　定义“虚拟监视组”之一
 
第2步，命令执行后，显示图10-18所示的“新角色定义”对话框。键入新角色名称以及描述信息。
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图10-18　定义“虚拟监视组”之二
 
第3步，单击“添加”按钮，打开“添加定义”对话框。切换到“操作”选项卡，在“选择要添加的操作定义”列表中选择需要添加的功能，选择功能左侧的复选框即可。设置完成的参数如图10-19所示。
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图10-19　定义“虚拟监视组”之三
 
第4步，单击“确定”按钮，关闭“添加定义”对话框，返回到“新角色定义”对话框，选择的功能添加到“定义此角色的任务和低级别角色”列表中，如图10-20所示。
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图10-20　定义“虚拟监视组”之四
 
第5步，单击“确定”按钮，完成监视组角色的设置，设置完成的角色添加到角色定义列表中，如图10-21所示。
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图10-21　定义“虚拟监视组”之五
 
5．分配角色
 
分配角色实质是授予目标用户或者组一定的管理权限，将用户或者组添加到监视角色中。
 
第1步，选择“控制台根节点”→“InitialStore.xml”→“Hyper-V services”→“定义”→“角色分配”选项。鼠标右键单击“角色分配”选项，在弹出的快捷菜单中选择“分配新角色”命令，如图10-22所示。
 
第2步，命令执行后，显示图10-23所示的“添加角色”对话框。在“选择要添加的角色定义”列表中，选择新建的“虚拟机监视组”选项。单击“确定”按钮，“虚拟机监视组”添加到左侧窗格中。
 
第3步，选择新分配的角色“虚拟机监视组”。在右侧窗格中，在空白区域单击鼠标右键，在弹出的快捷菜单中选择“分配用户和组”选项，在弹出的级联菜单中选择“从Windows和Active Directory”命令，如图10-24所示。
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图10-22　定义“虚拟监视组”角色之一
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图10-23　定义“虚拟监视组”角色之二
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图10-24　定义“虚拟监视组”角色之三
 
第4步，命令执行后，显示图10-25所示的“选择用户或组”对话框。在“输入对象名称来选择”文本框中键入需要授权的用户或者组名称，单击“检查名称”按钮，检查键入的用户或者组的合法性。检测通过后，键入的名称下方显示“下划线”。
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图10-25　定义“虚拟监视组”角色之四
 
第5步，单击“确定”按钮，分配完成的用户或者组添加到右侧窗格中，如图10-26所示。
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图10-26　定义“虚拟监视组”角色之五
 
6．监视虚拟机
 
用户“王淑江”是“虚拟机监视组”中成员，即用户“王淑江”可以监视所有虚拟机的状态。以“王淑江”用户身份登录到运行Hyper-V的计算机中，启动“Hyper-V管理器”，显示该计算机中已经部署的所有虚拟机，如图10-27所示。
 
选择任何一台虚拟机，在右侧“操作”面板中，单击“启动”按钮，系统显示图10-28所示的对话框。提示“你没有权限执行此操作”，即只能查看虚拟机的状态。
 
例如，修改虚拟机属性中的BIOS操作，应用时，显示图10-29所示的“错误”对话框，不能应用修改设置。其他所有操作（宿主机管理和虚拟机管理）都会提示类似的错误，只能查看虚拟机的状态，而不能对虚拟机进行管理。
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图10-27　监视虚拟机之一
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图10-28　监视虚拟机之二
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图10-29　监视虚拟机之三
 


第11章　SMB共享虚拟机
 
Windows Server 2012 Hyper-V支持SMB应用程序共享存储，将Hyper-V环境的虚拟机所有文件（配置文件、虚拟硬盘文件、快照等文件）以共享方式进行存储和使用。本章以SMB共享存储为基础，实现基于共享的Hyper-V环境部署、迁移以及解决实际应用中遇到的问题。
 
11.1　SMB共享应用架构
 
Windows Server 2012中内置SMB3.0 文件共享协议，部署“SMB应用程序共享”后，管理员不但可以通过“\\服务器名称\共享名称”访问发布的共享文件夹，还可以将虚拟机部署在SMB共享中。虚拟机使用Hyper-V主机的CPU、内存，虚拟硬盘通过文件共享模式访问。因此，保证Hyper-V主机和文件服务器之间的正常网络访问是确保SMB共享存储应用的关键。
 
11.1.1　SMB共享优点
 
基于SMB共享存储的虚拟机具备以下优点：
 
 
 	易于设置和管理，相比较专用的存储设备，基于文件共享方式更加容易设置和管理。　
 
 	较高的灵活性，Hyper-V SMB共享存储支持实时迁移功能。
 
 	减少成本投资，无需专用存储设备，通过文件服务器（支持SMB 3.0）级别的共享完成虚拟机的存储。
 
 	降低管理门槛，管理员无需专业的存储设备管理知识，了解文件服务器即可。
 

 
11.1.2　部署条件
 
网络中部署基于SMB共享存储的虚拟机，必须具备以下条件：
 
 
 	部署Active Directory 基础架构。
 
 	域控制器不需要运行Windows Server 2012操作系统。
 
 	Hyper-V主机必须运行Windows Server 2012操作系统。
 
 	除Windows Server 2012 以外，可以选择支持SMB 3.0协议的非 Microsoft文件服务器。
 
 	Hyper-V主机对SMB共享具备“完全控制”的权限。
 
 	不建议Hyper-V主机节点部署为SMB存储服务器。
 

 
11.1.3　SMB应用部署架构
 
本例中部署双节点的SMB共享存储应用，包括：
 
 
 	一台运行Windows Server 2012的域控制器。
 
 	两台运行Windows Server 2012的Hyper-V主机，Hyper-V主机加入到Active Directory中，身份属于成员服务器。
 
 	两台Hyper-V主机使用同一管理员域用户，该用户添加到Hyper-V主机的本地管理员组中。
 
 	一台运行Windows Server 2012的文件服务器，通过该服务器创建“SMB-应用程序”共享，该共享需要赋予两台Hyper-V主机以及目标管理员“完全控制”的权限。
 

 
本例中，双节点SMB共享存储应用架构如图11-1所示。
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图11-1　SMB部署架构
 
11.1.4　部署流程
 
部署双节点的SMB共享存储应用，建议遵循以下流程：
 
 
 	创建双节点的SMB共享存储应用的专用管理员，并添加到Hyper-V主机的本地管理员组中。
 
 	Hyper-V主机授权访问SMB共享、虚拟服务（权限委派）。
 
 	部署SMB应用程序共享文件夹。
 
 	“Hyper-V管理器”创建基于SMB共享存储的虚拟机。
 
 	实现双节点的SMB共享存储应用中的虚拟机迁移。
 

 
11.2　权限委派
 
本例中，双节点的SMB共享存储应用使用默认的域管理员用户“administrator”作为管理员，默认该用户隶属于“Domain Admins”组，并添加到Hyper-V主机的本地管理员组中。
 
11.2.1　权限设置关系
 
Windows Server 2012的“Hyper-V管理器”支持多计算机操作，管理员为了方便可能将所有运行Hyper-V的主机通过一台计算机的“Hyper-V管理器”管理。当在计算机之间迁移虚拟机时，可能会遇到权限委派方面的问题。
 
例如：Hyper-V主机A通过“Hyper-V管理器”连接Hyper-V主机B，并将主机B中的虚拟机迁移到主机A中。如果不进行权限委派，使用默认用户权限设置时操作将失败。因为Windows默认使用“Kerberos”验证协议，Hyper-V主机只信任从本机发起的迁移。简而言之，管理员只能将当前主机中的资源主动迁移到其他主机中，反之就要对权限进行委派。否则将出现“无法与主机Hyper-V建立连接：安全包中没有可用的凭证（0x8009030E）。”的错误。
 
委派的权限需要设置服务类“CIFS”以及“Microsoft Virtual System Migration Service”，前者代表 SMB，后者是Hyper-V的VMMS服务模块。
 
11.2.2　委派Hyper-V主机权限
 
本例中参与迁移的计算机包括“HY01”和“HY03”，两台计算机都加入到域中，为了方便，为两台计算机都设置委派权限，它们可以在各自的“Hyper-V管理器”中，方便地迁移对方主机中的虚拟机。
 
1．设置主机“HY01”的委派权限
 
第1步，以域管理员身份打开“Active Directory用户和计算机”，选择“Computers”选项，右侧列表中显示所有可用且加入域的计算机，如图11-2所示。
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图11-2　设置委派权限之一
 
第2步，双击需要委派权限的目标计算机，切换到“委派”选项卡，如图11-3所示。
 
第3步，单击“添加”按钮，打开图11-4所示的“添加服务”对话框。
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图11-3　设置委派权限之二
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图11-4　设置委派权限之三
 
第4步，单击“用户或计算机”按钮，打开“选择用户或计算机”对话框，在“输入对象名称来选择”文本框中键入需要授权的目标计算机名称，单击“检查名称”按钮，检查键入的计算机名称是否为加入域的计算机。检测成功后，计算机名称以下划线表示。注意，这里设置的主机名称是对端主机（需要管理的目标计算机）名称。设置完成的参数如图11-5所示。
 
第5步，单击“确定”按钮，打开“添加服务”对话框，如图11-6所示。选择目标服务，例如选择“cifs”服务。
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图11-5　设置委派权限之四
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图11-6　设置委派权限之五
 
第6步，单击“确定”按钮，选择的服务添加到“委派”对话框的服务列表中，如图11-7所示。
 
第7步，用同样的方法，将“Microsoft Virtual System Migration Service”服务以及其需要的服务添加进来，设置完成的参数如图11-8所示。
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图11-7　设置委派权限之六
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图11-8　设置委派权限之七
 
2．设置主机“HY03”的委派权限
 
用同样的方法设置主机“HY03”的委派权限，设置完成的参数如图11-9所示。
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图11-9　设置其他主机的委派权限
 
11.3　部署“SMB应用程序共享”
 
Windows Server 2012默认安装完成后，已经启用了“文件服务器”角色，如果没有启用，需要手动添加该服务。
 
11.3.1　安装“文件和存储服务”
 
Windows Server 2012安装完成后，默认已经安装“文件和存储服务”，如图11-10所示。
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图11-10　安装“文件和存储服务”之一
 
如果服务器中没有安装“文件和存储服务”，在“服务器管理器”中选择“添加角色和功能向导”，启动“添加角色和功能向导”，打开“安装类型”对话框，选择“基于角色或基于功能的安装”选项，如图11-11所示。
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图11-11　安装“文件和存储服务”之二
 
单击“下一步”按钮，显示图11-12所示的“选择目标服务器”对话框。选择需要配置“文件和存储服务”的目标计算机。
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图11-12　安装“文件和存储服务”之三
 
单击“下一步”按钮，打开“选择服务器角色”对话框。选择“文件和存储服务”→“文件和iSCSI服务”→“文件服务器”选项，设置完成的参数如图11-13所示。其他步骤根据向导默认安装完成即可。
 
[image: 图片 1]
 
图11-13　安装“文件和存储服务”之四
 
11.3.2　创建共享文件夹
 
Windows Server 2012的“文件服务”提供多种形式的共享，但是只有“SMB-应用程序共享”才能作为虚拟机共享存储使用，其他共享方式都不支持，需要管理员注意。
 
第1步，打开“服务器管理器”，选择“文件和存储服务”→“共享”选项，中间窗格显示当前计算机中已经部署的共享文件夹。单击“任务”按钮，在弹出的列表中选择“新建共享”选项，如图11-14所示。
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图11-14　创建共享文件夹之一
 
第2步，命令执行后，打开“新建共享向导”，选择“SMB共享—应用程序”。注意右侧的“描述”信息，只有此选项适用于Hyper-V，如图11-15所示。
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图11-15　创建共享文件夹之二
 
第3步，单击“下一步”按钮，显示图11-16所示的“选择服务器和此共享的路径”对话框。选择目标服务器，以及目标服务器使用的共享文件夹。
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图11-16　创建共享文件夹之三
 
第4步，单击“下一步”按钮，显示图11-17所示的“指定共享名称”对话框。设置共享名称以及发布在网络中可用的共享名称。
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图11-17　创建共享文件夹之四
 
第5步，单击“下一步”按钮，显示图11-18所示的“配置共享设置”对话框。本例中不做设置。
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图11-18　创建共享文件夹之五
 
第6步，单击“下一步”按钮，显示图11-19所示的“指定控制访问的权限”对话框。设置用户“Everyone”以及计算机“HY01”、“HY03”具备完全控制的权限。
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图11-19　创建共享文件夹之六
 
① 单击“自定义权限”按钮，打开图11-20所示的“SMB的高级安全设置”对话框。
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图11-20　创建共享文件夹之七
 
② 单击“添加”按钮，打开“SMB的权限项目”对话框，如图11-21所示。
 
③ 单击“选择主体”选项，打开图11-22所示的“选择用户、计算机、服务账户或组”对话框。如果“选择此对象类型”文本框中没有“计算机”选项，单击“对象类型”按钮，添加“计算机”选项。在“输入要选择的对象名称”文本框中键入目标计算机名称，单击“检查名称”按钮，检测输入的计算机是否为域中的计算机。
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图11-21　创建共享文件夹之八
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图11-22　创建共享文件夹之九
 
④ 单击“确定”按钮，返回到“SMB的权限项目”对话框，设置“基本权限”为“完全控制”，授予计算机“HY01”对SMB共享文件夹具备“完全控制”的权限。单击“确定”按钮，完成计算机“HY01”权限设置，如图11-23所示。
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图11-23　创建共享文件夹之十
 
⑤ 用同样的方法设置计算机“HY03”对SMB共享文件夹具备“完全控制”的权限，设置完成的参数如图11-24所示。
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图11-24　创建共享文件夹之十一
 
切换到“共享”选项卡，设置“Everyone”用户的权限为“完全控制”，如图11-25所示。
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图11-25　创建共享文件夹之十二
 
单击“确定”按钮，完成“自定义权限”设置，设置完成的参数如图11-26所示。
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图11-26　创建共享文件夹之十三
 
第7步，单击“下一步”按钮，显示图11-27所示的“确认选择”对话框，显示共享文件夹配置信息。
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图11-27　创建共享文件夹之十四
 
第8步，单击“创建”按钮，创建新的共享文件夹，创建成功后如图11-28所示。单击“关闭”按钮，关闭“新建共享向导”。
 
第9步，共享文件夹创建成功后，通过“\\DC\SMB”或者“\\DC.cbdomain.ytrb\SMB”访问共享文件夹，如图11-29所示。
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图11-28　创建共享文件夹之十五
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图11-29　创建共享文件夹之十六
 
11.4　基于“SMB应用程序共享”部署虚拟机
 
基于“SMB应用程序共享”部署虚拟机时，需要注意虚拟机部署在共享文件夹中，而不是本地逻辑卷中。
 
11.4.1　创建虚拟机
 
登录计算机“HY01”，打开“Hyper-V管理器”，启动“新建虚拟机向导”，在“指定名称和位置”对话框中，定义虚拟机名称和虚拟机存储位置。注意：“位置”中设置为共享文件夹“\\DC\SMB”。其他设置使用默认值即可，如图11-30所示。
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图11-30　创建虚拟机
 
11.4.2　验证虚拟硬盘文件的位置
 
虚拟机创建完成后，虚拟机配置文件、虚拟硬盘文件等所有信息存储在“\\DC\SMB”共享文件夹中，如图11-31所示。
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图11-31　虚拟硬盘文件位置
 
11.5　虚拟机实时迁移
 
“SMB应用程序共享”应用中的虚拟机迁移迁移得是Hyper-V主机，而不是虚拟机（虚拟机配置文件、虚拟硬盘文件、快照、智能分页等）实体。虚拟机部署在SMB共享文件夹，将运行主机从一台Hyper-V主机迁移到另外一台Hyper-V主机，移动得是Hyper-V主机的CPU、内存、虚拟网络交换机。
 
11.5.1　配置“实时迁移”
 
以管理员身份打开主机“HY01”的“Hyper-V管理器”，选择目标宿主机，在“操作”面板中选择“Hyper-V设置”，或者鼠标右键单击目标宿主机，在弹出的快捷菜单中选择“Hyper-V设置”命令。命令执行后，显示图11-32所示的“宿主机的Hyper-V设置”对话框。参数设置如下：
 
 
 	选择“启用传入和传出的实时迁移”选项。
 
 	身份验证协议中选择“使用Kerberos”选项。
 
 	并行实时迁移的迁移数量设置为“2”。
 
 	传入的实时迁移设置为“使用任何可用的网络进行实时迁移”。
 

 
单击“确定”按钮，完成迁移设置。
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图11-32　配置“实时迁移”选项
 
1．用户
 
参与的Hyper-V主机（HY01.cbdomain.ytrb、HY03.cbdomain.ytrb）使用同一域用户登录，登录用户添加到“本地管理员组”中，具备本地管理员权限。本例中使用“cbdomain\administrator”用户登录，通过“whoami”命令查询当前登录用户，如图11-33所示。
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图11-33　验证当前登录用户以及计算机名称
 
2．虚拟机位置
 
本例中包含2台运行Windows Server 2012 Hyper-V的主机（HY01、HY03），名称为“SMB_XP”的虚拟机部署在HY01 Hyper-V主机中。虚拟机部署在“\\DC\SMB”共享文件夹中，运行主机是HY01。使用“Hyper-V管理器”的“移动”功能将虚拟机移动到HY03 Hyper-V主机。两台Hyper-V主机使用同一个用户登录，该用户为本地管理员组成员。
 
通过PowerShell命令，查询目标虚拟机的位置。执行以下命令：
 
Get-VM -ComputerName Hy01
 
命令执行后，显示目标服务器中所有虚拟机，如图11-34所示。
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图11-34　Hyper-V主机中的虚拟机
 
或者通过执行以下命令查询虚拟机所在的Hyper-V主机。
 
get-vm -name "SMB_XP" |Select computername
 
命令执行后，显示目标虚拟机所在的Hyper-V主机，如图11-35所示。
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图11-35　查看虚拟机所在的主机
 
11.5.2　虚拟机在线实时迁移
 
以Hyper-V管理员身份登录虚拟机，确认登录用户对当前Hyper-V主机和目标Hyper-V主机都具备管理员权限。
 
第1步，打开计算机“HY01”计算机的“Hyper-V管理器”，鼠标右键单击需要迁移的虚拟机“SMB_XP”，在弹出的快捷菜单中选择“移动”命令，如图11-36所示。
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图11-36　虚拟机共享迁移之一
 
第2步，命令执行后，启动移动向导，显示图11-37所示的“开始之前”对话框。
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图11-37　虚拟机共享迁移之二
 
第3步，单击“下一步”按钮，显示图11-38所示的“选择移动类型”对话框。本例中选择“移动虚拟机”选项，即移动虚拟机所有配置以及存储（虚拟硬盘）。
 
[image: 图片 1]
 
图11-38　虚拟机共享迁移之三
 
第4步，单击“下一步”按钮，显示图11-39所示的“指定目标计算机”对话框，设置目标Hyper-V服务器。注意，建议输入目标Hyper-V服务器的完整FQDN名称。或者单击“浏览”按钮，打开“选择计算机”对话框，通过活动目录选择目标Hyper-V服务器。
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图11-39　虚拟机共享迁移之四
 
第5步，单击“下一步”按钮，显示图11-40所示的“选择移动选项”对话框。本例中虚拟机“SMB_XP”部署在基于Windows Server 2012的SMB3.0创建的共享文件夹中，因此选择“仅移动虚拟机”选项，将运行主机从一台Hyper-V主机迁移到另外一台Hyper-V主机中，虚拟机的存储位置仍然使用原来的设置。
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图11-40　虚拟机共享迁移之五
 
第6步，单击“下一步”按钮，显示图11-41所示的“正在完成移动向导”对话框，显示虚拟机迁移信息。
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图11-41　虚拟机共享迁移之六
 
第7步，单击“完成”按钮，开始迁移虚拟机，系统显示图11-42所示的对话框。
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图11-42　虚拟机共享迁移之七
 
第8步，迁移前虚拟机处于运行状态，迁移到目标虚拟机后，虚拟机仍然处于运行状态。“Hyper-V管理器”中切换到“HY03”计算机，查看虚拟机的运行状态，如图11-43所示。
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图11-43　虚拟机共享迁移之八
 
11.6　应用中可能出现的问题
 
在实际应用中，由于环境不同“SMB应用程序共享”可能会遇到不同问题.下面将列举在实际部署环境中遇到的问题，并给出相应的解决方法。
 
11.6.1　0x8009030E故障
 
虚拟机迁移时，可能会显示图11-44所示的错误提示对话框，具体信息是“无法与主机 Hyper-V 建立连接：安全包中没有可用的凭证（0x8009030E）”。
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图11-44　0x8009030E故障
 
当出现这个错误提示时，一般情况是用户在A主机上通过“Hyper-V管理器”迁移B主机的虚拟机，而且没有设置权限委派。
 
解决方法：通过“Active Directory用户和计算机”为参与迁移的虚拟机设置委派权限，设置过程参考本章的【权限委派】。
 
11.6.2　虚拟机硬件兼容性
 
虚拟机迁移时，显示图11-45所示的错误提示对话框，具体信息是“无法将虚拟机移动到目标计算机。目标计算机上的硬件与此虚拟机的硬件要求不兼容”。
 
微软虚拟化实时迁移技术目前不支持在不同厂商的处理器之间进行虚拟机迁移，支持同厂商不同版本处理器之间实时迁移。造成该问题的原因是两台虚拟化主机使用的CPU版本不同。
 
解决方法：关闭虚拟机，打开虚拟机属性对话框，在左侧列表中选择“处理器”→“兼容性”选项，在右边窗口中选择“迁移到具有不同处理器版本的物理计算机”选项。单击“确定”按钮，完成属性更改设置，如图11-46所示。
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图11-45　不兼容错误提示
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图11-46　虚拟机属性设置
 
11.6.3　无法获取磁盘信息
 
设置过程中，出现图11-47所示的错误提示。提示信息说明，当前Hyper-V主机对SMB应用程序共享文件夹的访问权限有问题。
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图11-47　无法获取磁盘信息
 
解决方法：设置正确的Hyper-V主机访问权限以及授予委派权限。
 
11.6.4　0x80070005故障
 
虚拟机迁移时，显示图11-48所示的错误提示对话框。错误代码：0x80070005，一般性拒绝访问错误。提示信息说明，当前Hyper-V主机对SMB应用程序共享文件夹的访问权限有问题。
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图11-48　0x80070005故障
 
解决方法：设置正确的Hyper-V主机访问权限以及授予委派权限。
 
11.6.5　不存在虚拟网络交换机
 
设置过程中，可能出现图11-49所示的错误提示。提示信息说明，需要迁移的虚拟机使用的虚拟网络交换机与目标Hyper-V主机中的虚拟网络交换机设置不同。
 
解决方法：目标Hyper-V主机中设置和源Hyper-V主机相同的虚拟网络交换机；或者迁移过程中不设置虚拟网络交换机，迁移完成后单独为虚拟机设置虚拟网络交换机。
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图11-49　不存在虚拟网络交换机故障
 


第12章　无共享环境实时迁移虚拟机
 
Hyper-V之前的版本（Windows Server 2008 /2008 R2）中，虚拟机迁移只能通过以下方式进行：SCVMM迁移，关闭虚拟机并将虚拟机整体复制到目标Hyper-V主机，导入、导出虚拟机。Windows Server 2012中，管理员可以通过“Hyper-V管理器”的“移动”功能，在无共享环境（SMB共享、存储设备）应用环境中，方便地将虚拟机从一台Hyper-V主机移动到一个新的位置（新Hyper-V主机、存储位置、群集等）。本章将介绍如何实现实时迁移过程。
 
12.1　无共享应用架构
 
无共享环境实时迁移虚拟机在很多场合可以用到，例如：企业中部署一套测试环境和一套生产环境，业务系统测试通过后，可以通过无共享环境实时迁移功能将虚拟机直接迁移到生产环境中。简而言之，就是将虚拟机从一台Hyper-V主机迁移到另外一台Hyper-V主机。
 
12.1.1　无共享环境实时迁移过程
 
无需共享存储的实时迁移能够在多台安装Hyper-V角色的域成员服务器之间直接移动虚拟机，而且不需要中断虚拟机的运行。迁移过程如下：
 
 
 	第一台Hyper-V主机（虚拟机原始位置）上的虚拟机管理服务（VMMS）与第二台Hyper-V主机上的虚拟机管理服务（VMMS）协商并建立实时迁移连接。
 
 	执行存储迁移，在第二台Hyper-V主机上为第一台Hyper-V主机上虚拟机中的虚拟硬盘文件（vhd或者vhdx文件）建立镜像。
 
 	将虚拟机的状态信息从第一台Hyper-V主机迁移到第二台Hyper-V主机。
 
 	第一台Hyper-V主机上的原始虚拟硬盘文件（vhd或者vhdx文件）被删除，Hyper-V主机之间实时迁移连接关闭。
 

 
12.1.2　无共享环境实时迁移优点
 
无需共享存储的实时迁移具备以下优点：
 
 
 	迁移过程中遇到故障导致迁移失败时，保证至少有一台虚拟机可用。　
 
 	支持跨群集迁移虚拟机，例如从非群集的Hyper-V主机迁移到群集Hyper-V主机。　
 
 	支持不同存储类型的迁移虚拟机不受存储类型（SAN、iCSSI、DAS、NAS）约束，都能实现实时迁移。　
 
 	支持Powershell脚本。
 

 
12.1.3　迁移前提条件
 
Windows Server 2012在不使用任何共享存储的情况下，支持直接在独立Hyper-V主机之间进行实时迁移。这种应用被称为“无需基础架构实时迁移（或无需共享实时迁移）”。在执行实时迁移时，整个虚拟机可以不停机地从第一台Hyper-V主机移动到第二台。迁移必须满足以下条件：
 
 
 	Hyper-V主机必须是 Windows Server 2012 系统。
 
 	Hyper-V主机必须加入到Active Directory中，身份是成员服务器。
 
 	Hyper-V主机物理处理器（CPU）必须为同一厂家的产品，但允许使用不同的版本。
 
 	在同一“Hyper-V管理器”中迁移多个Hyper-V主机，如果执行被动迁移，必须为源主机配置权限委派。
 
 	安全可靠的网络连接。
 

 
12.1.4　无共享环境迁移架构
 
本例中部署双节点的无共享环境应用，包括：
 
 
 	一台运行Windows Server 2012的域控制器。
 
 	两台运行Windows Server 2012的Hyper-V主机，Hyper-V主机加入到Active Directory中，身份属于成员服务器。
 
 	两台Hyper-V主机使用同一管理员域用户，该用户添加到Hyper-V主机的本地管理员组中。
 

 
本例中，无共享环境迁移应用架构如图12-1所示。
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图12-1　无共享环境迁移架构
 
12.2　实时迁移
 
本例将实现在两台Hyper-V主机之间完成虚拟机的实时迁移，迁移之前需要启用Hyper-V主机的“实时迁移”功能，以及委派计算机管理权限。
 
12.2.1　迁移环境
 
1．用户
 
参与的Hyper-V主机（HY01.cbdomain.ytrb、HY03.cbdomain.ytrb）使用同一域用户登录，登录用户添加到“本地管理员组”中，具备本地管理员权限。
 
2．虚拟机位置
 
本例中包含2台运行Windows Server 2012的Hyper-V、主机（HY01、HY03），名称为“ShareXP”的虚拟机部署在HY01 Hyper-V主机中。使用“Hyper-V管理器”的“移动”功能将虚拟机移动到HY03 Hyper-V主机。两台Hyper-V主机使用同一个用户登录，该用户为本地管理员组成员。
 
通过PowerShell命令，查询目标虚拟机的位置。执行以下命令：
 
Get-VM -ComputerName Hy01
 
命令执行后，显示目标服务器中所有虚拟机。
 
PS C:\Users\cbgl> Get-VM -ComputerName Hy01

Name　　　　　　　　　　　　    　State　 CPUUsage(%) MemoryAssigned(M) Uptime　 Status

----　　　　　　　　　　　　  　　-----　 ----------- ----------------- ------　 ------

NODV4　　　　　　　　　　　　      Off　　 0　　　　　 0　　　　　　　　 00:00:00 正常运行　

ServiceVM00001.cbdomain.ytrb　　Off　　 0　　　　　 0　　　　　　　　 00:00:00 正常运行　

ServiceVM00002.cbdomain.ytrb　　Off　　 0　　　　　 0　　　　　　　　 00:00:00 正常运行　

ServiceVM00003.cbdomain.ytrb　　Off　　 0　　　　　 0　　　　　　　　 00:00:00 正常运行　

ServiceVM00004.cbdomain.ytrb　　Off　　 0　　　　　 0　　　　　　　　 00:00:00 正常运行　

ServiceVM00005.cbdomain.ytrb　　Off　　 0　　　　　 0　　　　　　　　 00:00:00 正常运行　

ServiceVM00006.cbdomain.ytrb　　Off　　 0　　　　　 0　　　　　　　　 00:00:00 正常运行　

ServiceVM00007.cbdomain.ytrb　　Off　　 0　　　　　 0　　　　　　　　 00:00:00 正常运行　

ShareXP　　　　　　　　　　     　Running　 22　　　　　512　　　　　　　00:03:56 正常运行　

XP_SMB　　　　　　　　　　        　Off　　 0　　　　　　0　　　　　　　　00:00:00 正常运行
 
或者通过执行以下命令查询虚拟机所在的Hyper-V主机。
 
get-vm -name "ShareXP" |Select computername
 
命令执行后，显示目标虚拟机所在的Hyper-V主机。
 
PS C:\Users\cbgl> get-vm -name "ShareXP" |Select computername

ComputerName　

------------

HY01
 
12.2.2　配置“实时迁移”
 
1．启动“实时迁移”设置
 
以管理员身份登录名称为“HY01”的Hyper-V主机，打开“Hyper-V管理器”，选择目标Hyper-V主机，在“操作”面板中选择“Hyper-V设置”；或者鼠标右键单击目标Hyper-V主机，在弹出的快捷菜单中选择“Hyper-V设置”命令。命令执行后，显示图12-2所示的“Hyper-V主机的Hyper-V设置”对话框。参数设置如下：
 
 
 	选择“启用传入和传出的实时迁移”选项。
 
 	身份验证协议中选择“使用Kerberos”选项。
 
 	并行实时迁移的迁移数量设置为“2”。
 
 	传入的实时迁移设置为“使用任何可用的网络进行实时迁移”。
 

 
单击“确定”按钮，完成迁移设置。
 
2．没有启用“实时迁移”选项出现的错误
 
通过“Hyper-V管理器”移动虚拟机时，如果Hyper-V主机没有开启“实时迁移”功能，将显示图12-3所示的信息提示对话框。
 
[image: 图片 1]
 
图12-2　配置“实时迁移”选项
 
[image: 图片 1]
 
图12-3 “移动向导”对话框
 
12.2.3　委派参与迁移的计算机权限
 
以域管理员身份打开“Active Directory用户和计算机”，选择“cbdomain.ytrb”下的“Computers”选项，参与实时迁移的计算机分别是“HY01”和“HY02”，两台计算机已经加入到域中，如图12-4所示。
 
[image: 图片 1]
 
图12-4　设置委派之一
 
打开计算机HY01“属性”对话框，切换到“委派”选项卡，选择“信任此计算机来委派任何服务”选项，如图12-5所示。用同样的方法设置计算机HY02，设置完成的参数如图12-6所示。
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图12-5　设置委派之二
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图12-6　设置委派之三
 
12.2.4　实时迁移虚拟机
 
以Hyper-V管理员身份登录虚拟机，确认登录用户对当前Hyper-V主机和目标Hyper-V主机都具备管理员权限。
 
第1步，打开计算机“HY01”计算机的“Hyper-V管理器”，鼠标右键单击需要迁移的虚拟机“SMB_XP”，在弹出的快捷菜单中选择“移动”命令，如图12-7所示。
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图12-7　实时移动虚拟机之一
 
第2步，命令执行后，启动移动向导，显示图12-8所示的“开始之前”对话框。
 
[image: 图片 1]
 
图12-8　实时移动虚拟机之二
 
第3步，单击“下一步”按钮，显示图12-9所示的“选择移动类型”对话框。本例中选择“移动虚拟机”选项，即移动虚拟机所有配置以及存储（虚拟硬盘）。
 
[image: 图片 1]
 
图12-9　实时移动虚拟机之三
 
第4步，单击“下一步”按钮，显示图12-10所示的“指定目标计算机”对话框。设置目标Hyper-V主机。注意，建议输入目标Hyper-V主机的完整FQDN名称。或者单击“浏览”按钮，打开“选择计算机”对话框，通过活动目录选择目标Hyper-V主机。
 
[image: 图片 1]
 
图12-10　实时移动虚拟机之四
 
第5步，单击“下一步”按钮，显示图12-11所示的“选择移动选项”对话框。本例中要将虚拟机从一台Hyper-V主机实时完整迁移到另外一台Hyper-V主机，选择“将虚拟机的数据移动到一个位置”选项，将虚拟机所有相关数据（配置文件、虚拟硬盘文件、快照文件、智能分页文件等）移动到目标Hyper-V主机的同一个位置。
 
[image: 图片 1]
 
图12-11　实时移动虚拟机之五
 
第6步，单击“下一步”按钮，显示图12-12所示的“为虚拟机选择新位置”对话框。在目标Hyper-V主机中设置虚拟机移动后的存储位置，即将虚拟机安装到目标服务器什么位置。
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图12-12　实时移动虚拟机之六
 
第7步，单击“下一步”按钮，显示图12-13所示的“正在完成移动向导”对话框，显示虚拟机移动参数。
 
第8步，单击“完成”按钮，开始迁移虚拟机，系统显示图12-14所示的对话框。
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图12-13　实时移动虚拟机之七
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图12-14　实时移动虚拟机之八
 
第9步，迁移前虚拟机处于运行状态，迁移到目标虚拟机后，虚拟机仍然处于运行状态。在“Hyper-V管理器”中切换到“HY03”计算机，查看虚拟机的运行状态，如图12-15 所示。
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图12-15　实时移动虚拟机之九
 


第13章　Hyper-V虚拟机复制
 
在企业实际环境中，并非所有企业都部署了性能强劲的存储系统，大部分企业还是停留在基于服务器的硬盘环境中。Hyper-V群集虽然能够很好地解决实际应用中的虚拟机单点故障，但对于中小企业来说，为解决服务器的可用性而投入巨大的财力仍然是一个值得探讨的课题。鉴于此，Windows Server 2012提出的虚拟机故障转移机制虚拟机复制，允许主虚拟机在离线或者在线状态下，通过立即复制或者复制计划（5分钟复制一次）完成虚拟机初始复制。当主服务器上的虚拟机停机后，管理员通过“Hyper-V管理器”启用复制功能，将自上次复制同步后虚拟机尚未迁移的数据迁移到副本服务器中，并自动启动虚拟机。
 
13.1　复制应用架构
 
Windows Server 2012的群集功能对高可用性环境来说是一个较好的解决方案，但对中小企业来说，群集使用的存储设备是一笔较大的投资。因此Windows Server 2012提供基于“复制”的高可用模式，这是一个简单易用、又不乏高效的解决方案，通过两台服务器之间虚拟机文件复制方式完成虚拟机之间的转移、切换。
 
13.1.1　群集应用架构
 
Windows Server 2012支持的Hyper-V群集架构如图13-1所示，虚拟机部署在存储设备中，通过多个节点为虚拟机提供支持。当出现故障时，自动切换到其他节点，不需要管理员手动参与。
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图13-1　群集应用架构
 
13.1.2　复制应用架构
 
复制应用架构至少需要两台宿主机，不需要存储设备支持。复制应用架构如图13-2所示。以服务器自身的磁盘作为存储介质，通过网络传输完成虚拟机整体初始同步、增量复制，最后虚拟机之间完全同步。
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图13-2　复制应用架构
 
13.2　部署Hyper-V主机复制
 
复制应用至少包括两个节点，分别为主服务器和副本服务器。主服务器处于运行状态，副本服务器处于关闭状态。两台服务器都需要启动复制功能，并支持双向复制功能。
 
13.2.1　案例环境
 
本案例部署的复制应用架构环境包括：
 
 
 	一台运行ADDS域服务的域控制器。
 
 	两台运行Windows Server 2012的Hyper-V主机（HY01.cbdomain.ytrb和HY02.cbdomain.ytrb），两台Hyper-V主机加入到Active Directory中，以同一域管理员登录，并加入到本地管理员组中。
 

 
13.2.2　节点服务器（HY01）虚拟机的复制状态
 
本例中包括两台Hyper-V主机，名称为“节点服务器HY01.cbdomain.ytrb”的服务器为主服务器，该服务器中运行4台虚拟机，以名称为“Windows 8 Pro”的虚拟机为例说明复制实现过程。该虚拟机默认状态下没有启用复制功能，选择虚拟机后，中间窗格下半部分“复制”选项卡显示当前虚拟机的复制状态，如图13-3所示。
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图13-3　虚拟机复制状态
 
13.2.3　初始复制
 
初始复制实质上是为正在运行或者停机的虚拟机做一个快照，接下来在目标Hyper-V主机中导入虚拟机然后加载虚拟硬盘。
 
第1步，鼠标右键单击名称为“Windows 8 Pro”的虚拟机，在弹出的快捷菜单中选择“启用复制”选项，如图13-4所示。
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图13-4　初始复制之一
 
第2步，命令执行后，启用复制向导，显示图13-5所示的“开始之前”对话框。
 
第3步，单击“下一步”按钮，显示图13-6所示的“指定副本服务器”对话框。设置副本服务器（副本服务器）相关信息。单击“浏览”按钮，打开“选择计算机”对话框，设置并验证副本服务器在Active Directory中的可用性。
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图13-5　初始复制之二
 
[image: 图片 1]
 
图13-6　初始复制之三
 
第4步，单击“下一步”按钮，显示图13-7所示的“指定副本服务器”对话框。设置源服务器和副本服务器之间的连接方式。如果副本服务器没有启用副本设置，显示“指定的副本服务器未配置为从此服务器接收复制”信息。
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图13-7　初始复制之四
 
① 单击“配置服务器”按钮，显示图13-8所示的“HY03的Hyper-V设置”对话框。设置参数如下：
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图13-8　初始复制之五
 
 
 	选择“启用此计算机作为副本服务器”。
 
 	身份验证和端口，选择“使用Kerberos（HTTP）”选项。
 
 	授权和存储，选择“允许从任何经过身份验证的服务器中进行复制”选项。
 

 
② 单击“应用”按钮，显示图13-9所示的“设置”对话框，提示需要设置防火墙方面的信息。单击“确定”按钮，返回到“指定副本服务器”对话框。
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图13-9　初始复制之六
 
第5步，单击“下一步”按钮，显示图13-10所示的“指定连接参数”对话框。向导读取副本服务器设置，设置的参数如下：
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图13-10　初始复制之七
 
 
 	副本服务器文本框中显示副本服务器完整域名称。
 
 	默认使用的端口为“80”。
 
 	身份验证类型，设置为“使用Kerberos身份验证”选项。
 
 	选择“压缩通过网络传输的数据”选项，选择该选项后，以压缩方式在网络中传输数据。
 

 
第6步，单击“下一步”按钮，显示图13-11所示的“选择复制VHD”对话框。设置需要复制的虚拟机文件，如果不需要复制虚拟硬盘，取消硬盘左侧的复选框。
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图13-11　初始复制之八
 
第7步，单击“下一步”按钮，显示图13-12所示的“配置恢复历史记录”对话框。设置源服务器在副本服务器中存储的还原点数量，默认选择最新的还原点，选择“仅最新的恢复点”选项。如果选择保存多个还原点，在副本服务器中需要额外的磁盘空间。
 
第8步，单击“下一步”按钮，打开“选择初始复制方法”对话框。设置主服务器和副本服务器之间的复制方法。注意，在进行第一次复制之前，需要完成初始复制。
 
提示
 
 
 

 
 初始复制是第一次复制行为，虚拟机所有配置文件、虚拟硬盘等数据传输到副本服务器，以后的复制在此基础上完成虚拟机的增量复制。该对话框显示虚拟硬盘大小，以及设置副本的传输方法。
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图13-12　初始复制之九
 
传输方法包括：
 
 
 	通过网络发送初始副本。参与复制的Hyper-V主机全部在线，可通过网络连通并正确访问。（本例中选择该选项）
 
 	使用外部介质发送初始副本。将参与复制的虚拟机导出到介质（移动设备、网络共享文件夹等）中，在副本服务器中导入虚拟机。
 
 	其他复制服务器作为复制源。
 

 
设置复制方式：
 
 
 	立即启动复制：向导完成后立即启动初始复制。（本例中选择该选项）
 
 	启动复制的时间：在指定时间内完成初始复制。
 
 	设置完成的参数如图13-13所示。
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图13-13　初始复制之十
 
第9步，单击“下一步”按钮，显示图13-14所示的“正在完成‘启用复制’向导”对话框，显示复制摘要信息。
 
第10步，单击“完成”按钮，显示图13-15所示的对话框，完成初始复制设置。提示管理员副本服务器没有设置虚拟网络方面的信息，需要管理员手动设置。
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图13-14　初始复制之十一
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图13-15　初始复制之十二
 
第11步，单击“设置”按钮，打开“HY03上Windows 8 Pro的设置”对话框，设置虚拟机在副本服务器中使用的虚拟网络交换机，设置完成的参数如图13-16所示。单击“确定”按钮，完成复制功能设置。
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图13-16　初始复制之十三
 
第12步，副本服务器中的虚拟机成功设置虚拟交换机后，单击“确定”按钮，完成虚拟机在副本服务器中的设置，并自动启动初始复制，直至完成。
 
13.2.4　初始复制后的节点状态
 
初始复制完成后，主服务器和副本服务器的状态不同。
 
1．主服务器
 
打开主服务器的“Hyper-V管理器”，虚拟机的“状态”为“正在运行”。虚拟机配置信息切换到“复制选项卡”，复制状态如图13-17所示。参数如下：
 
 
 	复制类型：主要。
 
 	当前主服务器：HY01.cbdomain.ytrb。
 
 	复制状态：已启用复制。
 
 	当前副本服务器：HY03.cbdomain.ytrb。
 
 	复制运行状态：正常。
 
 	上次同步时间：2013/2/15　15:48:26。
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图13-17　主服务器的复制状态
 
2．副本服务器
 
打开副本服务器的“Hyper-V管理器”，虚拟机的“状态”为“关机”。虚拟机配置信息切换到“复制选项卡”，复制状态如图13-18所示。参数如下：
 
 
 	复制类型：副本。
 
 	当前主服务器：HY01.cbdomain.ytrb。
 
 	复制状态：已启用复制。
 
 	当前副本服务器：HY03.cbdomain.ytrb。
 
 	复制运行状态：正常。
 
 	上次同步时间：2013/2/5　15:53:26。
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图13-18　副本服务器的复制状态
 
13.2.5　查看复制状态
 
鼠标右键单击虚拟机，在弹出的快捷菜单中选择“复制”选项，在弹出的级联菜单中选择“查看复制运行状况”命令，如图13-19所示。
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图13-19　查看复制状态之一
 
命令执行后，打开图13-20所示的对话框，显示两台Hyper-V主机数据的复制状态。
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图13-20　查看复制状态之二
 
13.3　迁移测试
 
复制在两个节点服务器之间进行，本例中通过手动迁移方式，分别测试虚拟机在线复制和虚拟机关闭复制过程。
 
13.3.1　在线复制
 
在线复制指的是虚拟机正在运行时启动的复制。
 
1．启动复制
 
第1步，鼠标右键单击虚拟机，在弹出的快捷菜单中选择“复制”选项，在弹出的级联菜单中选择“计划的故障转移”命令，如图13-21所示。
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图13-21　在线复制之一
 
第2步，命令执行后，显示图13-22所示的对话框。如果选择“在故障转移后启动副本虚拟机”选项，当主服务器中虚拟机增量完全复制到目标虚拟机后，在副本服务器中自动启动虚拟机。先决条件是：虚拟机要关机并且允许反向复制。
 
第3步，单击“故障转移”按钮，开始执行“先决条件检查”，由于虚拟机正在运行，显示图13-23所示的对话框。提示当前虚拟机复制没有满足复制条件。
 
 
 	虚拟机正在运行，没有关闭虚拟机。
 
 	没有启用主服务器和副本服务器之间的双向数据复制。
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图13-22　在线复制之二
 
第4步，单击“关闭”按钮，显示图13-24所示的对话框。以红色字体醒目提示先决条件检查没有通过，提醒管理员需要配置的信息。
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图13-23　在线复制之三
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图13-24　在线复制之四
 
2．解决遇到的问题
 
问题1：检查虚拟机是否关闭，状态为“未关闭”。
 
解决方法：关闭正在运行的虚拟机。
 
问题2：检查配置是否允许反向复制，状态为“未配置”。
 
解决方法：打开主服务器（HY01.cbdomain.ytrb）的“Hyper-V设置”对话框，默认主服务器的“复制配置”状态没有启用，如图13-25所示。
 
将主服务器副本设置按照副本服务器配置即可，设置完成的参数如图13-26所示。主服务器副本功能启用后，主、副本服务器之间可以双向复制数据。
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图13-25　主服务器Hyper-V设置
 
[image: 图片 1]
 
图13-26　副本服务器Hyper-V设置
 
13.3.2　离线复制
 
满足复制的先决条件（关闭虚拟机、启用双向复制），虚拟机已经处于关机状态，即离线状态，主服务器和副本服务器之间进行复制。
 
1．启动复制
 
在主服务器中，打开Hyper-V管理器。
 
第1步，鼠标右键单击虚拟机，在弹出的快捷菜单中选择“复制”选项，在弹出的级联菜单中选择“计划的故障转移”命令。
 
第2步，命令执行后，显示图13-27所示的对话框。选择“在故障转移后启动副本虚拟机”选项，当主服务器中虚拟机增量完全复制到目标虚拟机后，在副本服务器中自动启动虚拟机。先决条件是：虚拟机要关机并且允许反向复制。
 
第3步，单击“故障转移”按钮，开始执行数据同步操作，如图13-27所示。
 
第4步，数据同步完成后，如图13-28所示。
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图13-27　离线复制之一
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图13-28　离线复制之二
 
2．复制后的虚拟机状态
 
Hyper-V主机之间数据同步成功后，副本服务器的虚拟机提升为主服务器，如图13-29所示。
 
[image: 图片 1]
 
图13-29　副本服务器的状态
 
原主服务器的虚拟机降级为副本服务器，虚拟机处于“关机”状态，如图13-30所示。
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图13-30　主服务器的状态
 
13.3.3　注意事项
 
使用Windows Server 2012复制功能时，建议注意以下事项：
 
 
 	建议所有参与复制的Hyper-V主机使用同一个管理用户，并加入到本地管理员组中。
 
 	建议初始复制的虚拟机处于停机状态。
 
 	当主Hyper-V主机正在运行时，副本服务器的状态为“关闭”状态。副本Hyper-V主机的虚拟机运行，将显示图13-31所示的对话框。
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图13-31　副本虚拟机启动错误
 
 
 	为虚拟机预留足够的磁盘空间。
 

 
13.3.4　监控复制运行状态
 
鼠标右键单击参与复制的虚拟机，在弹出的快捷菜单中选择“复制”选项，在弹出的级联菜单中选择“查看复制运行状况”命令。命令执行后，打开图13-32所示的对话框，显示两台Hyper-V主机数据复制状态。
 
[image: 图片 1]
 
图13-32　监控复制运行状态之一
 
单击“查看事件”超链接，打开“事件查看器”窗口，显示复制过程中遇到的错误或者警告信息，如图13-33所示。
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图13-33　监控复制运行状态之二
 
13.4　常见故障
 
13.4.1　故障1：节点服务器之间网络故障
 
1．故障状态
 
参与复制的两台节点服务器之间的网络出现故障，使用“Ping”命令测试两台服务器之间不能连通，如图13-34所示。
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图13-34　故障状态之一
 
从副本服务器中右键单击参与复制的虚拟机，在弹出的快捷菜单中选择“复制”选项，在弹出的级联菜单中选择“查看复制运行状况”命令。命令执行后，打开图13-35所示的对话框，显示两台Hyper-V主机数据复制状态。
 
注意过去18小时15分钟的统计信息，包括：
 
 
 	最大大小。
 
 	平均延迟。
 
 	虚拟机“Windows 8 Pro”有超过20%的复制周期已丢失。复制可能遇到问题。
 

 
挂起的复制：
 
 
 	上次同步时间。副本虚拟机落后于主虚拟机一小时以上，即主服务器和副本服务器之间超过1个小时没有同步复制。
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图13-35　故障状态之二
 
2．解决方法
 
解决遇到的网络问题，确保服务器之间可正常连通，并处于同一个域中。通过“Ping”命令测试参与复制的节点服务器之间的连通性，如图13-36所示。
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图13-36　网络连通性测试
 
执行“查看复制运行状况”命令后，单击“重置统计信息”按钮，清除统计信息并重新开始统计。通过手动触发或者后台任务计划自动完成主服务器和副本服务器同步。
 
第1步，从主服务器中右键单击参与复制的虚拟机，在弹出的快捷菜单中选择“复制”选项，在弹出的级联菜单中选择“恢复复制”命令，如图13-37所示。
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图13-37　手动触发副本复制之一
 
第2步，命令执行后，主服务器和副本服务器之间开始同步数据，执行“查看复制运行状况”命令后，显示图13-38所示的对话框。两台服务器之间的复制已经正常。
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图13-38　手动触发副本复制之二
 
13.4.2　故障2：主服务器硬件故障宕机
 
1．故障状态
 
主服务器硬件故障宕机。
 
2．解决方法
 
第1步，从副本服务器中用鼠标右键单击参与复制的虚拟机，在弹出的快捷菜单中选择“复制”选项，在弹出的级联菜单中选择“故障转移”命令。命令执行后，显示图13-39所示的“故障转移”对话框。“指定要使用的恢复点”列表中显示副本服务器中最后一次同步的数据。
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图13-39 “故障转移”对话框
 
第2步，单击“故障转移”按钮，副本服务器执行故障转移功能，执行完成后打开“查看复制运行状况”命令，显示图13-40所示的对话框。主服务器仍然是原来的服务器，提示使用“反向复制”功能恢复目标虚拟机复制。
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图13-40　查看复制运行状况
 
由于主服务器硬件故障宕机，主服务器中的虚拟机已经不能使用。数据最后一次同步之后产生的数据不能正常同步，两台节点服务器之间的复制关系已经破坏。因此，需要删除两台服务器之间的复制关系。副本服务器作为独立节点服务器运行，当新节点服务器上线后，重新配置服务器之间的复制关系。
 


第14章　部署Windows故障转移群集
 
网络环境中，出于对稳定性和安全性的考虑，一台服务器通常只执行一个应用程序。一旦服务器发生故障，只会影响应用程序所提供的服务。部署虚拟化应用之后，多台应用服务器以虚拟机的形式集中在一台物理服务器上运行。虽然彼此独立，但就像“把所有鸡蛋放在同一个篮子里”，一旦发生硬件故障，所有虚拟机都会停止运行，换句话说，一台服务器故障就可能造成大规模的服务瘫痪。Windows Server 2012中，Hyper-V的高可用性功能与Windows Server 2012操作系统内置的故障转移群集功能整合，可以在服务器发生故障时将服务迅速切换至另一台正常运行的服务器，将意外导致的非计划停机时间降到最低。本章以部署双节点群集为例，说明Windows故障转移群集实现的方法。本章是下一章【Hyper-V虚拟机群集应用】的基础，Hyper-V故障转移群集部署在Windows故障转移群集之上。因此，本章的部署实例仍然以Hyper-V高可用性为例进行阐述。
 
14.1　群集基础知识
 
群集是一组协同工作以提高服务和应用程序可用性的独立服务器。多台群集服务器（节点）之间通过物理电缆和软件连接。如果其中的一个节点出现故障，其他节点将通过名称为故障转移的进程提供服务，节点之间的转移由服务器自动完成，不需要管理员手工干预，将增强服务器的可用性以及可管理性。
 
14.1.1　基本应用
 
在网络中基本应用如图14-1所示，客户端计算机访问应用程序服务器，应用程序服务器可能和数据库服务器直接连接在存储设备中。虽然该应用可能满足最初的要求，但是如果环境变化或者有更高的要求，该应用架构将不能满足实际需要。如果数据库服务器或它运行的软件发生故障（单点故障），则应用程序服务器将不再能够访问用来为客户端提供服务的数据。相对于客户端来说，服务器系统已经崩溃。
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图14-1　基本部署
 
14.1.2　群集应用
 
为了解决可能存在的单点故障，可以部署服务器群集。服务器可以添加到数据层，并利用现有数据库服务器、新服务器和共享存储设备创建故障转移群集，如图14-2所示。第一台服务器（Database01）是处理所有事务的活动服务器，当Database01发生故障时，处于空闲状态的第二台服务器（Database02）立即接管并处理事务。客户端计算机通过群集发布的虚拟 IP 地址和主机名（Database10）提供给应用程序使用。
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图14-2　群集部署
 
14.1.3　群集优点
 
群集具备以下优点：
 
 
 	适应计划内的停机时间。故障转移群集允许系统有停机时间，而不会影响可用性，能够满足日常维护和升级需要。
 
 	减少计划外停机时间。故障转移群集通过消除系统和应用程序级别上的故障单点，减少服务器中与软件故障有关的应用程序停机时间。
 

 
14.1.4　群集缺点
 
群集具备以下缺点：
 
 
 	增加响应时间。对于故障转移群集设计来说，由于备用服务器上的负载增长，或需要更新多台服务器的状态信息，因此会增加响应时间。
 
 	增加设备成本。故障转移群集所要求的额外硬件使购买服务器以及相应软件的成本加倍。
 

 
14.1.5　网络类型
 
群集系统包括2套网络，一套是对外提供网络服务的网络，即面向应用的网络。一套是群集节点服务器之间的网络，即“心跳网络”。注意，“心跳网络”不是必须的，建议在实际应用中部署“心跳网络”。
 
14.2　存储服务器设置
 
如果企业中没有部署专业的存储设备，可以使用Windows Server 2012中“iSCSI服务”虚拟“iSCSI存储服务器”，将一台普通的文件服务器虚拟成iSCSI服务器，将共享磁盘挂接成群集共享卷（‘群集共享卷’是Windows Server 2012实现Hyper-V高可用性的基础），节点服务器通过“iSCSI发起程序”连接到虚拟iSCSI存储服务器实现磁盘共享。本节中介绍使用Windows Server 2012的“iSCSI服务”部署iSCSI服务器的过程。
 
14.2.1　部署iSCSI服务器注意事项
 
部署iSCSI服务器需要注意以下事项：
 
 
 	建议服务器中的硬盘驱动器使用转速为15K的硬盘。
 
 	建议硬盘使用Raid1+0模式，以增强硬盘的读写性能。
 
 	服务器运行Windows Server 2012操作系统。
 
 	“iSCSI服务”默认没有安装，需要管理员手动添加。
 
 	节点服务器中连接iSCSI存储服务器后，逻辑卷盘符必须相同。
 

 
14.2.2　安装iSCSI功能
 
1．查看服务器是否安装iSCSI服务
 
Windows Server 2012默认安装完成后，没有安装iSCSI服务，需要管理员手动安装该服务。以管理员身份登录服务器，打开“服务器管理器”，选择“导航窗格”的“文件和存储服务”选项，选择“iSCSI”选项。右侧列表中显示“要使用iSCSI虚拟磁盘，必须安装iSCSI目标服务器角色服务”，表示当前服务器中没有安装该服务，如图14-3所示。
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图14-3　iSCSI服务默认安装状态
 
2．安装iSCSI服务
 
第1步，以管理员身份登录服务器，打开“服务器管理器”，选择“导航窗格”的“仪表板”选项。在右侧窗格中选择“添加角色和功能”选项，启动“添加角色和功能”向导，显示图14-4所示的“开始之前”对话框。
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图14-4　安装iSCSI服务之一
 
第2步，单击“下一步”按钮，显示图14-5所示的“选择安装类型”对话框。选择需要安装的服务，本例中选择“基于角色或基于功能的安装”选项。
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图14-5　安装iSCSI服务之二
 
第3步，单击“下一步”按钮，显示图14-6所示的“选择目标服务器”对话框。设置要安装iSCSI服务的目标服务器。注意，目标服务器必须安装Windows Server 2012操作系统。
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图14-6　安装iSCSI服务之三
 
第4步，单击“下一步”按钮，显示图14-7所示的“选择服务器角色”对话框。在“角色”列表中选择“iSCSI目标服务器”选项。
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图14-7　安装iSCSI服务之四
 
第5步，单击“下一步”按钮，显示图14-8所示的“选择功能”对话框。根据需要选择需要的功能。
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图14-8　安装iSCSI服务之五
 
第6步，单击“下一步”按钮，显示图14-9所示的“确认安装所选内容”对话框。确认选择的角色以及功能。
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图14-9　安装iSCSI服务之六
 
第7步，单击“安装”按钮，开始安装iSCSI服务，直至安装完成，如图14-10所示。
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图14-10　安装iSCSI服务之七
 
14.2.3　创建iSCSI虚拟磁盘
 
iSCSI虚拟磁盘的实质是创建一个vhd格式的虚拟硬盘文件，客户端计算机或者服务器通过“iSCSI发起程序”访问iSCSI虚拟磁盘，在本地计算机中映射成一个逻辑磁盘使用。
 
第1步，以管理员身份登录服务器，打开“服务器管理器”，选择“导航窗格”的“文件和存储服务”选项，选择“iSCSI”选项，右侧列表中显示“没有iSCSI虚拟磁盘”，表示当前服务器中已经安装iSCSI服务但是没有配置iSCSI使用的虚拟磁盘。单击“任务”按钮，在弹出的菜单中选择“新建iSCSI虚拟磁盘”选项，如图14-11所示。
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图14-11　创建iSCSI虚拟磁盘之一
 
第2步，命令执行后，启动“新建iSCSI虚拟磁盘向导”，显示图14-12所示的“选择iSCSI虚拟磁盘位置”对话框。选择目标服务器中存放iSCSI虚拟磁盘的逻辑磁盘，也可以通过自定义方式定义虚拟磁盘位置。默认选项虚拟磁盘保存在“\iSCSIVirtualDisk”文件夹中。
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图14-12　创建iSCSI虚拟磁盘之二
 
第3步，单击“下一步”按钮，显示图14-13所示的“指定iSCSI虚拟磁盘名称”对话框。“名称”文本框中键入虚拟磁盘的名称，名称键入完成后，“路径”信息显示新建虚拟磁盘在服务器中的绝对路径。注意，iSCSI虚拟磁盘格式为“.vhd”。
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图14-13　创建iSCSI虚拟磁盘之三
 
第4步，单击“下一步”按钮，显示图14-14所示的“指定iSCSI虚拟磁盘大小”对话框。设置虚拟磁盘容量。
 
[image: 图片 1]
 
图14-14　创建iSCSI虚拟磁盘之四
 
第5步，单击“下一步”按钮，显示图14-15所示的“分配iSCSI目标”对话框。本例中选择“新建iSCSI目标”选项。
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图14-15　创建iSCSI虚拟磁盘之五
 
第6步，单击“下一步”按钮，显示图14-16所示的“指定目标名称”对话框。设置iSCSI目标名称，建议：名称使用英文字符，不要使用中文名称。
 
第7步，单击“下一步”按钮，显示图14-17所示的“指定访问服务器”对话框。设置客户端计算机或者其他服务器访问iSCSI服务器时的连接方式。Windows Server 2012支持IQN、DNS名称、IP地址、MAC地址这几种方式连接，本例中使用“DNS名称”连接。也可以将所有支持的模式添加到列表中。
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图14-16　创建iSCSI虚拟磁盘之六
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图14-17　创建iSCSI虚拟磁盘之七
 
单击“添加”按钮，打开“添加发起程序ID”对话框。选择“输入选定类型的值”选项，在“类型”列表中选择“DNS名称”选项，在“值”文本框中键入iSCSI服务器的完成DNS名称，设置完成的参数如图14-18所示。单击“确定”按钮，返回到“指定访问服务器”对话框。
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图14-18　创建iSCSI虚拟磁盘之八
 
“指定访问服务器”对话框中的列表中显示所有可用的iSCSI发起程序连接模式，如果需要删除目标iSCSI连接模式，在列表中选择需要删除的目标，单击“删除”按钮。如果没有被任何客户端计算机或者服务器使用，即可正常删除。
 
第8步，单击“下一步”按钮，显示图14-19所示的“启用身份验证”对话框。设置客户端计算机或者服务器访问iSCSI服务器的用户验证方式。本例中不设置该选项。
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图14-19　创建iSCSI虚拟磁盘之九
 
第9步，单击“下一步”按钮，显示图14-20所示的“确认选择”对话框，显示iSCSI虚拟磁盘信息。
 
[image: 图片 1]
 
图14-20　创建iSCSI虚拟磁盘之十
 
第10步，单击“创建”按钮，创建目标虚拟磁盘，创建成功后显示图14-21所示的“查看结果”对话框。
 
第11步，单击“关闭”按钮，关闭“新建iSCSI虚拟磁盘向导”返回到“服务器管理器”，新建的虚拟磁盘如图14-22所示。目标状态为“未连接”，表示新建的iSCSI虚拟磁盘暂时没有任何客户端计算机或者服务器连接。
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图14-21　创建iSCSI虚拟磁盘之十一
 
[image: 图片 1]
 
图14-22　创建iSCSI虚拟磁盘之十二
 
14.2.4　数据访问
 
“iSCSI发起程序”连接到iSCSI虚拟磁盘后，默认磁盘处于“脱机”状态，需要管理员联机、格式化磁盘以及赋予驱动器号后，节点服务器或者客户端计算机才能访问该虚拟磁盘。
 
1．iSCSI发起程序连接虚拟磁盘
 
需要安装群集的节点服务器登录后，通过“控制面板”的“iSCSI发起程序”连接到部署iSCSI服务的文件服务器，连接后的状态如图14-23所示。
 
[image: 图片 1]
 
图14-23 “iSCSI发起程序”对话框
 
2．数据访问
 
打开节点服务器的“计算机管理”窗口，切换到“磁盘管理”选项，右侧列表中显示新的磁盘2，该磁盘连接得是iSCSI虚拟磁盘，如图14-24所示。
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图14-24　数据访问之一
 
默认状态下，该磁盘处于“脱机”并且“未知”状态。需要将磁盘联机并赋予驱动器号，节点服务器才可以完全访问iSCSI服务器。设置完成的状态如图14-25所示。
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图14-25　数据访问之二
 
14.3　Hyper-V群集规划和先决条件
 
本例中Hyper-V群集部署为双节点群集。Hyper-V群集建议部署2套网络（内部网络和外部网络），本例中仅部署外部网络。外部网络根据需要设置，无需在同一个IP地址段，确保能够彼此访问即可。如果部署心跳网络，建议心跳网络和外部网络不在同一个IP地址段，设置时网卡属性启用“禁用TCP/IP上的NETBIOS” 选项。
 
14.3.1　部署架构
 
本例中部署的Hyper-V故障转移群集为双节点群集，包括一台域（Active Directory）控制器、两台群集节点服务器、1台存储服务器。群集节点服务器加入到Active Directory中，是成员服务器。域控制器和群集节点服务器运行Windows Server 2012操作系统。群集节点服务器使用专用用户登录。每台群集节点服务器安装“故障转移群集”功能组件。存储服务器提供两个数据分区，一个作为仲裁磁盘，一个作为数据磁盘。Hyper-V群集系统应用架构如14-26所示。
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图14-26　Hyper-V群集系统应用架构
 
14.3.2　群集网络规划
 
群集系统包括1套网络，是一套对外提供网络服务的网络，即面向应用的网络。
 
1．IP地址规划
 
本例中群集服务包括4台服务器，一个群集服务地址，规划如表14-1所示。节点服务器部署在同一个IP网段中。
 
表14-1　服务器规划
 
 
  
   
   	 
  
   	 域服务器
  
   	 节点A
  
   	 节点B
  
   	 存储设备
  
   	 群集服务器
  
  
 
  
  
   
   	 名称
  
   	 DC
  
   	 HY02
  
   	 HY03
  
   	 
  
   	 
  
  
 
   
   	 物理网络IP地址
  
   	 192.168.101.1/24
  
   	 192.168.101.90/24
  
   	 192.168.101.91/24
  
   	 192.168.101.82/24
  
   	 192.168.101.92/24
  
  
 
   
   	 心跳网络IP地址
  
   	 无
  
   	 无
  
   	 无
  
   	 无
  
   	 无
  
  
 
   
   	 默认网关
  
   	 192.168.101.202
  
   	 192.168.100.202
  
   	 192.168.110.202
  
   	 192.168.101.202
  
   	 192.168.101.202
  
  
 
   
   	 DNS
  
   	 192.168.101.1
  
   	 192.168.101.1
  
   	 192.168.101.1
  
   	 192.168.101.1
  
   	 192.168.101.1
  
  
 
  

 
2．物理网络注意事项
 
设置外部网络时，注意以下事项：
 
 
 	每个节点服务器设置静态IP地址，服务器群集不支持使用由动态主机配置协议服务器分配的地址。
 
 	每个节点服务器建议安装两个网络适配器，一个提供应用服务的外部网络，另一个用于连接节点服务器之间的心跳网络。注意，心跳网络不是必须的，本例中使用单一网络适配器。
 

 
节点服务器设置完成的网络参数如图14-27和图14-28所示。
 
[image: 图片 1]
 
图14-27　物理网络参数设置之一
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图14-28　物理网络参数设置之二
 
3．部署心跳网络注意事项
 
如果应用中部署心跳网络，注意以下事项：
 
 
 	设置心跳网络IP地址时，仅设置IP地址和子网掩码即可，DNS参数和默认网关不需要设置。
 
 	心跳网络和外部网络不在同一个IP地址段。
 
 	设置网卡属性时，注意启用“禁用TCP/IP上的NETBIOS”选项。
 

 
14.3.3　群集管理用户
 
所有节点服务器使用同一个域用户登录，如图14-29所示。
 
登录用户添加到本地管理员组中，对计算机具备“完全管理”的权限，如图14-30所示。
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图14-29　查询登录用户
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图14-30　本地管理员组成员列表
 
14.3.4　群集连接的iSCSI存储设备
 
本例中使用专用的储存设备，为群集分配2块iSCSI数据分区：仲裁分区为2GB，数据分区为100GB，如图14-31所示。
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图14-31　存储设备提供iSCSI数据分区
 
14.3.5　节点服务器连接iSCSI存储设备
 
所有节点服务器运行Windows Server 2012，通过“iSCSI发起程序”连接存储设备。连接成功后，为仲裁磁盘、数据磁盘分配统一的驱动器号：仲裁磁盘为Q盘，数据磁盘为S盘。所有节点服务器的操作相同，以其中的一台服务器为例说明。
 
1．连接存储设备
 
登录节点服务器，打开“控制面板”，运行“iSCSI发起程序”，打开“iSCSI发起程序 属性”对话框。在“目标”文本框中键入存储设备发布的网络地址（如图14-32所示）。
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图14-32　连接存储设备之一
 
单击“快速连接”按钮，打开图14-33所示的“快速连接”对话框。“发现的目标”列表中显示存储设备发布的磁盘，默认状态为“不活动”。选择连接目标后，单击“连接”按钮，成功连接到目标设备后，添加到“快速连接”对话框的“已发现的目标”列表中的状态更新为“已连接”。
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图14-33　连接存储设备之二
 
如果存储设备发布多个磁盘连接，计算机根据需要选择连接目标并发起连接。连接成功的状态如图14-34所示。单击“完成”按钮，返回到“iSCSI发起程序 属性”对话框，连接成功后添加到“已发现的目标”列表中，如图14-35所示。
 
[image: 图片 1]
 
图14-34　连接存储设备之三
 
[image: 图片 1]
 
图14-35　连接存储设备之四
 
单击“确定”按钮，完成节点服务器和存储设备之间的连接。打开“计算机管理”→“磁盘管理”选项，新添加的设备如图14-36所示。新添加的设备为磁盘1和磁盘2，每个磁盘的连接模式为为“脱机”，磁盘类型为基本。
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图14-36　连接存储设备之五
 
2．联机磁盘
 
鼠标右键单击连接状态为“脱机”的磁盘，在弹出的菜单中选择“联机”命令，命令执行成功后，磁盘状态更新为“联机”，如图14-37所示。
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图14-37　联机后的磁盘状态
 
3．分配卷
 
第1步，鼠标右键单击任一联机的磁盘，在弹出的快捷菜单中选择“新建简单卷”命令，如图14-38所示。
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图14-38　分配卷之一
 
第2步，命令执行后，启动“新建简单卷向导”，显示图14-39所示的“欢迎使用新建简单卷向导”对话框。
 
第3步，单击“下一步”按钮，显示图14-40所示的“指定卷大小”对话框。设置新卷的容量。
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图14-39　分配卷之二
 
[image: 图片 1]
 
图14-40　分配卷之三
 
第4步，单击“下一步”按钮，显示图14-41所示的“分配驱动器号和路径”对话框。设置当前磁盘规划的驱动器号。
 
第5步，单击“下一步”按钮，打开“格式化分区”对话框。设置分区格式以及确认是否要格式化分区。设置完成的参数如图14-42所示。
 
第6步，单击“下一步”按钮，显示图14-43所示的“正在完成新建简单卷向导”对话框。
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图14-41　分配卷之四
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图14-42　分配卷之五
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图14-43　分配卷之六
 
第7步，单击“完成”按钮，开始创建新的分区并分配驱动器号。
 
第8步，按照上述过程重建需要分配卷的磁盘，本例中分配完成的状态如图14-44所示。
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图14-44　分配卷之七
 
14.3.6　节点服务器连通测试
 
节点服务器之间使用“Ping”命令测试服务器之间的连通性，测试结果如图14-45所示。测试结果说明计算机之间可以正常连通。
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图14-45　节点服务器连通测试
 
14.4　节点服务器安装“故障转移群集”功能
 
Windows Server 2012操作系统的“故障转移群集”功能作为选件安装，需要管理员手动安装。该操作需要在所有节点服务器中完成。
 
打开“服务器管理器”，启动“添加角色和功能”向导，在“功能列表”选择“故障转移群集”选项，其他操作根据向导提示即可，如图14-46所示。
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图14-46 “故障转移群集”组件之一
 
“故障转移群集”组件安装成功后，“桌面”中添加名称为“故障转移群集管理器”和“故障感知更新”的磁贴，如图14-47所示。单击“故障转移群集管理器”磁贴，即可启动“故障转移群集管理器”应用程序。
 
[image: 图片 47]
 
图14-47 “故障转移群集”组件之二
 
14.5　部署Windows故障转移群集
 
Windows Server 2012中，群集通过操作系统内置的“故障转移群集”功能实现，默认安装环境中没有安装该功能组件，需要管理员手动安装该功能。在部署群集前，需要验证群集环境是否满足安装条件。本例中部署双节点故障转移群集。
 
14.5.1　验证节点服务器是否满足部署群集条件
 
创建群集之前，所有的节点服务器均需要开启。在任何一台节点服务器中，都可以部署群集。创建群集的服务器是群集所有者。在新建群集之前，建议首先验证群集。
 
第1步，以管理员身份登录节点服务器（HY03.cbdomain.ytrb）。打开“故障转移群集管理”，如图14-48所示。
 
第2步，单击“验证配置”超链接，启动“验证配置向导”，显示图14-49所示的“开始之前”对话框。
 
第3步，单击“下一步”按钮，显示图14-50所示的“选择服务器”对话框。
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图14-48　验证群集之一
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图14-49　验证群集之二
 
[image: 图片 1]
 
图14-50　验证群集之三
 
单击“浏览”按钮，显示图14-51所示的“选择计算机”对话框。在“输入对象名称来选择”文本框中键入节点服务器的计算机名称，单击“检查名称”按钮，检查键入的服务器名称是否有效，如果有效则键入的服务器名称添加下划线。单击“确定”按钮，返回到“选择服务器”对话框，将选择的节点服务器添加到“选择的服务器”列表。
 
第4步，单击“下一步”按钮，显示图14-52所示的“测试选项”对话框。设置测试群集的测试项目，建议选择所有选项，即选择“运行所有测试”选项。
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图14-51 “选择计算机”对话框
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图14-52　验证群集之四
 
第5步，单击“下一步”按钮，显示图14-53所示的“确认”对话框，显示所有要测试的项目。
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图14-53　验证群集之五
 
第6步，单击“下一步”按钮，显示图14-54所示的“正在验证”对话框。验证部署群集的所有条件。
 
第7步，验证完成后，显示图14-55所示的“摘要”对话框，显示测试信息。测试完成后，“摘要”中显示每个项目的测试结果。如果有哪一项被检测失败，则可以单击“查看报告”按钮来查看每一项失败的原因以及失败的明确描述。
 
第8步，单击“查看报告”按钮，打开Internet Explorer浏览器，显示详细的群集测试报告，如图14-56所示。结果显示当前配置可以满足双节点群集环境配置需要，可以正常部署群集。单击“完成”按钮，完成群集验证。
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图14-54　验证群集之六
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图14-55　验证群集之七
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图14-56　验证群集之八
 
在默认状态下，报告文件以HTML格式被储存在“%SystemRoot%\Cluster\Reports”中，如图14-57所示。在报告上会自动标上当时测试的日期和时间。
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图14-57　验证群集之九
 
14.5.2　创建群集
 
群集可以部署在同一IP地址段中，也可以部署在不同IP地址段中，无论采用何种方式部署，节点服务器之间都需要能够正常连通。
 
1．不同网段创建群集
 
第1步，以管理员身份登录节点服务器（HY03.cbdomain.ytrb）。在服务器中，打开“故障转移群集管理”。单击“创建群集”超链接，启动“创建群集向导”，显示图14-58所示的“开始之前”对话框。
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图14-58　不同网段创建群集之一
 
第2步，单击“下一步”按钮，显示图14-59所示的“选择服务器”对话框。键入群集节点服务器名称，通过验证后的服务器添加到“选定的服务器”列表中。
 
第3步，单击“下一步”按钮，显示图14-60所示的“验证警告”对话框。根据需要选择是否验证群集配置。选择“是”选项后，单击“下一步”按钮开始进行群集验证。选择“否”选项后，跳过群集验证。本例中选择“否”选项。
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图14-59　不同网段创建群集之二
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图14-60　不同网段创建群集之三
 
第4步，单击“下一步”按钮，显示图14-61所示的“用于管理群集的访问点”对话框。在“群集名称”文本框中，键入群集名称。
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图14-61　不同网段创建群集之四
 
第5步，单击“下一步”按钮，显示图14-62所示的“确认”对话框。注意本例中参与群集的节点服务器不在同一个网段中，因此不需要手动设置群集IP地址。群集部署成功后，只能通过DNS名访问群集。
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图14-62　不同网段创建群集之五
 
第6步，单击“下一步”按钮，开始创建群集，如图14-63所示。
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图14-63　不同网段创建群集之六
 
第7步，群集创建成功后，显示图14-64所示的“摘要”对话框。
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图14-64　不同网段创建群集之七
 
第8步，单击“查看报告”按钮，显示群集创建过程，详细信息如下：
 
Microsoft Home * 

创建群集

---------------------------------------------------------------

群集:　ClusterHY 

节点:　HY03.cbdomain.ytrb　

节点:　HY03.cbdomain.ytrb　

仲裁:　节点和磁盘多数( Cluster Disk 1 ) 

IP 地址:　192.168.110.0/24 上的 DHCP 地址 

IP 地址:　192.168.100.0/24 上的 DHCP 地址 

已启动 2013/2/16 16:30:59 

已完成 2013/2/16 16:31:37 

---------------------------------------------------------------

正在开始配置群集 ClusterHY。

正在初始化群集 ClusterHY。

正在验证节点 HY03.cbdomain.ytrb 上的群集状态。

正在搜索域中的计算机对象“ClusterHY”。

正在为域中的“ClusterHY”新建计算机帐户(对象)。

正在将计算机对象“ClusterHY in organizational unit CN=Computers,DC=cbdomain,DC=ytrb”配置为群集名称对象。

正在验证节点 HY03.cbdomain.ytrb 上网络 FT 驱动程序的安装。

正在验证节点 HY03.cbdomain.ytrb 上群集磁盘驱动程序的安装。

正在节点 HY03.cbdomain.ytrb 上配置群集服务。

正在验证节点 HY03.cbdomain.ytrb 上网络 FT 驱动程序的安装。

正在验证节点 HY03.cbdomain.ytrb 上群集磁盘驱动程序的安装。

正在节点 HY03.cbdomain.ytrb 上配置群集服务。

正在等待已经在节点 HY03.cbdomain.ytrb 上启动群集服务的通知。

正在形成群集“ClusterHY”。

向 ClusterHY 中添加群集公用属性。

正在群集 ClusterHY 上创建资源类型。

正在创建资源组“群集组”。

正在创建 IP 地址资源“群集 IP 地址”。

正在创建网络名称资源“ClusterHY”。

正在搜索域中的计算机对象“ClusterHY”。

正在验证域中的计算机对象“ClusterHY”。

正在将计算机对象“ClusterHY in organizational unit CN=Computers,DC=cbdomain,DC=ytrb”配置为群集名称对象。

正在启动群集角色“群集组”。

已创建初始群集 - 将继续进行其他配置。

群集所有共享的磁盘。

正在为“群集磁盘 1”创建物理磁盘资源。

正在使“群集磁盘 1”的资源联机。

正在为“群集磁盘 1”分配驱动器号。

“群集磁盘 1”已成功配置。

正在等待可用存储联机...

所有可用存储都已联机...

正在等待核心群集组联机。

正在为群集配置仲裁。

正在将仲裁资源配置为 Cluster Disk 1。

正在使用“Cluster Disk 1”配置节点和磁盘多数仲裁。

正在将“Cluster Disk 1”移动到核心群集组。

正在选择最适合的存储卷...

正试图使用“Cluster Disk 1”配置节点和磁盘多数仲裁配置。

仲裁设置已成功更改。

已成功创建群集。

正在完成群集的创建。
 
第9步，单击“完成”按钮，关闭“创建群集向导”，返回到“故障转移群集管理器”，新群集添加到控制台中，如图14-65所示。
 
[image: 图片 1]
 
图14-65　不同网段创建群集之八
 
2．同一网段创建群集
 
接【不同网段创建群集】第3步——“验证警告”对话框：
 
第4步，单击“下一步”按钮，显示图14-66所示的“用于管理群集的访问点”对话框。设置群集名称以及群集使用的IP地址，本例中群集IP地址设置为：192.168.101.92。
 
第5步，单击“下一步”按钮，显示图14-67所示的“确认”对话框，显示群集设置信息。
 
第6步，单击“下一步”按钮，开始创建群集。创建成功后显示图14-68所示的“摘要”对话框，显示群集创建信息。
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图14-66　同一网段创建群集之一
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图14-67　同一网段创建群集之二
 
[image: 图片 1]
 
图14-68　同一网段创建群集之三
 
第7步，单击“完成”按钮，返回到“故障转移群集管理器”，新建的群集如图14-69所示。
 
[image: 图片 1]
 
图14-69　同一网段创建群集之四
 
3．查看群集资源
 
群集部署完成后，通过“故障转移群集管理”控制台，可以查看当前群集的配置列表。
 
第1步，打开“故障转移群集管理”窗口，选择群集“Hyper-VCluster.cbdomain.ytrb”→“服务和应用程序”选项，显示图14-70所示的窗口。在“服务和应用程序”面板中显示群集中部署的服务和应用程序，本例中是新建群集，没有部署任何应用。
 
[image: 图片 1]
 
图14-70　查看群集资源之一
 
第2步，选择群集“Hyper-VCluster.cbdomain.ytrb”→“节点”选项，显示图14-71所示的窗口。窗口中显示群集中所有服务器以及服务器的运行状态。
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图14-71　查看群集资源之二
 
第3步，选择群集“Hyper-VCluster.cbdomain.ytrb”→“存储”选项，显示图14-72所示的窗口。在“存储”面板中显示存储服务器提供的磁盘以及磁盘容量。
 
[image: 图片 1]
 
图14-72　查看群集资源之三
 
第4步，选择群集“Hyper-VCluster.cbdomain.ytrb”→“网络”选项，显示图14-73所示的窗口。在“群集网络1”面板中显示所有节点服务器的网络连接列表。
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图14-73　查看群集资源之四
 
第5步，登录域控制器，打开“Active Directory用户和计算机”管理控制台，查看群集计算机名称，如图14-74和图14-75所示。
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图14-74　查看群集资源之五
 
[image: 图片 1]
 
图14-75　查看群集资源之六
 
4．群集联机测试
 
群集创建成功后，通过“Ping”命令可以测试群集节点是否发布成功。
 
群集IP地址为“192.168.101.92”，使用“Ping”命令测试结果如图14-76所示，可以正常连通。
 
[image: 图片 1]
 
图14-76　群集联机测试
 
14.5.3　销毁群集
 
确认群集不再需要时，管理员可以删除群集。删除群集之前，首先要删除群集中部署的所有应用和服务。
 
第1步，鼠标右键单击群集名称，在弹出的快捷菜单中选择“更多操作”选项，在弹出的级联菜单中选择“销毁群集”命令，如图14-77所示。
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图14-77　销毁群集之一
 
第2步，命令执行后，显示图14-78所示的“破坏群集”对话框。单击“是”按钮，自动删除目标群集以及群集中的节点服务器。
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图14-78　销毁群集之二
 
14.5.4　部署群集共享卷（CSV）
 
群集共享卷（CSV）允许群集中的多个节点服务器同时访问同一个存储设备。只有部署在群共享卷中的服务，才能在节点服务器之间自动、手动迁移，实现服务的高可用性。
 
1．创建群集共享卷
 
群集共享卷建立在“可用存储”基础上，“可用存储”在所有节点服务器中都可以被成功访问，并被群集管理器识别。
 
第1步，鼠标右键单击“指派给”属性为“可用存储”的目标磁盘，在弹出的快捷菜单中选择“添加到群集共享卷”命令，如图14-79所示。
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图14-79　创建群集共享卷之一
 
第2步，命令执行后，可用磁盘添加到群集共享卷中，如图14-80所示。启用群集共享卷功能后，群集共享使用的iSCSI磁盘被映射到群集内节点服务器的本地路径中。群集共享卷内添加的第一个存储设备被映射到节点服务器的“C:\ClusterStorage\Volume1”目录。依此类推，群集共享卷内的第二个存储设备将被映射到“C:\ClusterStorage\Volume2”目录。
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图14-80　创建群集共享卷之二
 
2．节点服务器查看群集共享卷
 
以管理员身份登录节点服务器，打开“计算机”后选择本地磁盘“C”盘，打开“ClusterStorage”文件夹，显示新加的群集共享卷，如图14-81所示。
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图14-81　节点服务器查看群集共享卷
 
3．故障转移群集中使用群集共享卷的限制
 
群集共享卷对部署高可用性应用来说简单方便，但是存在以下限制：
 
 
 	只有Windows Server 操作系统中支持群集共享卷功能。
 
 	管理员、用户或应用程序不能创建或复制文件到群集共享卷中，支持群集共享卷功能的应用将自动在群集共享卷中创建文件或者文件夹。如果不遵照此说明进行操作，将导致共享卷上的数据损坏或丢失，对在节点上“%SystemDrive%\ ClusterStorage”文件夹或其子文件夹中创建或复制到其中的文件，同样适用。
 
 	群集中所有节点服务器操作系统使用相同的驱动器号作为系统引导磁盘。即如果第一台服务器从驱动器号“C”进行引导，则群集中的所有服务器都应该从驱动器号“C”进行引导。
 
 	群集共享卷必需使用NTFS文件系统。
 
 	群集磁盘使用相同的逻辑驱动器号。
 

 
14.5.5　群集常用管理
 
1．删除节点服务器
 
Windows Server 2012最多支持16个群集节点服务器，因此节点服务器的添加、删除是管理节点服务器最常用的操作。本例中部署双节点群集，包含2个节点服务器。如果其中的一台服务器需要退出群集，建议使用“故障转移群集管理器”退出节点服务器。
 
第1步，打开“故障转移群集管理器”。鼠标右键单击需要退出群集的节点服务器，在弹出的快捷菜单中选择“更多操作”选项，在弹出的级联菜单中选择“停止群集服务”命令，如图14-82所示。
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图14-82　删除节点服务器之一
 
第2步，命令执行后，节点服务器的状态由“[image: 图片 83]”更新为“[image: 图片 84]”，如图14-83所示，表示该节点服务器群集服务已经停止运行，可以删除该节点。
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图14-83　删除节点服务器之二
 
第3步，鼠标右键单击处于群集服务停止状态的节点服务器，在弹出的快捷菜单中选择“更多操作”选项，在弹出的级联菜单中选择“逐出”命令，如图14-84所示。如果需要重新启动该节点服务器中的群集服务，选择“启动群集服务”即可。
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图14-84　删除节点服务器之三
 
第4步，命令执行后，显示图14-85所示的“逐出”对话框。
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图14-85　删除节点服务器之四
 
第5步，单击“是”按钮，删除目标节点服务器，如图14-86所示。本例中原为双节点群集，删除一个节点服务器后，仅剩下一个节点服务器在运行。
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图14-86　删除节点服务器之五
 
第6步，使用“Ping”命令测试与群集“Hyper-VCluster.cbdomain.ytrb”之间的连通性，结果如图14-87所示，连通正常，即双节点群集在一个节点出现故障后，仍然可以提供服务。
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图14-87　删除节点服务器之六
 
2．添加节点服务器
 
Windows Server 2012的群集最多支持16个节点，本例中在已有群集的基础上添加一个节点。
 
第1步，打开“故障转移群集管理器”。鼠标右键单击“节点”选项，在弹出的快捷菜单中选择“添加节点”命令，如图14-88所示。
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图14-88　添加节点服务器之一
 
第2步，命令执行后，启动“添加节点向导”，显示如图14-89所示的“开始之前”对话框。
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图14-89　添加节点服务器之二
 
第3步，单击“下一步”按钮，显示图14-90所示的“选择服务器”对话框。键入需要添加的服务器名称。
 
在添加节点服务器过程中，如果出现图14-91所示的错误，需要通过手动方式删除注册表中的以下键值，然后重新启动节点服务器即可正常添加节点服务器。删除的键值：
 
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\services\ClusDisk

HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\services\ClusSvc
 
[image: 图片 1]
 
图14-90　添加节点服务器之三
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图14-91　节点添加错误
 
第4步，单击“下一步”按钮，显示图14-92所示的“验证警告”对话框。选择“是”按钮，对选择的服务器进行加入群集条件测试；选择“否”按钮，不进行测试。本例中选择“否”选项。
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图14-92　添加节点服务器之四
 
第5步，单击“下一步”按钮，显示图14-93所示的“确认”对话框，显示需要添加的节点服务器信息。
 
[image: 图片 1]
 
图14-93　添加节点服务器之五
 
第6步，单击“下一步”按钮，将节点服务器添加到目标群集，直至完成。
 
3．添加磁盘
 
创建群集过程中，所有节点连接存储设备数据分区使用的磁盘格式和驱动器名称相同，群集向导将使用的磁盘自动添加为存储设备，否则需要手动添加磁盘。群集中已经添加2块磁盘，分别作为仲裁磁盘和数据磁盘。本例中为该群集添加一块新数据磁盘。
 
第1步，选择群集“Hyper-VCluster.cbdomain.ytrb”→“存储”→“磁盘”选项，鼠标右键单击“磁盘”，在弹出的快捷菜单中选择“添加磁盘”命令，如图14-94所示。
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图14-94　添加磁盘之一
 
第2步，命令执行后，显示图14-95所示的“将磁盘添加到群集”对话框。从“可用磁盘”列表中选择可用添加的磁盘。
 
[image: 图片 1]
 
图14-95　添加磁盘之二
 
第3步，单击“确定”按钮，新的磁盘添加到存储列表中。新磁盘驱动器号为R盘，如图14-96所示。
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图14-96　添加磁盘之三
 
4．移除磁盘
 
移除磁盘需要执行2个步骤：脱机磁盘，然后删除磁盘。
 
第1步，鼠标右键单击需要删除的磁盘，在弹出的快捷菜单中选择“脱机”命令，如图14-97所示。
 
第2步，命令执行后，目标磁盘的状态更新为“脱机”，如图14-98所示。
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图14-97　移除磁盘之一
 
[image: 图片 1]
 
图14-98　移除磁盘之二
 
第3步，鼠标右键单击状态为“脱机”的磁盘，在弹出的快捷菜单中选择“删除”命令，如图14-99所示。
 
第4步，命令执行后，显示图14-100所示的“从 可用存储 中删除”对话框。提示群集将无法使用该磁盘。单击“是”按钮，删除目标磁盘，群集不能管理已经删除的磁盘。如果需要重新使用删除的磁盘，重新添加即可。
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图14-99　移除磁盘之三
 
5．配置仲裁磁盘
 
建议仲裁磁盘空间分配2~5GB即可，Windows Server 2012中仲裁磁盘非必须配置，可以和数据磁盘使用同一磁盘。
 
第1步，打开“故障转移群集管理器”，选择群集“Hyper-VCluster.cbdomain.ytrb”选项。鼠标右键单击群集名称，在弹出的快捷菜单中选择“更多操作”选项，在弹出的级联菜单中选择“配置群集仲裁设置”命令，如图14-101所示。
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图14-100　移除磁盘之四
 
[image: 图片 102]
 
图14-101　配置仲裁磁盘之一
 
第2步，命令执行后，启动“配置群集仲裁向导”，显示图14-102所示的“开始之前”对话框。
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图14-102　配置仲裁磁盘之二
 
第3步，单击“下一步”按钮，显示图14-103所示的“选择仲裁配置选项”对话框。向导根据当前群集验证状态，自动选择仲裁配置方式，本例中选择“使用典型设置”选项。目前群集中有两个节点，允许其中的一个节点出现故障。
 
[image: 图片 1]
 
图14-103　配置仲裁磁盘之三
 
第4步，单击“下一步”按钮，显示图14-104所示的“确认”对话框，显示仲裁配置信息。
 
[image: 图片 1]
 
图14-104　配置仲裁磁盘之四
 
第5步，单击“下一步”按钮，显示图14-105所示的“摘要”对话框。单击“完成”按钮，完成仲裁磁盘的设置。
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图14-105　配置仲裁磁盘之五
 
6．关闭群集
 
关闭群集即关闭群集服务。群集服务关闭后，发布的群集计算机不能对外提供服务。
 
第1步，鼠标右键单击群集名称，在弹出的快捷菜单中选择“更多操作”选项，在弹出的级联菜单中选择“关闭群集”命令，如图14-106所示。
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图14-106　关闭群集之一
 
第2步，命令执行后，显示图14-107所示的“关闭群集”对话框。确认是否要关闭群集。
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图14-107　关闭群集之二
 
第3步，单击“是”按钮，关闭群集。群集关闭后的状态如图14-108所示。
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图14-108　关闭群集之三
 
7．启动群集
 
群集关闭后，通过两种模式可以重新启动群集：启动群集和强制群集启动。鼠标右键单击群集名称，在弹出的快捷菜单中选择“启动群集”或者“强制群集启动”命令，如图14-109所示，命令执行后即可启动群集。
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图14-109　启动群集
 


第15章　Hyper-V虚拟机群集应用
 
虚拟机群集是指通过Windows Server 2012故障转移群集功能实现的Hyper-V高可用性群集，最多支持16个节点，通过群集共享卷（共享存储设备）实现虚拟机的高可用性。本章介绍如何在Windows故障转移群集基础上部署Hyper-V群集。Windows故障转移群集部署过程参考上一章内容。
 
15.1　群集迁移策略
 
部署群集的目的是防止单节点出现故障。当群集中的任何一台或者多台节点服务器出现故障后，群集中的Hyper-V应用将自动或者手动从一台节点服务器迁移到另外一台节点服务器，节点间迁移时需要遵从节点迁移策略。
 
15.1.1　默认故障转移策略
 
群集中的节点服务器遇到故障，虚拟机将被自动或手动分散到其他群集节点上。Windows Server 2012之前版本中，任何资源都可以分散到承载虚拟机数量最少的群集节点中。在Windows Server 2012中，根据宿主机的内存数量，决定虚拟机的分散方式。每个虚拟机都可以放置到内存资源空闲最多的节点中，并且会针对每个虚拟机的资源需求进行评估。
 
承载多个虚拟机的群集节点崩溃，群集服务将寻找优先级最高的虚拟机，然后检查其他所有节点，确定拥有空闲内存最多的节点。随后会在这个节点上启动该虚拟机。这个过程可以针对所有虚拟机重复进行，从优先级最高的虚拟机开始，按照优先级高低执行，直到所有虚拟机都重新放置。
 
15.1.2　虚拟机优先级
 
Windows Server 2012中，群集中运行的每个虚拟机都可以分配优先级：高、中等、低以及不自动启动，如图15-1所示。这样可以确保在群集运行中，高优先级的虚拟机可以得到最妥善的放置。同时，通过使用这种方式可以确保组织最重要的服务或最关键的基础架构角色比其他非重要的负载更快速地上线。
 
如果承载多个虚拟机的群集节点崩溃，那么首先将启动高优先级虚拟机，随后是中等优先级虚拟机，最后才是低优先级虚拟机。相同的逻辑还将应用于其他群集的运营，例如并发实时迁移或节点维护模式，这种情况下，优先级高的虚拟机总是可以首先移动。
 
[image: 图片 1]
 
图15-1　虚拟机的优先级
 
15.1.3　首选所有者
 
通常虚拟机都需要尽量留在主要数据中心（首选所有者）内运行，只有在主要站点不可用时，虚拟机才在备份数据中心内运行，实现灾难恢复。备份数据中心可以针对每个虚拟机配置故障转移节点顺序首选项，如图15-2所示。
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图15-2　虚拟机属性对话框
 
如果承载多个虚拟机的群集节点崩溃，高优先级虚拟机会尝试移动到首选所有者列表中的第一个节点。如果该节点不可用，那么虚拟机会继续尝试移动到首选所有者列表中的下一个节点。如果所有首选所有者都不可用，那么就会移动到可能的所有者列表中的第一个节点。
 
15.1.4　自动启动
 
如果群集故障转移或崩溃，可能会希望某些不重要的虚拟机先不要启动，这样其他虚拟机就有更多机会进行故障转移，并尽可能快速地上线。在高度虚拟化的环境中，这一特性会显得非常有用，因为必须确保宿主机和关键的基础架构虚拟机能够正常运行，而不用担心这些群集中承载的并不需要持续可用的虚拟机所造成的资源约束或“引导风暴”。这些虚拟机可以稍后由管理员或自动化脚本启动。
 
15.2　群集中的虚拟机
 
Hyper-V群集部署为双节点群集，存储设备使用iSCSI服务器，为群集分配两块数据磁盘，逻辑启动器号分别为“Q”、“S”，前者作为仲裁磁盘，后者作为数据磁盘。每台节点服务器通过“iSCSI发起程序”连接到存储服务器。每台节点服务器安装“故障转移群集”功能组件，并使用具备域管理员权限的同一域用户登录，该用户添加到本地管理员组中。每台节点服务器安装“Hyper-V”服务。Windows故障转移群集的部署过程参考上一章的内容，故障转移群集已经部署成功，在Windows故障转移群集基础上部署Hyper-V群集。
 
15.2.1　群集中的虚拟机
 
群集中的虚拟机分为两种：全新虚拟机和节点服务器中已经部署的虚拟机。
 
 
 	全新虚拟机：此种类型的虚拟机需要在群集故障转移管理器中新建虚拟机，虚拟机存储位置为群集共享卷。
 
 	节点服务器中已经部署的虚拟机：此种类型的虚拟机通过配置角色方式将虚拟机导入到群集中，并注意虚拟硬盘的存储位置。
 

 
15.2.2　节点服务器中已经部署的虚拟机
 
如果节点服务器已经部署虚拟机，可将虚拟机迁移到群集环境中。
 
第1步，打开“故障转移群集管理器”，鼠标右键单击“角色”，在弹出的快捷菜单中选择“配置角色”命令，如图15-3所示。
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图15-3　已有虚拟机配置高可用性之一
 
第2步，命令执行后，启动“高可用性向导”，显示图15-4所示的“开始之前”对话框。
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图15-4　已有虚拟机配置高可用性之二
 
第3步，单击“下一步”按钮，显示图15-5所示的“选择角色”对话框。角色列表中选择“虚拟机”选项。
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图15-5　已有虚拟机配置高可用性之三
 
第4步，单击“下一步”按钮，显示图15-6所示的“选择虚拟机”对话框。虚拟机列表中显示群集节点中所有虚拟机（运行状态、关机状态）。选择目标虚拟机。
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图15-6　已有虚拟机配置高可用性之四
 
第5步，单击“下一步”按钮，显示图15-7所示的“确认”对话框，显示需要配置高可用性的虚拟机。
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图15-7　已有虚拟机配置高可用性之五
 
第6步，单击“下一步”按钮，开始将虚拟机从节点服务器迁移到群集环境中，迁移成功后显示图15-8所示的“摘要”对话框。单击“完成”按钮，完成虚拟机迁移。
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图15-8　已有虚拟机配置高可用性之六
 
15.2.3　全新虚拟机
 
本例中创建名称为“Windows Server 2003”的虚拟机。注意，在群集环境中通过“新建虚拟机向导”创建的虚拟机，新虚拟机自动部署为高可用模式。
 
第1步，鼠标右键单击“角色”，在弹出的快捷菜单中选择“虚拟机”选项，在弹出的级联菜单中选择“新建虚拟机”选项，如图15-9所示。
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图15-9　新建虚拟机之一
 
第2步，命令执行后，显示图15-10所示的对话框。选择虚拟机的首选节点服务器，即虚拟机的安装位置。
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图15-10　新建虚拟机之二
 
第3步，单击“确定”按钮，启动“新建虚拟机向导”，显示图15-11所示的“开始之前”对话框。
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图15-11　新建虚拟机之三
 
第4步，单击“下一步”按钮，显示图15-12所示的“指定名称和位置”对话框。注意新虚拟机位置将创建在群集共享卷的关联位置“C:\ClusterStorage\Volume1\”。
 
第5步，单击“下一步”按钮，显示图15-13所示的“分配内存”对话框，为新虚拟机分配内存。
 
第6步，单击“下一步”按钮，显示图15-14所示的“配置网络”对话框。设置虚拟机使用的虚拟网络交换机。
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图15-12　新建虚拟机之四
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图15-13　新建虚拟机之五
 
[image: 图片 1]
 
图15-14　新建虚拟机之六
 
第7步，单击“下一步”按钮，显示图15-15所示的“连接虚拟硬盘”对话框。设置虚拟硬盘的名称、位置以及容量。
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图15-15　新建虚拟机之七
 
第8步，单击“下一步”按钮，显示图15-16所示的“安装选项”对话框。设置操作系统安装方式，本例中设置为“以后安装操作系统”。
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图15-16　新建虚拟机之八
 
第9步，单击“下一步”按钮，显示图15-17所示的“正在完成新建虚拟机向导”对话框，显示虚拟机设置信息。
 
第10步，单击“完成”按钮，成功创建新的虚拟机，如图15-18所示。
 
第11步，单击“完成”按钮，关闭“新建虚拟机向导”，返回到“故障转移群集管理器”，新建的虚拟机如图15-19所示。
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图15-17　新建虚拟机之九
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图15-18　新建虚拟机之十
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图15-19　新建虚拟机之十一
 
虚拟机创建成功后，虚拟机配置文件存储位置为“C:\ClusterStorage\Volume1\Windows XP SP3\Virtual Machines”，如图15-20所示。
 
[image: 图片 1]
 
图15-20　新建虚拟机之十二
 
虚拟硬盘存储位置为“C:\ClusterStorage\Volume1\Windows XP SP3\Virtual Hard Disks”，如图15-21所示。
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图15-21　新建虚拟机之十三
 
15.2.4　新建虚拟硬盘
 
第1步，鼠标右键单击“角色”，在弹出的快捷菜单中选择“虚拟机”选项，在弹出的级联菜单中选择“新建硬盘”选项。命令执行后，显示图15-22所示的“新建虚拟硬盘”对话框，设置存储虚拟硬盘的节点服务器。
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图15-22　新建虚拟硬盘之一
 
第2步，单击“确定”按钮，启动“新建虚拟硬盘向导”，如图15-23所示，根据向导提示完成虚拟硬盘的创建。
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图15-23　新建虚拟硬盘之二
 
第3步，单击“下一步”按钮，显示图15-24所示的“选择磁盘格式”对话框。本例中新建虚拟硬盘格式设置为“vhdx”格式。
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图15-24　新建虚拟硬盘之三
 
第4步，单击“下一步”按钮，显示图15-25所示的“选择磁盘类型”对话框。设置虚拟硬盘的类型，本例中设置为“动态扩展”。
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图15-25　新建虚拟硬盘之四
 
第5步，单击“下一步”按钮，显示图15-26所示的“指定名称和位置”对话框。设置存储虚拟硬盘的目标位置，注意群集中创建的虚拟硬盘应该存储到群集共享卷“C:\ClusterStorage\Volume1\”中。
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图15-26　新建虚拟硬盘之五
 
第6步，单击“下一步”按钮，显示图15-27所示的“配置磁盘”对话框。设置新建虚拟硬盘的大小。
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图15-27　新建虚拟硬盘之六
 
第7步，单击“下一步”按钮，显示图15-28所示的对话框，显示新虚拟硬盘配置信息。
 
第8步，单击“完成”按钮，在指定位置创建新虚拟硬盘，如图15-29所示。
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图15-28　新建虚拟硬盘之七
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图15-29　新建虚拟硬盘之八
 
15.3　管理群集中的虚拟机
 
群集中的虚拟机管理方式和“Hyper-V管理器”的管理方式基本相同，不同之处是管理环境不同。群集中的虚拟机只能在“故障转移群集管理器”中管理。
 
15.3.1　管理菜单
 
群集中的虚拟机通过“故障转移群集管理器”管理。在“导航窗格”中选择“角色”选项，中间窗格显示群集中所有可用的虚拟机。鼠标右键单击目标虚拟机，打开虚拟机管理菜单，如图15-30所示。虚拟机的所有管理任务可以通过该菜单完成。
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图15-30　管理菜单
 
15.3.2　连接虚拟机
 
在“导航窗格”中选择“角色”选项，中间窗格显示群集中所有可用的虚拟机。鼠标右键单击需要连接的虚拟机，在弹出的快捷菜单中选择“连接”命令，命令执行后，连接到目标虚拟机，如图15-31所示。
 
[image: 图片 31]
 
图15-31　连接虚拟机
 
15.3.3　设置
 
鼠标右键单击需要连接的虚拟机，在弹出的快捷菜单中选择“设置”命令。命令执行后，打开虚拟机设置对话框，设置虚拟机参数，如图15-32所示。
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图15-32　更改虚拟机配置
 
15.3.4　保存
 
“保存”功能相当于“暂停”功能。处于保存状态的虚拟机，使用“启动”功能，可以唤醒虚拟机，并进入执行“保存”功能前的状态。执行“保存”功能后的虚拟机状态如图15-33所示。
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图15-33　虚拟机保存状态
 
15.3.5　[image: 图片 34]功能
 
“[image: 图片 35]”功能相当于在操作系统运行状态中执行“关闭计算机”。
 
15.3.6　[image: 图片 36]功能
 
“[image: 图片 37]”功能相当于关闭计算机电源。执行“[image: 图片 38]”功能后，显示图15-34所示的“强行关闭虚拟机”对话框。单击“是”按钮，相当于切断物理计算机的电源，虚拟机立即关机。
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图15-34 “强行关闭虚拟机”对话框
 
15.3.7　启动
 
虚拟机关闭状态下的“启动”功能相当于打开计算机电源。“保存”状态下的“启动”功能相当于还原到“保存”前的状态。
 
15.3.8　管理
 
命令执行后，通过故障转移群集管理器，直接打开虚拟机所在节点服务器的“Hyper-V管理器”。
 
15.4　虚拟机迁移
 
Windows Server 2012提供的虚拟机故障转移群集功能支持“自动迁移”、“实时迁移”、“快速迁移”以及“移动”虚拟机存储等虚拟机迁移方式。管理员根据使用环境选择迁移模式。
 
15.4.1　虚拟机自动迁移
 
当群集中的节点服务器出现故障后，群集中的虚拟机将自动迁移到其他节点服务器，该迁移过程自动完成，不需要管理员手动参与。例如，群集中节点服务器“HY03”正常运行，群集中的虚拟机“Windows XP SP3”运行在“HY03”节点，如图15-35所示。
 
群集中节点服务器“HY03”宕机后，如图15-36所示。
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图15-35　虚拟机自动迁移之一
 
[image: 图片 1]
 
图15-36　虚拟机自动迁移之二
 
群集中的虚拟机“Windows XP SP3”自动迁移到“HY02”节点，并上线自动运行。虚拟机迁移自动完成，无需管理员参与，提高了虚拟机的可用性，如图15-37所示。
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图15-37　虚拟机自动迁移之三
 
15.4.2　虚拟机实时迁移
 
Hyper-V实时迁移可以将一个处于运行或者关机状态的虚拟机，在没有任何服务中断或者任何停机时间的状态下，从一个Hyper-V主机移动到另外一个Hyper-V主机。
 
1．实时迁移过程
 
实时迁移过程如下：
 
 
 	原节点服务器把所有的内存页面迁移到新的服务器上，并记录所有内存实时修改。
 
 	原节点服务器把内存实时修改传递给新服务器。
 
 	原节点服务器把存储句柄传递给新服务器。
 
 	原节点服务器迁移虚拟机。
 

 
2．虚拟机所在的节点服务器
 
本例中名称为“Windows XP SP3”的虚拟机位于名称为“HY03.cbdomain.ytrb”的节点服务器中，虚拟机的状态是联机并运行，虚拟机的所有者为“HY03”，如图15-38所示。
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图15-38　虚拟机状态
 
3．实时迁移模式
 
故障转移群集管理器提供的实时迁移功能，其节点选择模式分为“最佳节点”和“选择节点”模式。
 
 
 	最佳节点：故障转移群集管理器自动将虚拟机迁移到目标节点服务器，不需要管理员手动参与。超过2个节点的群集中，将根据虚拟机属性（鼠标右击目标虚拟机，在弹出的快捷菜单中选择“属性”命令）中的设置迁移到目标节点，如图15-39所示。如果群集中只有两个节点，将自动迁移到另外一个节点。
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图15-39　虚拟机属性
 
 
 	选择节点：需要管理员参与，通过手动方式完成虚拟机在节点服务器之间的迁移。
 

 
4．实时迁移
 
迁移目的：将正在运行的虚拟机“Windows XP SP3”在不停机状态下迁移到名称为“HY02”的节点服务器上。
 
第1步，鼠标右键单击需要迁移的目标虚拟机，在弹出的快捷菜单中选择“移动”选项，在弹出的级联菜单中选择“实时迁移”命令，在打开的后继菜单中选择“选择节点”选项，如图15-40所示。
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图15-40　虚拟机实时迁移之一
 
第2步，命令执行后，显示图15-41所示的“启动虚拟机”对话框，在“群集节点”列表中选择目标节点服务器。
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图15-41　虚拟机实时迁移之二
 
第3步，命令执行后，开始迁移虚拟机，虚拟机的“状态”栏显示“正在进行实时迁移”，“信息”栏显示“正在进行实时迁移，3%已完成”，如图15-42所示。
 
[image: 图片 1]
 
图15-42　虚拟机实时迁移之三
 
第4步，迁移完成后，虚拟机的所有者为“HY02”，状态为联机，如图15-43所示。迁移速度为数秒钟，根据存储设备不同，迁移速度有所不同。
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图15-43　虚拟机实时迁移之四
 
15.4.3　虚拟机快速迁移
 
虚拟机快速迁移，移动虚拟机的过程中移动、存储和恢复虚拟机需要暂时停机。
 
1．快速迁移过程
 
启动快速迁移时，群集会将虚拟机正在使用的内存复制到存储中的磁盘，以便在实际转换到另一节点时，正在接管所有权的节点可以快速从此磁盘中读取虚拟机所需的内存和状态信息。可以简单理解为：快速迁移时，虚拟机先保存（原节点服务器）→再移动（目标节点服务器）→再恢复（目标节点服务器），在这个过程中有一段时间，虚拟机处于停机状态。
 
2．虚拟机所在的节点服务器
 
本例中名称为“Windows XP SP3”的虚拟机位于名称为“HY02.cbdomain.ytrb”的节点服务器中，虚拟机的状态是联机并运行，虚拟机的所有者为“HY02”。
 
3．快速迁移模式
 
故障转移群集管理器提供的快速迁移功能，其节点选择模式分为“最佳节点”和“选择节点”模式。
 
 
 	最佳节点：故障转移群集管理器自动将虚拟机迁移到目标节点服务器，不需要管理员手动参与。超过2个节点的群集中，将根据虚拟机属性中的设置迁移到目标节点。如果群集中只有两个节点，将自动迁移到另外一个节点。
 
 	选择节点：需要管理员参与，通过手动方式完成虚拟机在节点服务器之间的迁移。
 

 
4．快速迁移
 
迁移目的：将正在运行的虚拟机“Windows XP SP3”在不停机状态下迁移到名称为“HY03”的节点服务器中。
 
第1步，鼠标右键单击需要迁移的目标虚拟机，在弹出的快捷菜单中选择“移动”选项，在弹出的级联菜单中选择“快速迁移”命令，在打开的后继菜单中选择“选择节点”选项，如图15-44所示。
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图15-44　虚拟机快速迁移之一
 
第2步，命令执行后，显示图15-45所示的“移动虚拟机”对话框。在“群集节点”列表中选择目标节点服务器。
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图15-45　虚拟机快速迁移之二
 
第3步，命令执行后，开始迁移虚拟机。
 
首先保存虚拟机的状态，虚拟机的“状态”栏为“正在保存”，“信息”栏为“正在保存，10%已完成”，如图15-46所示。虚拟机保存状态文件存储在群集共享卷中。
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图15-46　虚拟机快速迁移之三
 
然后，目标节点服务器接管虚拟机，开始还原虚拟机。虚拟机的“状态”栏为“正在启动”，“信息”栏为“正在启动，85%已完成”，如图15-47所示。
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图15-47　虚拟机快速迁移之四
 
第4步，虚拟机还原完成后，虚拟机的“状态”是“正在运行”，“所有者”为“HY03”，如图15-48所示。注意，受虚拟机内存、存储设备、CPU速率、虚拟机大小限制，迁移时间有所不同。
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图15-48　虚拟机快速迁移之五
 
15.4.4　移动虚拟机存储
 
群集中的虚拟机的整体配置保存在共享卷中。实时迁移和快速迁移，迁移得是虚拟机所有者以及Hyper-V宿主，没有迁移虚拟机存储。“移动”功能移动得是群集中的虚拟机存储。
 
1．虚拟机默认存储位置
 
群集中的虚拟机“Windows XP SP3”位于“HY03”的节点服务器中，打开虚拟机属性对话框，切换到“硬盘驱动器”选项，虚拟硬盘的默认位置是“C:\ClusterStorage\Volume1\ Windows XP SP3\Virtual Hard Disk”，如图15-49所示。
 
单击“检查”按钮，显示图15-50所示的“虚拟硬盘属性”对话框，显示虚拟机虚拟硬盘格式、类型、位置、大小以及最大容量。
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图15-49　查看虚拟硬盘属性之一
 
[image: 图片 1]
 
图15-50　查看虚拟硬盘属性之二
 
2．移动虚拟机存储
 
迁移目的：将正在运行的虚拟机“Windows XP SP3”的虚拟硬盘，在不停机状态下迁移到新位置。
 
第1步，鼠标右键单击需要迁移的目标虚拟机，在弹出的快捷菜单中选择“移动”选项，在弹出的级联菜单中选择“虚拟机存储”命令，如图15-51所示。
 
第2步，命令执行后，显示图15-52所示的“移动虚拟机的存储”对话框。
 
 
 	对话框中黑体字“虚拟机配置”区域：显示虚拟机的当前配置，包括虚拟硬盘位置、快照文件位置、二级页面位置以及虚拟机配置。
 
 	对话框中黑体字“群集位置”区域：设置存储位置。注意，一定要使用群集共享卷，不要使用本地路径或者其他节点服务器的共享文件夹。
 
 	对话框中黑体字“目标位置”区域：设置虚拟机存储的最终存储位置。
 

 
[image: 图片 55]
 
图15-51　移动虚拟机存储之一
 
[image: 图片 56]
 
图15-52　移动虚拟机存储之二
 
第3步，目标存储位置设置完成后，将需要移动的虚拟机存储拖曳到对话框中黑体字“目标位置”区域，设置完成的参数如图15-53所示。
 
第4步，单击“启动”按钮，关闭“移动虚拟机的存储”对话框，返回到故障转移群集管理器。“信息”栏显示“正在启动虚拟机存储迁移…”，如图15-54所示，直至完成。
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图15-53　移动虚拟机存储之三
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图15-54　移动虚拟机存储之四
 
3．迁移后虚拟机存储位置
 
虚拟机存储移动完成后，打开虚拟机属性对话框，切换到“硬盘驱动器”选项，虚拟硬盘的默认位置是“C:\ClusterStorage\Volume1\Windows XP SP3\Virtual Hard Disk”。单击“检查”按钮，显示图15-55所示的“虚拟硬盘属性”对话框。虚拟硬盘已经移动到群集共享卷的新位置。
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图15-55 “虚拟硬盘属性”对话框
 
15.4.5　迁移群集共享卷
 
“实时迁移”、“快速迁移”以及“移动”虚拟机存储等操作，它们在迁移过程将虚拟机的所有者从一个节点服务器移动到另外一个节点服务器，但是群集共享卷的所有者并没有随着虚拟机的迁移而迁移到新的节点服务器。如果需要将群集共享卷同步迁移到目标节点服务器，需要通过手动方式完成。
 
1．群集共享卷迁移前的位置
 
本例中只有一个群集共享卷，“状态”是“联机”，群集共享卷的所有者为“HY03”。打开故障转移群集管理器，选择“导航窗格”的“存储”→“磁盘”选项，查看群集共享卷的状态，如图15-56所示。
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图15-56　群集共享卷的状态
 
2．群集共享卷迁移模式
 
群集共享卷迁移模式，其目标节点服务器选择模式分为 “最佳节点”和“选择节点”模式。
 
 
 	最佳节点：故障转移群集管理器自动选择目标节点服务器，不需要管理员手动参与。超过2个节点的群集中，将根据虚拟机属性中的设置迁移到目标节点。如果群集中只有两个节点，将自动迁移到另外一个节点。
 
 	选择节点：需要管理员参与，通过手动方式完成群集共享卷在节点服务器之间的迁移。
 

 
3．迁移共享卷
 
迁移目的：将“HY03”群集共享卷迁移到“HY02”节点服务器中。
 
第1步，鼠标右键单击群集共享卷，在弹出的快捷菜单中选择“移动”选项，在弹出的级联菜单中选择“选择节点”命令，如图15-57所示。
 
第2步，命令执行后，显示图15-58所示的“移动群集共享卷”对话框。选择挂载群集共享卷的目标节点服务器。
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图15-57　迁移群集共享卷之一
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图15-58　迁移群集共享卷之二
 
第3步，单击“确定”按钮，当前群集共享卷首先执行“脱机挂起”，然后挂载到目标节点服务器，并联机运行。成功迁移后的群集共享卷如图15-59所示。
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图15-59　迁移群集共享卷之三
 


第16章　搭建SCVMM管理平台
 
System Center Virtual Machine Manager 2012 SP1（简称SCVMM）是微软公司针对虚拟化数据中心的一套综合性管理解决方案，可以对虚拟机基础结构进行集中管理，并且能够让管理员和授权用户以更快的速度来准备新的虚拟机，同时提供对“私有云”方面的部署与管理。SCVMM不仅可以管理Hyper-V部署的虚拟机系统，还可以管理运行在ESX上的Vmware虚拟机，实现一个平台对多种虚拟系统的管理。
 
16.1　名词解释
 
部署SCVMM之前，需要了解SCVMM的基础知识以及组件信息。SCVMM既可在一台服务器中安装所有的组件，也可以将不同的组件安装在不同服务器中。SCVMM主要包括以下组件：VMM服务器、VMM管理员控制台。
 
16.1.1　SCVMM架构
 
SCVMM部署后，管理员或授权的用户通过“管理员控制台”管理目标虚拟机。SCVMM可以和SCOM紧密结合，SCOM集中监控虚拟机的状态并生成报表。通过管理界面可以管理宿主机、库服务器、Hyper-V部署的虚拟机以及VMware ESX虚拟机。管理体系如图16-1所示。
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图16-1　SCVMM管理架构
 
16.1.2　需要了解的专用词汇
 
1．VMM服务器
 
VMM服务器是部署SCVMM系统的计算机，在安装VMM服务器过程中将创建VMM数据库、库资源，设置虚拟机存储路径以及端口等参数。SCVMM的所有组件可以安装在同一台计算机中，也可以部署成分布式应用。
 
2．VMM管理员控制台
 
VMM管理员控制台是SCVMM的管理中枢，完成主机管理、虚拟机管理、库管理、作业管理，由VMM管理员控制台完成Virtual Machine Manager的所有管理任务。
 
3．自助服务门户
 
自助服务门户指的是虚拟机管理站点，VMM自助服务门户已经被System Center App Controller替代。
 
4．主机
 
SCVMM中，主机指的是运行服务器虚拟化产品的计算机，服务器虚拟化产品包括：Microsoft Hyper-V、Citrix XenServer以及VMware ESX主机及主机群集。Windows Server运行Hyper-V服务器角色的主机，必须支持硬件辅助虚拟化功能，且必须在BIOS中启用支持虚拟化设置。
 
5．VMM代理
 
代理是一个客户端计算机程序，主机中只有安装VMM代理之后，才能被VMM服务器管理。“添加信任主机”过程中将为主机自动安装代理组件，在安装时需要指定在主机中具备管理权限的管理员用户。
 
6．库
 
SCVMM中，库指的是一个共享文件夹，该共享文件夹中存储虚拟机模板、虚拟硬盘、虚拟软盘、ISO映像、脚本、硬件配置文件、来宾操作系统配置文件、虚拟机等资源。管理员可以使用库中的资源创建、部署虚拟机。
 
7．VMM数据库
 
VMM数据库必须使用Microsoft SQL Server数据库，存储VMM配置信息。
 
8．VMM命令行界面
 
基于Windows PowerShell的命令行界面，管理员可以利用PowerShell命令访问那些执行VMM中所有功能的命令。
 
9．网络
 
用于部署虚拟机和服务的网络资源，例如逻辑网络、IP地址池及负载平衡器。
 
10．存储
 
提供给Hyper-V主机和主机群集使用的存储资源，例如存储分类、逻辑单元和存储池。
 
16.2　部署SCVMM
 
SCVMM中的VMM服务器需要部署在X64架构的Windows Server操作系统中， Virtual Machine Manager管理员控制台安装到VMM服务器所在的计算机。SCVMM 2012 SP1支持Windows Server 2012，本章中将SCVMM部署在Windows Server 2012操作系统中。
 
16.2.1　前提条件
 
部署SCVMM之前，需要满足以下条件：
 
 
 	安装Microsoft .NET Framework 3.5 SP1组件，Windows Server 2012内置该组件，默认没有安装，需要管理员手动安装。
 
 	安装ADK 8.0 Windows 部署工具包，此工具包在VMM中部署虚拟机时需要用到。如果缺少此工具包，SCVMM将无法安装。
 
 	由于操作系统是Windows Server 2012，本例中安装SQL Server 2012数据库。
 
 	VMM服务器必须加入到Active Directory中，所有被管理的主机必须加入ActiveDirectory中。
 
 	安装VMM服务器时，可以设置VMM服务器用来与VMM管理员控制台进行数据交换的端口。如果关闭了指定的端口，建议将其打开。
 

 
16.2.2　VMM管理员用户
 
部署SCVMM之前，建议在Active Directory中创建Virtual Machine Manager管理员用户，使用该用户管理SCVMM。在需要部署的Virtual Machine Manager服务器中，将VMM管理员用户添加到本地管理员组中，如图16-2所示。
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图16-2　VMM管理员用户添加到本地管理员组
 
16.2.3　安装Microsoft .NET Framework 3.5 SP1组件
 
管理员可以通过“添加/删除角色和功能向导”启用该功能，也可以通过PowerShell启用该功能:
 
dism.exe /online /enable-feature /all /featurename:NetFX3 /Source:d:\sources\sxs
 
注意，“d:”是Windows Server 2012操作系统安装光盘。
 
16.2.4　安装ADK 8.0 Windows部署工具包
 
ADK 8.0 Windows 部署工具包的下载地址：http://www.microsoft.com/zh-cn/download/ details.aspx?id=30652。下载成功后运行下载的应用程序，根据向导提示完成Windows部署工具包的安装。安装过程略。
 
16.2.5　安装SQL Server 2012 数据库
 
本例中将SQL Server 2012数据库安装在VMM服务器中，根据提示向导默认安装即可，安装过程略。
 
16.2.6　安装SCVMM
 
首先将服务器添加到域中，然后将SCVMM专用账户添加到本地管理员中，以域用户身份登录到需要安装SCVMM的服务器中，开始安装SCVMM。
 
第1步，将SCVMM安装光盘放入光盘驱动器，启动安装向导，显示图16-3所示的“System Center 2012”对话框，显示“System Center 2012”支持的管理任务。
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图16-3　安装SCVMM之一
 
第2步，单击“安装”超链接，启动安装向导，显示图16-4所示的“选择要安装的功能”对话框。本例中选择全部功能，安装“VMM管理服务器”和“VMM控制台”。
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图16-4　安装SCVMM之二
 
第3步，单击“下一步”按钮，显示图16-5所示的“产品注册信息”对话框。如果在安装过程中，没有输入产品密钥，将自动安装为评估版本。
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图16-5　安装SCVMM之三
 
第4步，单击“下一步”按钮，显示图16-6所示的“请阅读此许可协议”对话框，选择“我已阅读…”选项。
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图16-6　安装SCVMM之四
 
第5步，单击“下一步”按钮，显示图16-7所示的“客户体验改善计划”对话框。
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图16-7　安装SCVMM之五
 
第6步，单击“下一步”按钮，显示图16-8所示的“安装位置”对话框。设置“Virtual Machine Manager”安装目标文件夹。
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图16-8　安装SCVMM之六
 
单击“下一步”按钮，如果当前计算机不满足安装SCVMM的先决条件，显示图16-9所示的“安装无法继续”对话框，提示缺少“Windows评估和部署工具包”。单击提供的链接地址，下载并安装需要的组件。
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图16-9　安装SCVMM之七
 
安装向导检测到当前计算机环境缺少“Windows评估和部署工具包”时，需要登录微软http://www.microsoft.com/zh-cn/download/details.aspx?id=30652站点（如图16-10所示），下载安装包。下载完成后，运行下载的预备环境包，按照默认设置安装即可。
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图16-10　安装SCVMM之八
 
第7步，满足安装环境后，单击“下一步”按钮，显示图16-11所示的“请查看有关这些必备项的警告”对话框。例如，本例中检测当前安装“Virtual Machine Manager”的计算机内存不足，建议增加内存设置。
 
[image: 图片 1]
 
图16-11　安装SCVMM之九
 
第8步，单击“下一步”按钮，显示图16-12所示的“数据库配置”对话框。本例中数据库和“Virtual Machine Manager”部署在同一台服务器中，设置参数如下：
 
 
 	在“服务器名称”文本框中键入数据库服务器名称。
 
 	在“实例名称”列表中选择服务器中部署的数据库实例。
 
 	选择“新数据库”选项，在文本框中键入新数据库名称。根据键入的数据库名称，在数据库服务器中创建指定名称的数据库。该数据库作为“Virtual Machine Manager”管理数据库。
 

 
[image: 图片 1]
 
图16-12　安装SCVMM之十
 
第9步，单击“下一步”按钮，显示图16-13所示的“配置”对话框。设置“Virtual Machine Manager”使用的用户信息。如果VMM管理服务器已经添加到域中，建议使用域用户作为服务用户。
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图16-13　安装SCVMM之十一
 
第10步，单击“下一步”按钮，显示图16-14所示的“端口配置”对话框。显示VMM管理服务器开启的端口，建议使用默认值即可。如果更改端口号，连接时注意端口方面的设置。
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图16-14　安装SCVMM之十二
 
第11步，单击“下一步”按钮，显示图16-15所示的“配置”对话框。配置“库”方面的参数。“库”实现的功能相当于一个共享文件夹，将常用的ISO文件、虚拟硬盘文件、应用程序虚拟化组件、配置文件、服务模板等全部存储到“库”中。管理员根据需要定义“库”使用的共享文件夹，本例中使用默认值。
 
单击“选择”按钮，显示图16-16所示的“浏览文件夹”对话框。设置VMM库在服务器中的位置。
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图16-15　安装SCVMM之十三
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图16-16　安装SCVMM之十四
 
第12步，单击“下一步”按钮，显示图16-17所示的“安装摘要”对话框，显示VMM管理服务器设置信息。
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图16-17　安装SCVMM之十五
 
第13步，单击“安装”按钮，开始安装SCVMM直至完成，如图16-18所示。
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图16-18　安装SCVMM之十六
 
16.3　SCVMM管理控制台
 
SCVMM管理控制台是VMM环境的管理中枢，能够完成虚拟机、主机、群集、云的管理，同时也可以将功能性管理角色、WSUS更新服务、部署服务整合到同一平台，完成虚拟机补丁更新/映像更新等任务。因此，不能将SCVMM看成是虚拟机管理平台，而是基础架构管理平台，能够完成系统部署、升级等平台性管理任务。
 
16.3.1　SCVMM管理界面
 
登录SCVMM控制台后，默认打开“VM和服务”窗口，如图16-19所示。管理界面分为3个区域。
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图16-19　SCVMM管理控制台
 
 
 	导航窗格：SCVMM提供五大管理功能，分别是“VM和服务”、“构造”、“库”、“作业”以及“设置”。选择不同的功能模块，工具栏区域和工作区域显示不同的内容。
 
 	工具栏。根据“导航窗格”中选择的功能模块，工具栏提供不同管理按钮，完成不同的管理功能。
 
 	工作区域。根据“导航窗格”中选择的功能模块以及工具栏按钮提供的功能，或者用鼠标右键单击菜单提供的管理功能，将显示不同的管理内容。
 

 
16.3.2　SCVMM导航窗格
 
SCVMM中的虚拟机管理通过选择左侧“导航窗格”选项，然后分配不同管理任务。“导航窗格”分为“VM和服务”、“构造”、“库”、“作业”以及“设置”五部分内容，如图16-20所示。SCVMM启动后默认打开“VM和服务”选项。
 
 
 	VM和服务：管理运行SCVMM服务的主机、宿主机、云、服务、虚拟机等，是日常的管理中枢。
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图16-20　查看VMM控制台之一
 
 
 	构造：根据网络实际情况部署服务器、网络资源。SCVMM不仅是Hyper-V管理平台，还可以兼任PXE服务器、更新服务器、vCenter服务器等角色。根据网络实际情况部署逻辑网络、MAC地址池、逻辑交换机等网络资源，如图16-21所示。
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图16-21　查看VMM控制台之二
 
 
 	库：可以理解为文件存储服务器，可以存储VM模板、服务实例、配置文件、云服务、共享库等资源。从库中可以直接生成虚拟机，如图16-22所示。
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图16-22　查看VMM控制台之三
 
 
 	作业：显示每个任务的详细信息。每个任务由于性质不同因此执行得执行操作数量、方法都不相同，管理员可以通过“作业”查看任务执行列表以及完成状态、进度等，如图16-23所示。
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图16-23　查看VMM控制台之四
 
16.4　添加管理目标主机
 
主机是提供虚拟化服务的服务器。SCVMM可以管理的虚拟化服务器产品包括Microsoft Hyper-V、Citrix XenServer 以及 VMware ESX 主机及主机群集，运行以上产品的服务器均可以称之为主机。
 
16.4.1　新建主机组
 
主机组是一组主机的集合。SCVMM管理员可以将同样性质的一组服务器规划成一个组，该组即称为主机组。例如可以将安装Hyper-V角色的计算机划分为Hyper-V主机组，将运行VMserver的计算机划分为VMware主机组。创建主机组的目的是帮助管理员明确服务器的性质以及完成的功能。
 
第1步，打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“VM和服务”选项，鼠标右键单击“所有主机”，在弹出的快捷菜单中选择“创建主机组”命令，如图16-24所示。
 
第2步，命令执行后，创建新的主机组并设置主机组名称，本例中设置为“192.168.101.0网段”。设置完成的参数如图16-25所示。
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图16-24　创建主机组之一
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图16-25　创建主机组之二
 
16.4.2　删除主机组
 
如果主机组中没有目标主机，管理员即可删除无效的主机组。鼠标右键单击需要删除的主机组，在弹出的快捷菜单中选择“删除”命令。命令执行后，显示图16-26所示的对话框。单击“是”按钮，删除目标主机组。
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图16-26　删除主机组提示对话框
 
16.4.3　添加主机
 
将运行虚拟化服务器添加到SCVMM管理控制台，统一管理网络中的运行虚拟化主机。本例中将添加部署Hyper-V角色的主机。
 
添加受信任的Hyper-V主机，将域中经过验证的运行Hyper-V服务器添加到Virtual Machine Manager控制台。如果目标服务器没有安装“Hyper-V服务”，经过验证的计算机将添加“Hyper-V服务”，并自动启动计算机。
 
第1步，在左侧导航窗格中选择“构造”选项，单击“添加资源”选项，在弹出的菜单中选择“Hyper-V主机和群集”命令，如图16-27所示。
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图16-27　添加Hyper-V主机之一
 
第2步，命令执行后，启动“添加资源向导”，显示图16-28所示的“资源位置”对话框。选择“受信任的Active Directory域中的Windows Server计算机”选项。
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图16-28　添加Hyper-V主机之二
 
第3步，单击“下一步”按钮，显示图16-29所示的“指定要用于发现的凭据”对话框。设置具备域管理员权限的用户信息。
 
[image: 图片 1]
 
图16-29　添加Hyper-V主机之三
 
第4步，单击“下一步”按钮，显示图16-30所示的“发现作用域”对话框，选择“按名称指定Windows Server计算机”选项。在“计算机名”文本框中键入需要添加的计算机的完整DNS名称。取消“跳过AD验证”选项。
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图16-30　添加Hyper-V主机之四
 
第5步，单击“下一步”按钮，显示图16-31所示的“选择要添加为主机的计算机”对话框。向导自动检测目标计算机运行的操作系统以及是否已经安装Hyper-V角色。如果目标计算机中没有安装Hyper-V角色，将自动安装Hyper-V角色。
 
第6步，单击“下一步”按钮，如果目标服务器中没有安装“Hyper-V服务”，显示图16-32所示的“Virtual Machine Manager”对话框。目标服务器将自动添加“Hyper-V服务”，并启动计算机。
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图16-31　添加Hyper-V主机之五
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图16-32　添加Hyper-V主机之六
 
第7步，单击“确定”按钮，显示图16-33所示的“主机设置”对话框。设置目标计算机所在的位置（主机组），并设置虚拟机在目标计算机中的存储位置。在“添加以下路径”文本框中键入存储虚拟机文件夹，单击“添加”按钮，存储位置添加到“选择的虚拟机放置路径”列表中。如果设置有误，选择存储位置后，单击“删除”按钮，删除选择的存储位置。
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图16-33　添加Hyper-V主机之七
 
第8步，单击“下一步”按钮，显示图16-34所示的“迁移设置”对话框。在目标Hyper-V服务器中启用实时迁移设置。
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图16-34　添加Hyper-V主机之八
 
第9步，单击“下一步”按钮，显示图16-35所示的“摘要”对话框。单击“完成”按钮，在目标服务器中安装VMM代理程序直至完成。
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图16-35　添加Hyper-V主机之九
 
第10步，添加Hyper-V主机后返回Virtual Machine Manager控制台，在左侧导航窗格中选择“VM和服务”选项，“所有主机”子项中显示添加的目标主机，如图16-36所示。右侧窗口中显示当前主机中已经部署的虚拟机并显示当前虚拟机的状态。
 
16.4.4　查看网络
 
通过群集功能列表中的“查看网络”功能，可以查看虚拟机网络、主机网络以及网络拓扑。“查看网络”功能执行后，可以显示群集中所有主机、单一主机、单一主机下的目标虚拟机，通过拓扑图方式显示网络状态。
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图16-36　添加Hyper-V主机之十
 
1．VM网络
 
“导航窗格”中选择“所有主机”→“群集”→“主机”→“虚拟机”后，单击工具栏的“VM网络”按钮，显示目标虚拟机连接的虚拟网络，如图16-37所示。
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图16-37　查看VM网络
 
2．主机网络
 
“导航窗格”中选择“所有主机”→“群集”→“主机”→“虚拟机”后，单击工具栏的“主机网络”按钮，显示虚拟网络配置连接的主机网络适配器，如图16-38所示。
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图16-38　查看主机网络
 
3．主机/VM网络
 
“导航窗格”中选择“所有主机”→“群集”→“主机”→“虚拟机”后，单击工具栏的“主机/VM网络”按钮，显示虚拟网络和主机网络适配器连接状态，如图16-39所示。
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图16-39　查看主机/VM网络
 
4．网络拓扑
 
“导航窗格”中选择“所有主机”→“群集”→“主机”→“虚拟机”后，单击工具栏的“网络拓扑”按钮，显示网络拓扑图，如图16-40所示。
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图16-40　查看网络拓扑
 
16.5　管理“库”
 
库是存储虚拟机资源的共享文件夹，库中存储的资源包括模板、配置文件、云库、库服务器，可以将“库”称为SCVMM的储备仓库。
 
16.5.1 “库”管理界面
 
打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“库”选项，打开图16-41所示的管理窗口。
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图16-41 “库”管理窗口
 
16.5.2　库服务器
 
库服务器是存储所有资源的服务器，管理并可以根据需要部署多台库服务器，存储不同资源，降低集中存储的风险。
 
1．默认部署的库服务器
 
部署SCVMM过程中，默认将VMM服务器作为第一台库服务器，并且创建名称为“MSSCVMMLibrary”的库共享，通过向导自动完成共享文件夹的设置并授予特定的访问权限。“MSSCVMMLibrary”共享中默认包含“ApplicationFrameworks”和“VHDs”两个文件夹，“ApplicationFrameworks”文件夹包括Server APP-V应用程序序列和应用程序部署工具包，如图16-42所示。
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图16-42　查看默认部署的库服务器之一
 
“VHDs”包括常用的VHD和VHDX文件，管理员可以将定制的VHD和VHDX虚拟硬盘文件复制到该文件夹中，如图16-43所示。
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图16-43　查看默认部署的库服务器之二
 
管理员同样可以在“MSSCVMMLibrary”共享库之后，创建自定义文件夹，将需要的文件复制到库中后，通过共享方式可以访问部署在库共享中的文件。例如，创建名称为ISO的共享文件夹，将ISO映像文件复制到该共享文件夹中，如图16-44所示。
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图16-44　查看默认部署的库服务器之三
 
2．增加新库服务器
 
SCVMM安装完成后，默认安装的SCVMM服务器同时也是网络中的第一台库服务器。管理员也可以添加新库服务器。
 
第1步，打开VMM控制台，在左侧导航窗格中选择“构造”选项，在工具栏中选择“概述”按钮，右侧窗格中显示已经部署的库服务器，如图16-45所示。
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图16-45　增加新库服务器之一
 
第2步，单击工具栏的“添加资源”按钮，在弹出的菜单中选择“库服务器”选项，如图16-46所示。本例中新增加一台库服务器。
 
[image: 图片 45]
 
图16-46　增加新库服务器之二
 
第3步，命令执行后，启动“添加库服务器”向导，显示图16-47所示的“输入凭据”对话框。设置具备管理目标服务器的管理员用户，可以使用当前登录SCVMM的用户或者指定目标用户。
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图16-47　增加新库服务器之三
 
第4步，单击“下一步”按钮，显示图16-48所示的“选择库服务器”对话框。设置目标服务器。
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图16-48　增加新库服务器之四
 
单击“搜索”按钮，显示图16-49所示的“计算机搜索”对话框。在“计算机名”文本框中键入目标服务器的计算机名称，单击“搜索”按钮，从活动目录中检索符合条件的计算机，搜索结果存储到搜索结果列表中。
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图16-49　增加新库服务器之五
 
从检索列表中选择目标范围，单击“添加”按钮，选择的计算机添加到“所选计算机”列表中，如图16-50所示。单击“确定”按钮，返回到“选择库服务器”对话框
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图16-50　增加新库服务器之六
 
第5步，单击“下一步”按钮，显示图16-51所示的“添加库共享”对话框。选择目标服务器中已经发布的共享文件夹，并确认共享文件夹权限已经设置正确。
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图16-51　增加新库服务器之七
 
第6步，单击“下一步”按钮，显示图16-52所示的“摘要”对话框。
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图16-52　增加新库服务器之八
 
第7步，单击“添加库服务器”按钮，打开“作业”对话框，显示库服务器添加过程以及对应的操作，如图16-53所示。关闭库服务器向导，返回到VMM控制台，新添加的服务器显示在库服务器列表中。
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图16-53　增加新库服务器之九
 
3．添加库共享
 
在安装Hyper-V角色的服务器中创建新的共享文件夹，并设置正确的权限（登录用户对共享文件夹具备“读”、“写”的权限）。打开VMM控制台后，为已经部署的库服务器添加新共享文件夹。
 
第1步，打开VMM控制台。在左侧导航窗格中选择“库”→“库服务器”选项，左侧导航窗格中显示当前库服务器中发布的所有共享。鼠标右键单击目标库服务器，在弹出的快捷菜单中选择“添加新共享”命令，如图16-54所示。
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图16-54　添加库共享之一
 
第2步，命令执行后，启动“库共享”向导，列表中显示目标服务器中已经发布的共享文件夹，选择需要添加的共享文件夹，如图16-55所示。
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图16-55　添加库共享之二
 
第3步，单击“下一步”按钮，显示图16-56所示的“摘要”对话框。单击“添加库共享”按钮，添加新的共享。
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图16-56　添加库共享之三
 
4．删除库服务器
 
删除库服务器时，确认库服务器中没有和当前应用关联的模板、服务以及应用程序，然后才能删除库服务器。
 
第1步，鼠标右键单击需要删除的库服务器，在弹出的快捷菜单中选择“删除”命令，如图16-57所示。
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图16-57　删除库服务器之一
 
第2步，命令执行后，显示图16-58所示的“删除”对话框。设置具备管理权限的用户后，单击“确定”按钮，即可删除指定的目标库服务器。
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图16-58　删除库服务器之二
 
16.5.3　配置文件
 
配置文件是SCVMM为某个管理目标预先定义的一组配置。例如，创建一个运行Windows Server 2003操作系统虚拟机的硬件配置文件，为其分配CPU、内存、网络等硬件配置并保存后，形成的结果就是配置文件。当需要创建Windows Server 2003操作系统虚拟机时，直接调用该配置文件，主机根据文件内置的分配项目为虚拟机分配资源，不需要管理员为每个同类型的主机单独配置，加快了部署进度并降低了手动配置出现错误的风险。
 
1．配置文件管理窗口
 
打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“库”选项，然后选择“配置文件”选项，显示SCVMM支持的配置文件列表，如图16-59所示。以硬件配置文件和来宾操作系统配置文件为例说明。
 
2．新建硬件配置文件
 
硬件配置文件指的是虚拟机硬件仿真环境。管理员可以根据需要创建不同类型的虚拟机使用的CPU、内存、硬盘、网卡、IDE设备等配置文件。例如Windows Server 2008 R2的CPU设置为4个，内存为2GB；Windows Server 2003的CPU为2个，内存为512MB等。当创建新虚拟机时，选择指定的硬件配置文件即可，不需要为每台虚拟机逐一定制硬件环境。
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图16-59　配置文件管理窗口
 
第1步，打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“库”→“硬件配置文件”选项，鼠标右键单击“硬件配置文件”，在弹出的快捷菜单中选择“创建硬件配置文件”命令，如图16-60所示。
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图16-60　新建硬件配置文件之一
 
第2步，命令执行后，显示图16-61所示的“新建硬件配置文件”对话框。在“常规”选项中键入新硬件配置文件名称和描述信息。
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图16-61　新建硬件配置文件之二
 
第3步，切换到“硬件配置文件”选项，设置硬件详细配置。配置完成后，单击“确定”按钮，创建新的硬件配置文件，如图16-62所示。
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图16-62　新建硬件配置文件之三
 
3．新建来宾OS配置文件
 
在虚拟环境中，来宾OS（操作系统）是在虚拟机上运行的操作系统，相比之下，主机操作系统则运行在物理主机上。主机上可以部署一个或多个虚拟机。在Virtual Machine Manager中，来宾操作系统配置文件是操作系统设置的集合。该文件可以导入虚拟机模板中，以便为利用该模板创建的虚拟机提供统一的操作系统配置。来宾操作系统配置文件配置虚拟机使用的操作系统、计算机名称、管理员密码、是否加域、产品序列号等参数。
 
第1步，打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“库”→“来宾OS配置文件”选项，鼠标右键单击“硬件配置文件”，在弹出的快捷菜单中选择“创建来宾OS配置文件”命令，如图16-63所示。
 
[image: 图片 61]
 
图16-63　新建来宾OS配置文件之一
 
第2步，命令执行后，显示图16-64所示的“新建来宾操作系统配置文件”对话框。“常规”选项中键入新来宾OS配置文件的名称和描述信息。注意选择兼容性信息。
 
[image: 图片 1]
 
图16-64　新建来宾OS配置文件之二
 
第3步，切换到“来宾操作系统配置文件”选项，设置新OS详细配置。配置完成后，单击“确定”按钮，创建新的来宾操作系统配置文件，如图16-65所示。
 
[image: 图片 1]
 
图16-65　新建来宾OS配置文件之三
 
操作系统配置信息如表16-1所示。
 
表16-1　来宾操作系统配置文件
 
 
  
   
   	来宾操作系统设置 
   	操　　作 
  
 
  
  
   
   	标识信息 
   	计算机名。如果希望 Virtual Machine Manager 为使用该配置文件创建的虚拟机随机生成计算机名，使用默认值即星号 (*)
 如果要键入特定的计算机名，则使用该配置文件创建的每个虚拟机都将采用同一名称；仅在虚拟机并未连接到任何网络或同一网络的情况下才选择此选项 
  
 
   
   	管理员密码 
   	指定将要用于虚拟机的本地管理员账户的密码 
  
 
   
   	产品密钥 
   	在“产品密钥”中键入一个有效密钥（或有效批量授权密钥）。如果要求用户在创建虚拟机时提供自己的产品密钥，将此字段留空 
  
 
   
   	时区 
   	从“时区”下拉列表框中选择适当的选项 
  
 
   
   	操作系统 
   	指定虚拟机的操作系统 
  
 
   
   	域/工作组 
   	工作组：如果希望使用该配置文件创建的虚拟机加入工作组，选择此选项。键入工作组的新名称
 域：如果希望使用该配置文件创建的虚拟机属于某个域，选择此选项。在“域账户”下为以下字段指定值：
 域用户：键入具有将虚拟机加入此域的权限的用户账户的名称（采用 Domain\Username 格式）
 密码：键入该域用户的密码
 确认：重新键入该密码 
  
 
   
   	应答文件 
   	可以将 SysPrep 应答文件（Windows XP、Windows Server 2000 或 Windows Server 2003）或 Unattend.xml 文件（Windows Vista 或 Windows Server 2008）附加到来宾操作系统配置文件。应答文件脚本必须存储在库共享中
 如果希望将某个应答文件脚本附加到该来宾操作系统配置文件，为“Sysprep 脚本”字段指定一个值
 要选择应答文件，请单击“浏览”以打开“选择应答文件”对话框，然后选择文件 
  
 
   
   	[GUIRunOnce]命令 
   	如果希望指定当用户第一次登录到虚拟机时要运行的一个或多个命令，请在“要添加的命令”字段中键入要添加的命令，然后单击“添加”。此操作会将命令添加到 SysPrep文件的[GuiRunOnce] 部分
 [GuiRunOnce] 部分包含在运行安装程序后用户第一次登录虚拟机时运行的命令列表（各命令之间用逗号隔开）。如果要添加其他命令，请重复此步骤 
  
 
  

 
16.5.4　模板
 
SCVMM提供以下类型的模板：VM模板、服务部署配置、服务模板。VM模板是经过重新封装的虚拟机。服务模板是通过工作流方式部署的系列应用，表现结果是一个服务产生一个或者多个虚拟机，服务部署配置是服务的详细描述。模板是虚拟机部署的基础，管理员可以为不同操作系统创建不同的模板。本部分内容主要介绍如何创建VM模板，服务模板将在“部署云”内容中描述。
 
1．模板管理窗口
 
打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“库”选项，然后选择“服务”选项，显示SCVMM支持的模板列表，如图16-66所示。
 
[image: 图片 1]
 
图16-66　模板管理窗口
 
2．查看虚拟硬盘
 
打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“库”选项，选择“库服务器”→“服务器名称”→“MSSCVMMLibrary”→“VHDs”选项，默认虚拟硬盘文件全部存储在该位置。鼠标右键单击“VHDs”，在弹出的快捷菜单中选择“浏览”命令，如图16-67所示。
 
[image: 图片 65]
 
图16-67　浏览VHDs实体文件之一
 
命令执行后，显示图16-68所示的“VHDs”对话框，显示虚拟硬盘在服务器中的位置。注意显示的共享文件夹，本例中显示“\\HY01.cbdomain.ytrb\MSSCVMMLibrary\VHDs”。
 
[image: 图片 1]
 
图16-68　浏览VHDs实体文件之二
 
3．虚拟硬盘创建VM模板
 
选择“VHDs”选项，在右侧列表中显示所有可用的虚拟硬盘。以安装“Windows XP操作系统”的虚拟硬盘为例说明。
 
第1步，鼠标右键单击需要制作VM模板的虚拟硬盘，在弹出的快捷菜单中选择“创建VM模板”命令，如图16-69所示。
 
[image: 图片 67]
 
图16-69　虚拟硬盘创建VM模板之一
 
第2步，命令执行后，启动“创建VM模板向导”，显示图16-70所示的“VM模板标识”对话框。设置VM模板名称和描述信息。
 
[image: 图片 1]
 
图16-70　虚拟硬盘创建VM模板之二
 
第3步，单击“下一步”按钮，显示图16-71所示的“配置硬件”对话框。设置VM模板硬件配置信息。可以通过硬件配置文件快速设置硬件信息。
 
[image: 图片 1]
 
图16-71　虚拟硬盘创建VM模板之三
 
第4步，单击“下一步”按钮，显示图16-72所示的“配置操作系统”对话框。设置VM模板运行操作系统信息。可以通过来宾OS配置文件快速设置操作系统信息。
 
[image: 图片 1]
 
图16-72　虚拟硬盘创建VM模板之四
 
第5步，单击“下一步”按钮，显示图16-73所示的“配置应用程序”对话框。本例中为Windows XP操作系统配置VM模板，应用程序配置只有在Windows Server 2003以上的服务器操作系统中才得到支持。
 
[image: 图片 1]
 
图16-73　虚拟硬盘创建VM模板之五
 
第6步，单击“下一步”按钮，显示图16-74所示的“配置SQL Server”对话框。本例中为Windows XP操作系统配置VM模板，SQL Server数据库配置只有在Windows Server 2003以上的服务器操作系统中才得到支持。
 
[image: 图片 1]
 
图16-74　虚拟硬盘创建VM模板之六
 
第7步，单击“下一步”按钮，显示图16-75所示的“创建VM模板向导”对话框，显示新建VM模板设置信息。
 
[image: 图片 1]
 
图16-75　虚拟硬盘创建VM模板之七
 
第8步，单击“创建”按钮，创建VM模板。成功创建后，打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“库”选项，选择“模板”→“VM模板”选项，显示新建的VM模板，如图16-76所示。
 
[image: 图片 1]
 
图16-76　虚拟硬盘创建VM模板之八
 
4．虚拟机创建模板
 
通过虚拟机创建VM模板前，首先需要关闭虚拟机。打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“VM和服务”选项，选择“所有主机”选项，右侧列表中显示所有可用的虚拟机，并显示虚拟机的状态。
 
第1步，鼠标右键单击虚拟机名称，在弹出的快捷菜单中选择“创建”选项，在弹出的级联菜单中选择“创建VM模板”命令，如图16-77所示。
 
[image: 图片 75]
 
图16-77　虚拟机创建模板之一
 
第2步，命令执行后，显示图16-78所示的警告信息提示对话框，提示使用虚拟机创建VM模板，虚拟机上的用户数据将会丢失。
 
[image: 图片 1]
 
图16-78　虚拟机创建模板之二
 
第3步，单击“是”按钮，启动“创建VM模板向导”，显示图16-79所示的“VM模板标识”对话框。设置模板名称以及描述信息。
 
第4步，单击“下一步”按钮，显示图16-80所示的“配置硬件”对话框。注意，使用虚拟机创建VM模板，在创建过程中，不能更改硬件配置选项。VM模板创建完成，才可以更改VM模板设置。使用默认值即可。默认值与当前虚拟机的硬件配置环境完全相同。可以从“硬件配置文件”列表中选择配置文件，也可以单独配置虚拟机的每一条硬件资源。
 
[image: 图片 1]
 
图16-79　虚拟机创建模板之三
 
[image: 图片 1]
 
图16-80　虚拟机创建模板之四
 
第5步，单击“下一步”按钮，显示图16-81所示的“配置操作系统”对话框。设置VM模板运行操作系统信息。可以通过来宾OS配置文件快速设置操作系统信息。可以从“来宾OS配置文件”列表中选择已经创建的来宾操作系统配置文件，也可以单独配置虚拟机的每一条资源。
 
[image: 图片 1]
 
图16-81　虚拟机创建模板之五
 
第6步，单击“下一步”按钮，显示图16-82所示的“选择库服务器”对话框。设置存储VM模板的Hyper-V服务器。在右侧列表中选择所有可用的Hyper-V服务器，向导提供自动标识功能，显示可用的Hyper-V服务器的可用级别。五角星的个数越多，表示目标服务器的可用性越高。
 
[image: 图片 1]
 
图16-82　虚拟机创建模板之六
 
第7步，单击“下一步”按钮，显示图16-83所示的“选择路径”对话框。设置VM模板的存储位置。
 
[image: 图片 1]
 
图16-83　虚拟机创建模板之七
 
单击“浏览”按钮，显示图16-84所示的“选择目标文件夹”对话框。设置目标服务器中发布的库共享文件夹。选择完成后，单击“确定”按钮，完成目标路径选择。返回到“选择路径”对话框。
 
[image: 图片 1]
 
图16-84　虚拟机创建模板之八
 
第8步，单击“下一步”按钮，显示图16-85所示的“摘要”对话框，显示VM模板的详细配置。单击“创建”按钮，创建新VM模板直至完成。
 
[image: 图片 1]
 
图16-85　虚拟机创建模板之九
 


第17章　SCVMM管理虚拟机
 
SCVMM的管理目标是管理网络中部署的所有虚拟机、服务以及部署Hyper-V角色的宿主机，对虚拟机的管理任务与“Hyper-V管理器”基本相同。
 
17.1　部署虚拟机
 
对虚拟机来说，最基本的管理任务是创建虚拟机。SCVMM提供多种创建虚拟机的方法：创建全新的虚拟机，通过虚拟机模板创建虚拟机，已有的虚拟硬盘创建虚拟机或者在指定的主机中创建全新的虚拟机。
 
17.1.1　创建全新虚拟机
 
全新虚拟机指的是不通过任何资源创建的虚拟机，同部署一台新的计算机一样从头开始部署虚拟机，根据需要设置虚拟机使用的硬件信息、存储环境、软件信息等。
 
第1步，打开SCVMM控制台，在左侧导航窗格中选择“VM和服务”选项，选择菜单栏的“主页”选项，单击工具栏的“创建虚拟机”按钮，在弹出的菜单中选择“创建虚拟机”选项，如图17-1所示。
 
[image: 图片 1]
 
图17-1　新建虚拟机之一
 
第2步，命令执行后，启动“新建虚拟机”向导，显示图17-2所示的“选择源”对话框。如果曾经部署过虚拟机，可以选择“使用现有的虚拟机、VM模板或虚拟硬盘”选项。本例中将创建全新的虚拟机，选择“使用空白虚拟硬盘创建新的虚拟机”选项。
 
[image: 图片 1]
 
图17-2　新建虚拟机之二
 
第3步，单击“下一步”按钮，显示图17-3 所示的“指定虚拟机标识”对话框。键入虚拟机名称，以及虚拟机描述信息。
 
[image: 图片 1]
 
图17-3　新建虚拟机之三
 
第4步，单击“下一步”按钮，显示图17-4所示的“配置硬件”对话框。配置虚拟机使用的硬件环境。管理员可以逐条设置虚拟机的硬件信息，或者通过硬件配置文件配置虚拟机。
 
[image: 图片 1]
 
图17-4　新建虚拟机之四
 
第5步，单击“下一步”按钮，显示图17-5所示的“选择目标”对话框。本例中选择“将虚拟机放置到主机上”选项。目标设置为“所有主机”，由创建虚拟机向导自动识别虚拟机在所有主机中的最佳放置位置，即选择运行效果最佳的主机。该过程由向导自动完成，不需要管理员参与。
 
[image: 图片 1]
 
图17-5　新建虚拟机之五
 
第6步，单击“下一步”按钮，显示图17-6所示的“选择主机”对话框。向导检测网络中所有部署Hyper-V角色服务器，服务器前星号“[image: 图片 6]”越多表示目标主机中成功创建虚拟机的可能性越大，评估结果由VMM自动完成。管理员根据评测结果决定虚拟机部署在哪台服务器中。
 
[image: 图片 1]
 
图17-6　新建虚拟机之六
 
第7步，选择目标服务器后，单击“下一步”按钮，显示图17-7所示的“配置设置”对话框。设置新虚拟机在目标服务器中的存储位置。管理员需要分别设置虚拟机配置文件、虚拟机网络以及虚拟硬盘存储位置等。
 
[image: 图片 1]
 
图17-7　新建虚拟机之七
 
第8步，单击“下一步”按钮，显示图17-8所示的“选择网络”对话框。设置新建虚拟机使用的虚拟网络、虚拟交换机以及VLAN。
 
[image: 图片 1]
 
图17-8　新建虚拟机之八
 
第9步，单击“下一步”按钮，显示图17-9所示的“添加属性”对话框。设置当物理计算机启动、关闭时虚拟机的操作方法，以及定义在虚拟机中将要安装的操作系统。
 
[image: 图片 1]
 
图17-9　新建虚拟机之九
 
第10步，单击“下一步”按钮，显示图17-10所示的“摘要”对话框，显示虚拟机配置信息。
 
[image: 图片 1]
 
图17-10　新建虚拟机之十
 
第11步，单击“创建”按钮，关闭“新建虚拟机向导”，显示图17-11所示的“作业”对话框，显示创建新虚拟机的工作流程，以及需要完成的任务。如果部署过程中出现错误信息，名称前将显示感叹号标志。
 
[image: 图片 1]
 
图17-11　新建虚拟机之十一
 
第12步，新建虚拟机显示如图17-12所示，通过右侧管理面板即可控制虚拟机的运行。
 
[image: 图片 1]
 
图17-12　新建虚拟机之十二
 
17.1.2　VM模板虚拟机
 
鼠标右键单击VM模板，在弹出的快捷菜单中选择“创建虚拟机”命令，如图17-13所示。命令执行后，启动“创建虚拟机向导”，参考“创建全新虚拟机”内容，通过VM模板创建虚拟机。
 
[image: 图片 14]
 
图17-13　VM模板创建虚拟机
 
通过模板创建虚拟机，创建虚拟机过程中注意定义服务器名称、产品序列号、是否加图域等信息，以及是否需要安装应用程序、SQL Server服务等。
 
17.1.3　虚拟硬盘创建虚拟机
 
鼠标右键单击虚拟硬盘文件，在弹出的快捷菜单中选择“创建虚拟机”命令，如图17-14所示。命令执行后，启动“创建虚拟机向导”，参考“创建全新虚拟机”内容，通过虚拟硬盘文件模板创建虚拟机。
 
[image: 图片 15]
 
图17-14　虚拟硬盘文件创建虚拟机
 
17.1.4　克隆虚拟机
 
克隆虚拟机完成的功能是在现有虚拟机的基础上创建一个完全相同的虚拟机。克隆虚拟机前，首先需要停止虚拟机。
 
第1步，打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“VM和服务”→“所有主机”选项，工具栏中选择“VM”选项，显示当前所有可用的虚拟机，如图17-15所示。鼠标右键单击需要克隆的虚拟机，在弹出的快捷菜单中选择“创建”选项，在弹出的级联菜单中选择“克隆”命令，如图17-15所示。
 
第2步，命令执行后，启动“创建虚拟机向导”，显示图17-16所示的“指定虚拟机标识”对话框。设置克隆后的虚拟机名称和描述信息。
 
[image: 图片 16]
 
图17-15　克隆虚拟机之一
 
[image: 图片 1]
 
图17-16　克隆虚拟机之二
 
第3步，单击“下一步”按钮，显示图17-17所示的“配置硬件”对话框。管理员可以重新设置克隆虚拟机的硬件配置，也可以使用创建的硬件配置文件设置虚拟机需要的硬件配置。
 
[image: 图片 1]
 
图17-17　克隆虚拟机之三
 
第4步，单击“下一步”按钮，显示图17-18所示的“选择目标”对话框。设置目标虚拟机存储位置。
 
第5步，单击“下一步”按钮，显示图17-19所示的“选择主机”对话框。向导根据主机内存、CPU、网络等信息，自动选择最佳Hyper-V服务器。甄别结果通过星号表示，星号越多表示目标主机的可用性越高，放置的成功率越高。
 
[image: 图片 1]
 
图17-18　克隆虚拟机之四
 
[image: 图片 1]
 
图17-19　克隆虚拟机之五
 
单击“预计使用率”按钮，显示图17-20所示的“预计使用率”对话框。该对话框显示为新建的虚拟机分配的资源。
 
[image: 图片 1]
 
图17-20　克隆虚拟机之六
 
第6步，单击“下一步”按钮，显示图17-21所示的“选择路径”对话框。设置克隆后虚拟机的存储位置。
 
第7步，单击“下一步”按钮，显示图17-22所示的“选择网络”对话框。设置克隆虚拟机使用的网络以及使用的虚拟交换机，通过下列列表选择即可。
 
[image: 图片 1]
 
图17-21　克隆虚拟机之七
 
[image: 图片 1]
 
图17-22　克隆虚拟机之八
 
第8步，单击“下一步”按钮，显示图17-23所示的“添加属性”对话框。设置当Hyper-V主机启动和停止时，虚拟机执行的操作，以及虚拟机的操作系统版本。
 
[image: 图片 1]
 
图17-23　克隆虚拟机之九
 
第9步，单击“下一步”按钮，显示图17-24所示的“摘要”对话框，显示克隆后虚拟机的配置信息。
 
第10步，单击“创建”按钮，开始克隆虚拟机，显示图17-25所示的“作业”对话框，直至最后完成虚拟机克隆作业。
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图17-24　克隆虚拟机之十
 
[image: 图片 1]
 
图17-25　克隆虚拟机之十一
 
17.2　虚拟机日常管理
 
SCVMM可以执行以下虚拟机管理任务：启动虚拟机、停止虚拟机、暂停虚拟机、保存状态、关闭虚拟机、连接到虚拟机、新建检查点、管理检查点、安装虚拟来宾服务、删除虚拟机等。
 
17.2.1　综合信息
 
打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“VM和服务”选项，然后选择“所有主机”选项，单击菜单栏的“主页”菜单。在工具栏中选择“概述”按钮，显示SCVMM中管理的所有主机、服务、虚拟机、存储、网络等综合信息，如图17-26所示。
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图17-26　概述窗口
 
17.2.2　查看所有虚拟机
 
在工具栏中选择“VM”按钮，显示SCVMM中管理的虚拟机，如图17-27所示。SCVMM中虚拟机的管理任务在该窗口中完成。单击菜单栏的“虚拟机”菜单，虚拟机的所有管理任务可以通过工具栏按钮完成。
 
[image: 图片 27]
 
图17-27　VM窗口
 
17.2.3　启动虚拟机
 
鼠标右键单击需要停止运行的目标虚拟机，在弹出的快捷菜单中选择“开机”命令。命令执行后，即可启动目标虚拟机，如图17-28所示。
 
[image: 图片 28]
 
图17-28　启动虚拟机之一
 
如果虚拟机处于关机状态，工具栏按钮状态如图17-29所示。单击菜单栏的“虚拟机”菜单，在工具栏中单击“开机”按钮，即可启动目标虚拟机。
 
[image: 图片 29]
 
图17-29　启动虚拟机之二
 
17.2.4　停止虚拟机
 
如果虚拟机处于启动状态，工具栏按钮状态如图17-30所示。单击菜单栏的“虚拟机”菜单，在工具栏中单击“关机”按钮，即可停止目标虚拟机。如果虚拟机没有安装“虚拟来宾服务”，单击“关闭”按钮，强制关闭处于运行状态的虚拟机，执行的功能相当于“断电”。
 
[image: 图片 30]
 
图17-30　停止虚拟机
 
选择正在运行的虚拟机，在右侧窗格中选择“[image: 图片 31]停止”超链接，即可停止选择的虚拟机。
 
17.2.5　暂停虚拟机
 
如果虚拟机处于启动状态，在工具栏中单击“暂停”按钮，暂时停止虚拟机运行。如果要继续运行虚拟机，选择暂停的虚拟机，单击“继续”按钮，继续运行虚拟机，如图17-31所示。
 
[image: 图片 32]
 
图17-31　暂停虚拟机
 
17.2.6　保存状态
 
保存状态功能相当于计算机的“休眠”功能，在工具栏中单击“保存状态”按钮，提示警告信息后开始保存当前虚拟机的状态（如图17-32所示）。虚拟机运行状态为“正在保存状态”，如图17-33所示。
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图17-32　保存状态之一
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图17-33　保存状态之二
 
选择处于“保存状态”的虚拟机，单击“放弃保存状态”按钮，显示图17-34所示的“Virtual Machine Manager”对话框，提示管理员虚拟机恢复到保存前的状态。单击“是”按钮，恢复虚拟机运行。
 
[image: 图片 1]
 
图17-34　保存状态之三
 
17.2.7　重置
 
虚拟机“重置”功能相当于计算机的重新启动按钮。命令执行后，显示图17-35所示的“Virtual Machine Manager”对话框。单击“是”按钮，立即重新启动虚拟机。
 
[image: 图片 1]
 
图17-35　重置提示框
 
17.2.8　连接或查看
 
连接或查看虚拟机，连接到目标虚拟机。鼠标右键单击需要连接的目标虚拟机，在弹出的快捷菜单中选择“连接或查看”选项，在弹出的级联菜单中选择“通过控制台连接”命令，如图17-36所示。
 
[image: 图片 37]
 
图17-36　虚拟机连接之一
 
命令执行后，即可连接到目标虚拟机，如图17-37所示。
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图17-37　虚拟机连接之二
 
17.2.9　检查点
 
SCVMM中的“检查点”功能相当于Hyper-V管理器的快照功能。新建检查点即创建一个新的快照。
 
鼠标右键单击需要创建检查点的目标虚拟机，在弹出的快捷菜单中选择 “创建检查点”命令，或者单击工具栏的“创建检查点”按钮，显示图17-38所示的“新建检查点”对话框。检查点的命名方式为“虚拟机名称+‘-’+‘(’+‘创建检查点的时间’+‘)’”，例如新建检查点名称：Windows Server 2003 IIS - (02/26/2013 10:19:57)。
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图17-38　创建检查点
 
单击“创建”按钮，创建新的检查点（新快照）。创建多个检查点后，鼠标右键单击虚拟机，在弹出的快捷菜单中选择“管理检查点”命令，切换到“检查点”选项，“可用检查点”列表中显示当前虚拟机创建的所有检查点，如图17-39所示。
 
打开Windows Server 2012 Hyper-V管理器，显示使用“新建检查点”功能创建的快照，如图17-40所示。
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图17-39　查看检查点之一
 
[image: 图片 41]
 
图17-40　查看检查点之二
 
17.2.10　安装虚拟来宾服务
 
SCVMM中的来宾服务相当于Hyper-V管理器提供的“集成服务”组件。虚拟机安装来宾服务之后，鼠标即可在宿主机和虚拟机之间进行动态切换，同时启用部分计算机硬件识别的高级服务。在工具栏中单击“安装虚拟来宾服务”命令，命令执行后，自动安装虚拟来宾服务。
 
17.2.11　删除虚拟机
 
SCVMM控制台中，可以删除处于关机状态且无效的虚拟机。选择处于关机状态的虚拟机，单击工具栏的“删除”按钮，确认后即可删除目标虚拟机。注意删除选择的虚拟机同时删除虚拟硬盘和虚拟配置文件，如图17-41所示。
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图17-41　删除虚拟机
 


第18章　SCVMM管理已有群集
 
前面章节专门介绍过部署“Windows故障转移群集”和“Hyper-V虚拟机群集应用”方面的内容，其实，从群集管理的角度来看，“故障转移群集管理器”已经是很好的群集管理工具，是否使用System Center Virtual Machine Manager（简称SCVMM）管理Hyper-V群集是“智者见智、仁者见仁”的问题。在非大规模部署Hyper-V的应用环境中，建议使用“故障转移群集管理器”管理群集。
 
18.1　SCVMM添加Hyper-V群集
 
管理Hyper-V群集之前，首先需要在网络环境中创建群集，然后将群集导入到SCVMM管理环境中。SCVMM的部署见前面章节内容。本例中已经创建名称为“Cluster.cbdomain.ytrb”的群集，将该群集添加到SCVMM控制台。
 
第1步，以SCVMM管理员身份登录“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“VM和服务”选项，鼠标右键单击“所有主机”，在弹出的快捷菜单中选择“添加Hyper-V主机和群集”命令，如图18-1所示。
 
[image: 图片 1]
 
图18-1　添加已有群集之一
 
第2步，命令执行后，启动“添加资源向导”，显示图18-2所示的“资源位置”对话框。选择“受信任的Active Directory域中的Windows Server计算机”选项。注意，通过Windows群集部署Hyper-V群集后，将在Active Directory中创建以群集名称命名的完整DNS名称，例如本例中群集名称为“Cluster”，完整DNS名称为“Cluster.cbdomain.ytrb”，而且是受信任的计算机。
 
[image: 图片 1]
 
图18-2　添加已有群集之二
 
第3步，单击“下一步”按钮，显示图18-3所示的“凭据”对话框。设置检索Active Directory数据库有效用户。注意，该用户不能与当前登录用户相同。
 
[image: 图片 1]
 
图18-3　添加已有群集之三
 
第4步，单击“下一步”按钮，显示图18-4所示的“发现作用域”对话框。选择“按名称指定Windows Server计算机”选项，在“计算机名”列表中键入群集完整DNS名称。
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图18-4　添加已有群集之四
 
第5步，单击“下一步”按钮，显示图18-5所示的“目标资源”对话框。检索键入的计算机名称，找到目标资源后添加到“发现的计算机”列表中，同时显示群集中已经加入的计算机完整DNS名称、操作系统以及虚拟机监控程序。
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图18-5　添加已有群集之五
 
第6步，单击“下一步”按钮，显示图18-6所示的“主机设置”对话框。选择群集放置位置，本例中选择“所有主机”选项。
 
[image: 图片 1]
 
图18-6　添加已有群集之六
 
第7步，单击“下一步”按钮，显示图18-7所示的“迁移设置”对话框。设置群集是否启用实时迁移功能。本例中启用“实时迁移”功能，设置完成的参数如图18-7所示。
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图18-7　添加已有群集之七
 
第8步，单击“下一步”按钮，显示图18-8所示的“摘要”对话框。设置需要导入的群集信息。
 
第9步，单击“完成”按钮，将群集导入到Virtual Machine Manager控制台，导入成功的群集如图18-9所示。该群集节点中包括2台运行Hyper-V的主机，目前没有部署任何虚拟机。
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图18-8　添加已有群集之八
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图18-9　添加已有群集之九
 
18.2　SCVMM管理群集
 
SCVMM对群集的管理分为两部分：管理群集和管理群集中的虚拟机。对群集中的虚拟机完成的管理功能同“故障转移群集管理器”，该部分内容将不再单独介绍。
 
18.2.1　查看群集管理功能
 
选择“导航窗格”的“VM和服务”选项，选择“所有主机”→“群集名称（Cluster）”选项，在弹出的菜单中显示已安装群集提供的功能；或者单击菜单栏的“主机群集”菜单，工具栏显示群集管理功能，如图18-10所示。工具栏功能按钮和鼠标右键列表提供相同的功能。
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图18-10　群集功能列表
 
18.2.2　查看群集信息
 
网络中部署名称为“Cluster”的群集，该群集包含两个节点（MH01和MH02），正在运行多个虚拟机。
 
1．概述
 
“概述”功能大致显示群集中的应用部署以及性能情况。
 
打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“VM和服务”选项，选择“所有主机”→“Cluster”选项，在工具栏中选择“概述”按钮，右侧窗格显示当前群集的运行状态。本例中包括：正在运行一个服务，2个主机（宿主机）、22个虚拟机以及CPU、内存、存储、逻辑网络等，如图18-11所示。
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图18-11　概述之一
 
右侧窗格中移动到“性能”显示区域，以图形方式显示每天（如图18-12所示）和每月（如图18-13所示）主机运行性能，包括CPU、内存、存储、网络等图形信息。
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图18-12　概述之二
 
[image: 图片 1]
 
图18-13　概述之三
 
2．VM
 
“VM”功能显示当前群集中部署的虚拟机。
 
选择“所有主机”→“Cluster”选项，工具栏中选择“VM”按钮。右侧窗格显示当前群集中正在运行的虚拟机以及虚拟机的状态，如图18-14所示。通过工具栏可以操控所有虚拟机。
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图18-14　VM列表
 
3．服务
 
“服务”功能显示通过Virtual Machine Manager控制台部署的应用与服务。
 
选择“所有主机”→“Cluster”选项，工具栏中选择“服务”按钮。右侧窗格显示当前群集中正在运行的服务以及该服务中虚拟机的运行状态、服务运行状态，如图18-15所示。根据不同的选择目标，窗口下方显示不同的内容。图8-15中显示的是虚拟机的状态。
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图18-15　服务状态
 
18.2.3　添加群集节点服务器
 
当前群集中，添加新的节点服务器。
 
第1步，鼠标右键单击群集名称，在弹出的快捷菜单中选择“添加群集节点”命令。命令执行后，显示图18-16所示的“添加主机群集节点”对话框。在“可用主机”列表中选择目标主机。
 
[image: 图片 1]
 
图18-16　添加群集节点服务器之一
 
第2步，单击“添加”按钮，将目标主机添加到“要群集的主机”列表中，如图18-17所示。
 
[image: 图片 1]
 
图18-17　添加群集节点服务器之二
 
第3步，单击“添加”按钮，显示图18-18所示的“输入凭据”对话框。设置具备管理权限的用户。
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图18-18　添加群集节点服务器之三
 
第4步，单击“确定”按钮，执行向群集中添加主机操作。添加成功后，目标主机添加到群集节点下，添加节点服务器过程如图18-19所示。
 
[image: 图片 1]
 
图18-19　添加群集节点服务器之四
 
18.2.4　删除群集节点服务器
 
通过SCVMM删除群节点服务器，需要经过两个步骤：首先将节点服务器置于维护模式，然后删除节点服务器。
 
1．启动维护模式
 
删除群集节点服务器前，首先将目标节点置于“维护”模式。
 
在管理菜单中选择 “启动维护模式”命令，命令执行后，显示图18-20所示的对话框。根据需要选择目标主机中虚拟机的运行方式，建议将虚拟机迁移到其他正在运行的主机中。单击“确定”按钮，启动维护模式完成虚拟机迁移。
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图18-20　启动节点维护模式
 
2．删除群集节点
 
第1步，管理菜单中选择“删除群集节点”命令。命令执行后，显示图18-21所示的“删除节点”对话框。
 
[image: 图片 1]
 
图18-21　删除节点服务器之一
 
第2步，单击“是”按钮，启动从群集中删除目标主机作业，直至完成。节点删除后，群集中只有一个节点，删除过程如图18-22所示。
 
[image: 图片 1]
 
图18-22　删除节点服务器之二
 
18.2.5　取消群集
 
SCVMM的“取消群集”功能不同于“故障转移群集管理器”的“销毁群集”功能。“取消群集”功能仅从Virtual Machine Manager控制台中删除群集，并没有实际删除群集，Virtual Machine Manager不再具备对已经取消的群集的管理功能。
 
管理菜单中选择“取消群集”命令，命令执行后，显示图18-23所示的对话框。单击“是”按钮，执行卸载群集操作直至完成。
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图18-23　取消群集
 
18.3　SCVMM实现群集高可用性
 
SCVMM管理的群集节点服务器之间的虚拟机迁移与“故障转移群集管理器”不同。后者可以通过节点“首选项”、“最佳节点”或者手动方式完成虚拟机迁移；SCVMM迁移向导迁移虚拟机时，迁移向导根据节点服务器的内存、CPU等指标，为每个节点服务器打分，根据分数由高到低的顺序依次显示在可用的节点服务器列表中，管理员选择目标节点服务器即可。本例中部署双节点服务器群集。
 
18.3.1　虚拟机迁移
 
将节点服务器MH02中的虚拟机“ServiceVM0003.heuet.net”迁移到节点服务器MH01。虚拟机处于正在运行状态，实施在线迁移。
 
第1步，鼠标右键单击虚拟机“ServiceVM0003.heuet.net”，在弹出的快捷菜单中选择“迁移虚拟机”命令，或者单击工具栏的“迁移虚拟机”按钮，如图18-24所示。
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图18-24　虚拟机迁移之一
 
第2步，命令执行后，启动“迁移VM向导”，显示图18-25所示的“选择主机”对话框。迁移向导提供主机智能放置功能，使用星级表示目标主机的可用状态。星数越多代表在该主机上部署虚拟机成功的概率越高。
 
[image: 图片 1]
 
图18-25　虚拟机迁移之二
 
如果星级评测全部显示为灰色，表示迁移到目标主机可能会存在问题。选择“级别解释”选项卡，显示虚拟机迁移错误原因，如图18-26所示。
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图18-26　虚拟机迁移之三
 
第3步，目标主机检测通过后，单击“下一步”按钮，显示图18-27所示的“选择路径”对话框，显示虚拟机配置文件存放位置。
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图18-27　虚拟机迁移之四
 
第4步，单击“下一步”按钮，显示图18-28所示的“选择网络”对话框。设置迁移后的目标虚拟机在目标主机中的网络配置。
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图18-28　虚拟机迁移之五
 
第5步，单击“下一步”按钮，显示图18-29所示的“摘要”对话框，显示迁移信息。
 
[image: 图片 1]
 
图18-29　虚拟机迁移之六
 
第6步，单击“移动”按钮，打开“作业”对话框，显示虚拟机迁移过程直至完成，如图18-30所示。
 
第7步，迁移完成后，切换到MH01节点，显示虚拟机“ServiceVM0003.heuet.net”已经迁移成功，处于运行状态，如图18-31所示。
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图18-30　虚拟机迁移之七
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图18-31　虚拟机迁移之八
 
18.3.2　迁移存储
 
迁移存储是指将虚拟机从一个位置移动到另外一个位置，可以在同一个Hyper-V主机中，也可以在不同的Hyper-V主机。企业中如果存储规划不当，当存储空间已满或者存储出现问题，但是虚拟机又不能停机时，可以使用迁移存储功能将虚拟机迁移到其他主机中。本例中将虚拟机存储在同一个主机中移动到其他位置。
 
第1步，鼠标右键单击虚拟机“ServiceVM0003.heuet.net”，在弹出的快捷菜单中选择“迁移存储”命令，或者单击工具栏的“迁移存储”按钮，如图18-32所示。
 
[image: 图片 1]
 
图18-32　迁移存储之一
 
第2步，命令执行后，启动“迁移存储向导”，显示图18-33所示的“选择路径”对话框。配置虚拟机的存储位置。目标虚拟机位于群集共享卷中，根据情况选择存储位置。
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图18-33　迁移存储二
 
第3步，单击“下一步”按钮，显示图18-34所示的“摘要”对话框。单击“移动”按钮，开始移动目标存储直至完成。
 
[image: 图片 1]
 
图18-34　迁移存储之三
 
18.3.3　存储到库
 
存储到库将部署在节点服务器中的虚拟机迁移到“库”服务器中，然后在“库”中将虚拟机做成模板虚拟机，利用SCVMM快速部署功能批量部署虚拟机。
 
第1步，鼠标右键单击虚拟机“ServiceVM0003.heuet.net”，在弹出的快捷菜单中选择“存储在库中”命令，或者单击工具栏的“存储在库中”按钮。
 
第2步，命令执行后，启动“存储虚拟机向导”，显示图18-35所示的“选择库服务器”对话框。向导通过智能放置功能，选择可以迁移的目标服务器。
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图18-35　存储到库之一
 
第3步，选择目标服务器后，单击“下一步”按钮，显示图18-36所示的“选择路径”对话框。设置在库中的存储位置。单击“浏览”按钮，显示目标服务器中部署的共享文件夹。
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图18-36　存储到库之二
 
第4步，单击“下一步”按钮，显示图18-37所示的“摘要”对话框，显示虚拟机存储到库操作的详细信息。单击“存储”按钮，开始移动虚拟机直至完成。
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图18-37　存储到库之三
 


第19章　SCVMM部署企业“私有云”
 
企业内部“私有云”指的是完全部署在企业内部网络中的“云”计算平台。微软企业管理套件System Center Virtual Machine Manager 2008 R2之后的版本提供“云”管理功能，通过系列“云”向导即可部署符合企业需要的“私有云”，降低企业内部架构“云”的难度，提高“云”的易用性。从本质上讲，“私有云”工作在服务器虚拟化基础之上，是对“服务”的管理。本章通过System Center Virtual Machine Manager 2012 SP1（简称SCVMM）部署一套名称为“企业私有云”的“云”，并为该“云”设置独立的管理角色。
 
19.1　部署/删除“私有云”
 
本例中的企业内部“私有云”部署在Hyper-V平台中，通过SCVMM完成“私有云”的创建、部署以及管理。部署过程中，Hyper-V角色、SCVMM部署过程略。
 
19.1.1　创建“私有云”
 
以管理员身份登录SCVMM服务器，创建名称为“企业私有云”的“云”。
 
第1步，打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“VM和服务”选项，选择“主页”菜单，单击工具栏的“创建云”按钮；或者在“导航窗格”中用鼠标右键单击“云”，在弹出的快捷菜单中选择“创建云”命令，如图19-1所示。
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图19-1　部署“私有云”之一
 
第2步，命令执行后，启动“创建云向导”，显示图19-2所示的“常规”对话框。设置“私有云”的名称和“描述”信息。
 
[image: 图片 1]
 
图19-2　部署“私有云”之二
 
第3步，单击“下一步”按钮，显示图19-3所示的“创建云向导”对话框。设置云将部署的Hyper-V主机。
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图19-3　部署“私有云”之三
 
第4步，单击“下一步”按钮，显示图19-4所示的“逻辑网络”对话框。本例中只部署了一套网络，选择该网络即可。
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图19-4　部署“私有云”之四
 
第5步，单击“下一步”按钮，显示图19-5所示的“负载平衡器”对话框。SCVMM默认提供Windows网络负载平衡器，根据需要选择即可。
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图19-5　部署“私有云”之五
 
第6步，单击“下一步”按钮，显示图19-6所示的“VIP模板”对话框。本例中没有创建VIP模板。
 
第7步，单击“下一步”按钮，显示图19-7所示的“端口分类”对话框。“云向导”提供系列接口，根据需要选择部署的端口。
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图19-6　部署“私有云”之六
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图19-7　部署“私有云”之七
 
第8步，单击“下一步”按钮，显示图19-8所示的“存储”对话框。选择网络中部署的可用存储，本例中没有部署专业存储。
 
第9步，单击“下一步”按钮，显示图19-9所示的“库”对话框。设置云关联的库服务器，需要设置库关联的共享文件夹，并赋予相应权限。
 
单击“浏览”按钮，显示图19-10所示的“选择目标文件夹”对话框。设置库使用的共享文件夹。单击“确定”按钮，返回到“库”对话框。
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图19-8　部署“私有云”之八
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图19-9　部署“私有云”之九
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图19-10　部署“私有云”之十
 
第10步，单击“下一步”按钮，显示如图19-11所示的“容量”对话框。设置 “私有云”相关的CPU、内存、存储以及虚拟机方面的限制，设置参数取决于物理主机、存储设备的配置。
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图19-11　部署“私有云”之十一
 
第11步，单击“下一步”按钮，显示图19-12所示的“功能配置文件”对话框。设置网络中部署的虚拟化应用类型，根据部署的应用选择相关的配置文件。例如，如果网络中仅部署Windows Hyper-V方面的应用，选择“Hyper-V”选项即可。
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图19-12　部署“私有云”之十二
 
第12步，单击“下一步”按钮，显示图19-13所示的“摘要”对话框。显示“私有云”设置信息。
 
第13步，单击“完成”按钮，创建指定名称的“私有云”。打开“作业窗口”，查看私有云创建过程，如图19-14所示。
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图19-13　部署“私有云”之十三
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图19-14　部署“私有云”之十四
 
19.1.2　删除云
 
当不再需要“私有云”时，可以删除已经部署的“私有云”。删除“私有云”之前，首先需要删除“云”中部署的所有服务实例。
 
1．删除服务实例
 
选择目标“云”，在工具栏中选择“服务”按钮，如图19-15所示。
 
从服务列表中选择需要删除的服务实例，在工具栏中选择“删除”按钮，如图19-16所示。
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图19-15　删除服务实例之一
 
[image: 图片 1]
 
图19-16　删除服务实例之二
 
单击“删除”按钮，显示图19-17所示的对话框，提示是否需要删除服务。单击“是”按钮，删除目标服务。
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图19-17　删除服务实例之三
 
2．删除“云”
 
鼠标右键单击需要删除的“云”，在弹出的快捷菜单中选择“删除”命令，如果“云”中已经部署了服务，将显示图19-18所示的对话框，提示云中已经部署了相关的应用。否则，将立即删除指定的服务。
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图19-18　删除“云”
 
19.2　管理“私有云”
 
“私有云”的管理实质上是对Hyper-V主机以及虚拟机的管理，无论“云”提供何种服务，都是通过虚拟机完成的。
 
19.2.1　查看“云”管理功能
 
选择“导航窗格”的“VM和服务”选项，选择“云”→“企业私有云”选项，单击鼠标右键，弹出的菜单中显示管理功能，如图19-19所示。工具栏功能按钮和鼠标右键列表提供相同的功能。
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图19-19 “云”管理功能菜单
 
19.2.2　查看“云”
 
1．“云”概述
 
打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“VM和服务”选项，选择“云”选项，在工具栏中选择“概述”按钮，Virtual Machine Manager控制台显示如图19-20所示。
 
 
 	基于“云”服务部署的所有服务数量以及正在使用的虚拟机数量。
 
 	处理器、内存、存储、网络等方面的信息。
 

 
[image: 图片 1]
 
图19-20 “云”概述之一
 
选择已经部署的任何“云”服务，显示当前服务中部署的虚拟机数量、处理器、内存、存储等信息，如图19-21所示。
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图19-21 “云”概述之二
 
2．“云”VM
 
选择“导航窗格”的“云”选项，在工具栏中选择“VM”按钮，显示基于“云”部署创建的所有虚拟机，如图19-22所示。
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图19-22　查看“云”中的虚拟机之一
 
选择已经部署的任何“云”服务，显示当前服务中部署的虚拟机。选择其中的任何一台虚拟机，窗口下方显示当前虚拟机的状态，包括：虚拟机状态、逻辑网络、最近作业、虚拟机宿主、存储以及性能等信息，如图19-23所示。
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图19-23　查看“云”中的虚拟机之二
 
3．“云”服务
 
选择“导航窗格”的“云”选项，在工具栏中选择“服务”按钮，显示基于“云”部署的所有服务以及服务的状态，如图19-24所示。
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图19-24　查看“云”部署的服务
 
4．查看“云”属性
 
鼠标右键单击部署的“云”名称，在弹出的快捷菜单中选择“属性”命令，打开云属性对话框。选择“导航窗格”提供的选项，在右侧窗格中可以修改已部署“云”的属性，例如选择“端口分类”后，右侧显示“云”关联的端口，根据需要选择需要的端口分类即可。修改完成后，单击“确定”按钮，完成“云”属性的修改，如图19-25所示。
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图19-25　查看“云”设置
 
19.2.3　管理“云”中的虚拟机
 
SCVMM提供两种方式在“云”中部署虚拟机：云中创建全新的虚拟机和通过“服务”方式部署虚拟机，建议“云”中部署虚拟机使用“服务”方式部署。通过“服务”方式部署虚拟机。可以一次性为“云”分配任意数量的虚拟机，例如一次性创建100台符合需要的虚拟机，“Hyper-V管理器”和“故障转移群集管理器”每次只能创建一台虚拟机。
 
1．部署“云”中的虚拟机
 
以“服务”方式部署多台“云”中需要的虚拟机。
 
第1步，打开“Virtual Machine Manager”管理员控制台，选择“导航窗格”的“VM和服务”选项，选择“云”→“企业私有云选项。单击工具栏“创建服务”按钮，或者鼠标右键单击定义的“私有云”选项，在弹出的快捷菜单中选择“创建服务”命令，如图19-26所示。
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图19-26 “私有云”部署虚拟机之一
 
第2步，命令执行后，显示图19-27所示的“创建服务”对话框。如果存在服务模板，可以选择已有的模板。本例中选择“创建服务模板”选项，创建新的服务模板。
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图19-27 “私有云”部署虚拟机之二
 
第3步，单击“确定”按钮，打开“新建服务模板”对话框。定义新建服务模板的名称以及运行模式。
 
 
 	空白：管理员手动创建全新的服务模板。所有组件全部需要手动方式定义。
 
 	单一计算机：只有一台服务器参与的服务。整个服务只有一台服务器。
 
 	双层应用程序：同一个服务需要2台服务器参与。最常见的应用：一台Web服务器和一台数据库服务器，服务器和数据库服务器之间通过ODBC组件或者其他方式直连。
 
 	三层应用程序：同一个服务需要3台服务器完成。最常见的应用：一台Web服务器、一台中间服务器和一台数据库服务器，中间服务器作为Web服务器和数据库服务器的枢纽进行数据交换。
 

 
本例中选择“单一计算机”模式，如图19-28和图19-29所示。
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图19-28 “私有云”部署虚拟机之三
 
[image: 图片 1]
 
图19-29 “私有云”部署虚拟机之四
 
第4步，选择“单一计算机” 模式后，单击“确定”按钮，打开“Virtual Machine Manager”服务模板设计器。左侧“导航窗格”的“VM模板”选项中显示已经部署的VM模板，本例中已经部署名称为“ModelNewWS2012”的模板，如图19-30所示。
 
[image: 图片 1]
 
图19-30 “私有云”部署虚拟机之五
 
第5步，选择“Model NewWS2012”后，将该模板拖动至设计窗口的“单层”区域，鼠标释放后，“单层”区域显示“Model NewWS2012”的名称，如图19-31所示。
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图19-31 “私有云”部署虚拟机之六
 
第6步，选择设计器中“Model NewWS2012-计算机层1”，设计器下方显示该层的属性。选择“可以横向扩展此计算机层”选项，管理员可以调整“默认实例”、“最大实例”、“最小实例”数量，如图19-32所示。
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图19-32 “私有云”部署虚拟机之七
 
第7步，参数设计完成后，单击工具栏的“保存并验证”按钮，验证当前模板是否满足条件。符合部署条件后，单击工具栏的“配置部署”按钮，显示图19-33所示的“选择名称和目标”对话框。定义服务实例名称以及选择需要部署的目标，本例中选择部署到“企业私有云”。
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图19-33 “私有云”部署虚拟机之八
 
第8步，单击“确定”按钮，打开“部署服务”窗口，设计器中央显示服务默认实例部署的数量，并自定义实例名称，如图19-34所示。单击工具栏的“刷新预览”按钮，验证当前服务实例是否符合继续部署条件。
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图19-34 “私有云”部署虚拟机之九
 
第9步，符合部署条件后，单击工具栏的“部署”按钮，显示图19-35所示的“部署服务”对话框。
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图19-35 “私有云”部署虚拟机之十
 
第10步，单击“部署”按钮，启动部署作业并打开“作业”窗口，显示部署服务实例需要完成的任务，如图19-36所示。注意，根据默认实例设置数量，在部署过程将创建相同数量的虚拟机，作业完成时间由存储设备、虚拟机大小、网络传输速度等条件决定。
 
第11步，服务部署完成后，当前“私有云”中将部署指定数量的虚拟机，并安装指定的服务和功能，通过服务部署的所有虚拟机加入域中，如图19-37所示。
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图19-36 “私有云”部署虚拟机之十一
 
[image: 图片 1]
 
图19-37 “私有云”部署虚拟机之十二
 
2．删除“云”中的虚拟机
 
“云”中的虚拟机管理和普通虚拟机管理一样，用鼠标右键单击目标虚拟机，在弹出的快捷菜单中显示所有的管理命令，根据需要实施管理即可，如图19-38所示。
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图19-38　虚拟机管理
 
3．“云”中添加单台新虚拟机
 
向已有“云”中添加一台虚拟机时，可以通过“创建虚拟机”功能完成。如果要添加多台虚拟机，建议通过“服务”方式完成。
 
第1步，鼠标右键单击已经部署的云名称，在弹出的快捷菜单中选择“创建虚拟机”命令，如图19-39所示。
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图19-39 “云”中添加虚拟机之一
 
第2步，命令执行后，启动“创建虚拟机向导”，根据向导创建虚拟机即可，如图19-40所示。
 
[image: 图片 1]
 
图19-40 “云”中添加虚拟机之二
 
第3步，部署过程中打开“选择目标”对话框时，选择“向‘私有云’部署虚拟机”选项，如图19-41所示。将新建的虚拟机部署到“私有云”中。
 
[image: 图片 1]
 
图19-41 “云”中添加虚拟机之三
 
第4步，打开“选择云”对话框，从“位于”列表中选择需要部署的目标“私有云”，主机列表中显示“私有云”可用的主机列表，并选择目标主机。其他根据向导设置虚拟机属性即可，如图19-42所示。
 
[image: 图片 1]
 
图19-42　“云”中添加虚拟机之四
 
19.2.4 “私有云”配置管理员
 
企业中可能部署了多个“私有云”，默认情况下SCVMM管理员可以所有的“私有云”。在规范化的企业中，可能需要为每个“私有云”分配一个管理员，让每个管理员各司其职，管理各自的“私有云”，因此需要为每个“私有云”分配一个独立的角色。
 
1．新建用户角色
 
第1步，鼠标右键单击部署的“私有云”，在弹出的快捷菜单中选择“分配云”命令，如图19-43所示。
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图19-43　新建用户角色之一
 
第2步，命令执行后，显示图19-44所示的“分配云”对话框。根据需要选择部署方式。本例中选择“创建用户角色并分配此云”选项，新建一个云管理员角色。
 
第3步，单击“确定”按钮，启动“创建用户角色向导”，显示图19-45所示的“名称和描述”对话框。设置新用户角色名称。
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图19-44　新建用户角色之二
 
[image: 图片 1]
 
图19-45　新建用户角色之三
 
第4步，单击“下一步”按钮，显示图19-46所示的“配置文件”对话框。向导内置多种管理员角色，根据需要选择应用目标，本例中选择“租户管理员”。
 
[image: 图片 1]
 
图19-46　新建用户角色之四
 
第5步，单击“下一步”按钮，显示图19-47所示的“成员”对话框。设置新角色中的目标用户。
 
单击“添加”按钮，显示图19-48所示的“选择用户、计算机或组”对话框。在“输入对象名称来选择”文本框中键入需要授权具有管理权限的用户名称，单击“检查名称”按钮，检查键入的用户是否为合法的域用户。添加完成后，单击“确定”按钮，将需要授权的用户添加到“成员”列表中。
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图19-47　新建用户角色之五
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图19-48　新建用户角色之六
 
第6步，单击“下一步”按钮，显示图19-49所示的“范围”对话框。设置新角色作用域，根据需要选择企业中部署的“私有云”。本例中选择“测试云”，新建的租户管理员仅对“私有云”具备管理权限。
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图19-49　新建用户角色之七
 
第7步，单击“下一步”按钮，显示图19-50所示的“测试云 云的配额”对话框。设置用户角色和管理员对资源具备的管理权限。本例中对新角色和成员赋予全部权限。在实际管理中，租户管理员只能具备部分权限，不能对网络中的所有资源具备管理权限。
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图19-50　新建用户角色之八
 
第8步，单击“下一步”按钮，显示图19-51所示的“网络”对话框。设置新角色可以使用的逻辑网络。单击“添加”按钮，选择可用的逻辑网络即可。
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图19-51　新建用户角色之九
 
单击“添加”按钮，显示图19-52所示的“选择VM网络”对话框。选择新角色可用的逻辑网络。单击“确定”按钮，返回到“网络”对话框，选择后的网络添加到“VM网络”列表中。
 
第9步，单击“下一步”按钮，显示图19-53所示的“资源”对话框。设置新角色可以管理的资源。只有显式列出的资源，租户管理员才能管理。
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图19-52　新建用户角色之十
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图19-53　新建用户角色之十一
 
单击“添加”按钮，显示图19-54所示的“添加资源”对话框。资源列表中选择所有可用的资源，包括虚拟机、模板、服务模板等。单击“确定”按钮，返回到“资源”对话框，选择的资源添加到“资源”列表中。
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图19-54　新建用户角色之十二
 
第10步，单击“下一步”按钮，显示图19-55所示的“操作”对话框。设置新角色对虚拟机、模板的操作权限。本例中选择所有权限。
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图19-55　新建用户角色之十三
 
第11步，单击“下一步”按钮，显示图19-56所示的“VM网络配额”对话框。如果上一步中设置新角色具备创建逻辑网络的权限，该对话框设置新角色和成员是否具备创建VM逻辑网络的权限，以及权限的应用数量。本例中不限制VM网络的设置。
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图19-56　新建用户角色之十四
 
第12步，单击“下一步”按钮，显示图19-57所示的“运行方式账户”对话框。只有设置的“运行方式账户”才能在部署的虚拟机中登录，并对虚拟机具备本地管理员的权限。
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图19-57　新建用户角色之十五
 
单击“添加”按钮，显示图19-58所示的“选择运行方式账户”对话框。账户列表中选择目标账户。单击“确定”按钮，返回到“运行方式账户”对话框，选择的用户添加到“运行方式账户”列表中。
 
第13步，单击“下一步”按钮，显示图19-59所示的“摘要”对话框，显示新角色配置信息。单击“完成”按钮，创建新角色并赋予指定用户管理“私有云”的权限。
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图19-58　新建用户角色之十六
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图19-59　新建用户角色之十七
 
2．用户登录测试
 
新角色和管理用户设置完成后，以用户管理员身份登录，如图19-60所示。单击“连接”按钮，显示图19-61所示的“选择用户角色”对话框。本例由于对目标用户赋予多种管理角色，因此需要通过手动方式选择目标角色。
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图19-60　用户登录SCVMM
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图19-61　选择管理角色
 
选择目标管理员角色后，单击“确定”按钮，连接到Virtual Machine Manager控制台。本例中，网络中已经部署多个“私有云”，当前登录用户只能查清赋予的“测试云”服务，以及该服务中的虚拟机，并对虚拟机具备指定的管理权限，如图19-62所示。
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图19-62　SCVMM控制台
 


第20章　物理计算机迁移
 
物理计算机转换为虚拟机是计算机虚拟化的一个重要应用。将运行业务系统的物理计算机完整封装为一台虚拟机，可以作为系统备份或者将迁移后的虚拟机作为业务系统运行环境。本章介绍将物理计算机转化为虚拟机的方法。
 
20.1　物理计算机迁移
 
已经部署System Center Virtual Machine Manager（简称SCVMM）的网络中，物理计算机可以使用SCVMM的“转换物理计算机”功能迁移。没有部署SCVMM的环境中，物理计算机迁移可以使用独立的工具，例如通过VMWare Converter转换成VMDK格式的虚拟机，然后进行二次转换；或者通过Disk2vhd封装指定的磁盘等方法完成物理计算机迁移。
 
20.1.1　SCVMM迁移物理计算机
 
SCVMM的“转换物理计算机”功能可以将物理计算机转换成虚拟机。SCVMM部署过程参考【搭建SCVMM管理平台】章节内容。前提条件是：被转换的物理计算机必须添加到Active Directory中，被管理员或者授权用户管理。转换物理计算机提供转换向导，自动完成物理计算机硬件信息、操作系统以及安装应用软件等信息的收集。转换过程中，如果物理计算机中使用了USB设备，由于Hyper-V主机不直接支持USB设备访问，因此可以使用“USB Over Network”软件完成USB设备访问。
 
1．转换模式
 
“转换物理计算机”向导提供两种模式的转换功能，即脱机转换和联机转换。
 
 
 	脱机转换：在物理计算机安装完成客户端代理之后，重新启动计算机且自动启动代理环境将计算机转换成虚拟机。
 
 	联机转换：计算机安装完成客户端代理之后不需要重新启动计算机，通过“VSS”快照技术，在工作环境中即可将物理计算机转换成虚拟机。
 

 
2．物理计算机迁移
 
下面以运行Windows Server 2003操作系统的计算机为例说明迁移过程。本例中物理计算机已经加入到Active Directory中。
 
第1步，以管理员身份登录到SCVMM控制台。打开“Virtual Machine Manager”管理员控制台，单击“创建虚拟机”按钮，在弹出的快捷菜单中选择“转换物理计算机”选项，如图20-1所示。
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图20-1　转换物理计算机之一
 
第2步，单击“转换物理驱动器”超链接，启动“转换物理驱动器（P2V）向导”，显示图20-2所示的“选择源”对话框。
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图20-2　转换物理计算机之二
 
单击“浏览”按钮，显示图20-3所示的“选择计算机”对话框。在“输入要选择的对象名称”文本框中键入目标计算机名称，单击“检查名称”按钮，检查键入的计算机名称是否是Active Directory中合法的计算机。单击“确定”按钮，返回到“选择源”对话框，键入连接到物理计算机的用户名和密码。
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图20-3　选择目标计算机
 
第3步，单击“下一步”按钮，显示图20-4所示的“指定虚拟机标识”对话框。设置虚拟机名称以及描述信息。
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图20-4　转换物理计算机之三
 
第4步，单击“下一步”按钮，显示图20-5所示的“系统信息”对话框。启动扫描进程，收集需要转换的物理计算机信息。
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图20-5　转换物理计算机之四
 
单击“扫描系统”按钮，开始扫描目标计算机，扫描结束后显示图20-6所示的对话框。在“系统信息”选项卡中，显示目标计算机的相关参数。
 
[image: 图片 1]
 
图20-6　转换物理计算机之五
 
第5步，单击“下一步”按钮，显示图20-7所示的“卷配置”对话框。在目标计算机中选择需要迁移的卷以及转换模式。如果需要完整地迁移物理计算机，需要在目标主机中为虚拟机设置对应的分区卷。
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图20-7　转换物理计算机之六
 
 
 	选择要复制的卷。默认所有卷显示在结果窗格中，并被选中以复制到新的虚拟机。新虚拟机必须包含源计算机的系统卷和根卷。例如，如果系统卷和根卷位于“C”盘驱动器上，“C”盘驱动器的复选框将变灰，无法清除其复选标记。如果不想将其他卷复制到新虚拟机，或者如果部署新虚拟机的主机上没有足够的空间存储所有卷，可以删除其他卷。
 
 	调整卷设置。调整“虚拟硬盘大小（MB）”字段以调整任何卷的大小（NTFS 卷将自动扩展到指示的大小），调整“虚拟硬盘类型”字段以调整任何卷的类型（“动态”或“固定”），或调整“通道”字段以调整任何所选卷的通道（IDE 设备 或SCSI 适配器的通道）。
 

 
“转换物理计算机”向导提供两种转换模式，分别为“联机转换”和“脱机转换”。在“联机转换”和“脱机转换”之间进行选择时，应优先选择联机转换。如果源计算机与联机转换不兼容，则会自动选择“脱机转换”。如果需要转换完成之后关闭源物理计算机，选择“转换完成后关闭源计算机”复选框。
 
第6步，接前面第5步。如果选择“脱机转换”选项，单击“下一步”按钮，显示图20-8所示的“脱机转换选项”对话框，设置脱机转换过程中物理计算机的网络参数。
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图20-8　转换物理计算机之七
 
第7步，接前面第5步。如果选择“联机转换”选项，继续执行转换向导。单击“下一步”按钮，显示图20-9所示的“虚拟机配置”对话框。为虚拟机设置处理器数量以及内存容量。
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图20-9　转换物理计算机之八
 
第8步，单击“下一步”按钮，显示图20-10所示的“选择主机”对话框。设置将物理计算机迁移到的目标主机。主机列表中的“级别”字段中，显示的星级越多表示转换成功的可能性越高。主机上部署虚拟机时，将为所有可用主机计算机指定由零到五个星组成的主机级别，用于表明主机承载虚拟机的适用性。主机级别是根据虚拟机软、硬件要求以及预计的资源使用情况自动评估的。切换到“级别解释”选项卡，显示图20-10所示的“级别解释”对话框，提示物理计算机是否可以迁移到选择的目标主机。
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图20-10　转换物理计算机之九
 
第9步，单击“下一步”按钮，显示图20-11所示的“选择路径”对话框。设置存储虚拟机的目标文件夹，使用默认值即可。
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图20-11　转换物理计算机之十
 
第10步，单击“下一步”按钮，显示图20-12所示的“选择网络”对话框。在“虚拟网络”列中，选择虚拟机使用的网络类型。“网络”区域将列出当前连接到虚拟机的每个虚拟网络适配器。如果在硬件配置中选择了“无”，则网络适配器将默认为“无”，否则，根据网络匹配规则确定最适合的虚拟网络。
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图20-12　转换物理计算机之十一
 
第11步，单击“下一步”按钮，显示图20-13所示的“添加属性”对话框。定义物理计算机启动后虚拟机执行的操作，以及停止物理计算机时虚拟机的保存状态。
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图20-13　转换物理计算机之十二
 
第12步，单击“下一步”按钮，显示图20-14所示的“转换信息”对话框。在列表框中，显示环境中是否满足转换物理驱动器条件，如果不满足条件将显示遇到的问题列表，注意要确认出现消息“未检测到问题”。如果出现问题，必须将这些问题全部解决后才能继续转换。
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图20-14　转换物理计算机之十三
 
第13步，单击“下一步”按钮，显示图20-15所示的“摘要”对话框。
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图20-15　转换物理计算机之十四
 
第14步，单击“创建”按钮，开始迁移物理计算机，显示图20-16所示的“作业”对话框。
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图20-16　转换物理计算机之十五
 
第15步，关闭“作业”窗口，返回到VMM管理控制台，转换成功的虚拟机处于停止状态，如图20-17所示。根据需要调整虚拟机的设置，调整完成后重新启动即可。
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图20-17　转换物理计算机之十六
 
20.1.2　VMware Converter
 
VMware Converter是VMware公司推出的一款可以将物理计算机转化为虚拟机（VMware格式）的工具，可以快速将运行微软操作系统的物理计算机和第三方映像格式转换为VMware虚拟机。VMware Converter迁移完物理计算机之后，可以使用格式转换工具将转换后的VMDK格式转换为Hyper-V支持的格式。
 
1．简介
 
VMware Converter可以在多种硬件上运行，并支持常用的大多数微软操作系统版本。通过这一功能强大的企业级迁移工具，能够完成以下功能：
 
 
 	在线快速而可靠地将本地和远程物理计算机转换为虚拟机，物理计算机不需要停机。
 
 	通过集中式管理控制台和直观的转换向导同时完成多个转换。
 
 	将其他虚拟机格式（如Microsoft Virtual PC和Microsoft Virtual Server）或物理计算机的备份映像（Ghost 9、Acronis磁盘备份）转换为VMware虚拟机。
 
 	将虚拟机的 VMware Consolidated Backup（VCB）映像恢复到运行的虚拟机。
 
 	作为灾难恢复计划的一部分，将物理计算机克隆并备份为虚拟机。
 

 
VMware Converter的转换架构如图20-18所示。
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图20-18　VMware Converter架构示意图
 
2．版本
 
VMware Converter有两个版本，分别是“标准版”和“企业版”。企业版的程序与标准版完全一样，只是企业版多了一个启动光盘，可以直接用该光盘启动（冷启动）要迁移的物理计算机，通过网络完成从物理主机到虚拟机的迁移过程。而标准版不带这张启动光盘，标准版可以直接通过网络，将正在运行的物理主机迁移到虚拟机中。本节中以标准版为例进行说明。VMware vCenter Converter Standalone是一款免费产品，下载地址：http://downloads.vmware.com/d/info/datacenter_downloads/vmware_vcenter_converter_standalone/4_0。
 
3．迁移方式
 
VMware vCenter Converter Standalone主要有两种迁移方式：网络共享文件夹迁移和主机迁移。
 
 
 	网络共享文件夹迁移：在要迁移的物理计算机上，安装并运行该软件，然后通过网络共享文件夹的方式，直接将该主机迁移到远程提供共享文件夹的计算机上，将该主机上的所有数据以虚拟机的格式保存。
 
 	主机迁移：在计算机上安装并运行VMware Converter标准版，在网络连通的情况下，直接将远程要迁移的物理主机上的数据以虚拟机的方式，保存在该计算机上。在迁移的时候，需要提供远程要迁移的物理主机的管理员账户和密码。
 

 
这两种迁移方式中，以第一种最常见，并且也最可靠，基本上这种方法可以100%成功；第2种方法只适合要迁移的物理主机服务并不是非常多的情况。
 
4．迁移前注意事项
 
使用VMware vCenter Converter迁移计算机时，虽然可以在不中断物理计算机运行的情况下迁移，并且可以对物理计算机不做任何更改就可以完成迁移，但在真正迁移中，建议遵循下列原则，可以提高迁移的成功性，并且可以加快迁移的速度。
 
 
 	迁移之前，断开网络，最好是使用RJ45直通线，将“源”计算机与“目的”计算机连接在一起，迁移过程中将会以最大网络速度进行。
 
 	停止“源”计算机中SQL Server服务，退出杀毒软件，关闭“源”计算机与“目的”计算机的防火墙。
 
 	使用chkdsk命令，检查“源”计算机磁盘是否有错误，并进行修复。
 
 	如果“源”计算机上有一些与服务无关的数据，例如一些安装程序、光盘镜像等，可以将这些数据“移动”到“目的”计算机的主机上。以后再使用时，可以直接通过网络共享文件夹使用这些数据，这样可以减少迁移的数据量。
 

 
5．安装VMware vCenter Converter Standalone
 
本例中，将IP地址为192.168.101.113的物理计算机，通过网络模式迁移到IP地址为192.168.101.82的计算机上，并直接保存成虚拟机格式（VMware Server 2.x）。
 
第1步，在IP地址为192.168.101.113的物理主机上，运行VMware vCenter Converter Standalone的程序，显示图20-19所示的对话框，选择运行环境对应的语言版本。
 
第2步，单击“确定”按钮，启动安装，显示图20-20所示的“欢迎使用VMware vCenter Converter Standalone”对话框。
 
[image: 图片 19]
 
图20-19　安装转换工具之一
 
[image: 图片 20]
 
图20-20　安装转换工具之二
 
第3步，单击“下一步”按钮，显示图20-21所示的“最终用户专利协议”对话框，显示该转换工具获得的专利情况。
 
第4步，单击“下一步”按钮，显示图20-22所示的“最终用户许可协议”对话框。选择“我接受许可协议中的条款”选项。
 
[image: 图片 21]
 
图20-21　安装转换工具之三
 
[image: 图片 22]
 
图20-22　安装转换工具之四
 
第5步，单击“下一步”按钮，显示图20-23所示的“目标文件夹”对话框。设置VMware vCenter Converter Standalone安装目标文件夹，使用默认值即可。
 
第6步，单击“下一步”按钮，显示图20-24所示的“安装类型”对话框。本例中选择“本地安装”选项，即将VMware vCenter Converter Standalone安装在需要转换的物理计算机中。
 
[image: 图片 23]
 
图20-23　安装转换工具之五
 
[image: 图片 24]
 
图20-24　安装转换工具之六
 
第7步，单击“下一步”按钮，显示图20-25所示的“准备安装”对话框。单击“安装”按钮，开始安装VMware vCenter Converter Standalone。
 
第8步，安装完成后，显示图20-26所示的对话框。单击“完成”按钮，完成VMware vCenter Converter Standalone的安装。
 
[image: 图片 25]
 
图20-25　安装转换工具之七
 
[image: 图片 26]
 
图20-26　安装转换工具之八
 
6．迁移物理主机到虚拟机
 
使用VMware vCenter Converter Standalone可以将物理计算机直接迁移为虚拟机，在转换过程中，通过网络将转换后的虚拟机保存在远程计算机上。
 
第1步，运行VMware vCenter Converter Standalone，显示图20-27所示的窗口。
 
[image: 图片 1]
 
图20-27　迁移物理主机到虚拟机之一
 
第2步，单击“转换计算机”按钮，启动转换向导，显示图20-28所示的“源系统”对话框。“选择源类型”设置为“已启动的计算机”，“指定已启动的计算机”设置为“此本地计算机”，即将当前计算机转换为虚拟机。
 
[image: 图片 1]
 
图20-28　迁移物理主机到虚拟机之二
 
单击“查看源详细信息”超链接，显示当前计算机的详细信息，如图20-29所示。
 
[image: 图片 1]
 
图20-29　迁移物理主机到虚拟机之三
 
第3步，单击“下一步”按钮，显示图20-30所示的“目标系统”对话框。“选择目标类型”设置为“Vmware Workstation或其他VMware虚拟机”。
 
“选择VMware产品”根据需要选择对应的VMware产品类型，本例中选择“VMware Server 2.X”。“名称”文本框中自动将当前计算机的FQDN完整名称作为转换后的虚拟机名称。在“选择虚拟机的位置”文本框中，设置转换后的虚拟机存放位置。本例中将转换后的虚拟机存储到192.168.101.82共享文件夹中。
 
[image: 图片 1]
 
图20-30　迁移物理主机到虚拟机之四
 
第4步，单击“下一步”按钮，显示图20-31所示的“选项”对话框，显示设置的转换参数。
 
[image: 图片 1]
 
图20-31　迁移物理主机到虚拟机之五
 
单击“编辑”超链接，可以调整转换后的虚拟机参数，如图20-32所示。
 
[image: 图片 1]
 
图20-32　迁移物理主机到虚拟机之六
 
第5步，单击“下一步”按钮，显示图20-33所示的“摘要”对话框。
 
[image: 图片 1]
 
图20-33　迁移物理主机到虚拟机之七
 
第6步，单击“完成”按钮，开始物理计算机迁移，如图20-34所示。根据迁移数据的大小，转换时间可能在几分钟到几十分钟，甚至在几个小时之间。
 
[image: 图片 1]
 
图20-34　迁移物理主机到虚拟机之八
 
如果转换的源主机、目标主机、使用的交换机都是千兆速度，则网卡的使用率会在60%～90%左右；如果在这三者之间，速度不一致，例如，源主机是千兆网卡，目标主机是百兆网卡，则源主机的网络使用率在20%以下，如图20-35所示。
 
[image: 图片 1]
 
图20-35　迁移物理主机到虚拟机之九
 
第7步，转换完成后的信息如图20-36所示，从日志中可以查看VMware vCenter Converter Standalone将物理计算机转换为虚拟机的详细过程。
 
第8步，使用VMware vCenter Converter Standalone将物理计算机转换为虚拟机后，可以使用VMDK格式到VHD格式文件转换工具，转换成微软产品支持的格式即可。
 
20.1.3　Disk2vhd
 
Disk2vhd是微软公司推出的一款用于将逻辑磁盘转换为“VHD”格式虚拟磁盘的绿色实用工具，可以将物理磁盘转换为Virtual PC或者Hyper-V类型的虚拟磁盘格式文件。Disk2vhd使用“快照”技术，支持在线转换功能。Disk2vhd支持命令行模式和GUI图形模式。Disk2vhd运行在Windows XP SP2、Windows Server 2003 SP1 或更高版本的系统之上，并且支持 X64系统。注意，微软的虚拟化平台产品对VHD文件容量有限制，例如Microsoft Virtual PC 仅支持最大容量为127GB 的虚拟磁盘（VHD），转换后的VHD文件不能高于这个限制。下载地址：http://www.onlinedown.net/softdown/93598_2.htm。下面以Windowx XP操作系统为例说明如何使用该工具。
 
[image: 图片 1]
 
图20-36　迁移物理主机到虚拟机之十
 
第1步，运行Disk2vhd，显示图20-37所示的对话框，显示Disk2vhd软件许可使用信息。
 
第2步，单击“Agree”按钮，接收许可协议，显示图20-38所示的对话框。
 
[image: 图片 36]
 
图20-37　Disk2vhd操作之一
 
[image: 图片 37]
 
图20-38　Disk2vhd操作之二
 
默认设置将逻辑磁盘转换为支持Hyper-V格式的虚拟磁盘文件，如果要逻辑磁盘转换为Virtual PC支持的虚拟磁盘格式，选择“Prepare for use in Virtual PC”选项。默认VHD文件的存储文件夹为Disk2vhd程序所在文件夹。“Volumes to include”列表中显示当前系统中所有可用的逻辑磁盘，并显示每个磁盘的容量。本例中将逻辑磁盘“C”盘转换为虚拟磁盘文件并存储到“E”盘根目录下，设置完成的参数如图20-39所示。
 
第3步，单击“Create”按钮，执行转换操作直到转换结束，如图20-40所示。转换完成后创建单一的VHD文件。
 
[image: 图片 38]
 
图20-39　Disk2vhd操作之三
 
[image: 图片 39]
 
图20-40　Disk2vhd操作之四
 
20.2　虚拟机格式转换
 
企业部署虚拟化应用后，将会遇到不同的虚拟化产品。不同公司的产品各有优点，因此，产品之间相互转换以及物理计算机封装成为虚拟化管理的手段。本章主要介绍VMware公司和微软公司产品之间的转换，VMware和微软都推出了各自的转换工具。其中，微软推出的System Center Virtual Machine Manager功能强大，但是需要较高的环境支持，并且只能运行在X64架构的Windows Server操作系统中。因此，本节中介绍两款常用的转换工具用来完成虚拟磁盘文件之间的转换。
 
20.2.1　StarWind Converter工具
 
StarWind Converter转换器支持虚拟机从VMware虚拟磁盘格式（VMDK：virtual machine disk format）转换为微软虚拟磁盘格式（VHD：virtual hard disk），反之也可以。该工具以扇区为单位进行复制，可以毫无改动地把磁盘文件转换为源镜像。下载地址：http://www.starwindsoftware.com/converter。下载完成后，根据安装向导默认安装即可。本例以VMDK格式转换为VHD格式为例说明使用方法，同理也可以将VHD格式转换为VMDK格式。
 
第1步，运行StarWind Converter后，启动虚拟磁盘格式转换向导，显示图20-41所示的对话框。
 
[image: 图片 40]
 
图20-41　VMDK转换为VHD之一
 
第2步，单击“Next”按钮，显示图20-42所示的“Source image”对话框。选择需要转换的VMDK格式的虚拟磁盘文件。在“File”文本框中，键入虚拟磁盘文件所在的文件夹。或者单击“…”按钮，选择需要转换的虚拟磁盘文件。“File info”文本框中显示选择的VMDK格式文件的详细信息，文件格式为动态扩展格式，最大文件容量为40GB。
 
[image: 图片 41]
 
图20-42　VMDK转换为VHD之二
 
第3步，单击“Next”按钮，显示图20-43所示的“Destination image format”对话框。设置转换后的磁盘格式。本例中选择“MS Virtual PC growable image”选项。VMware磁盘格式提供6种方案。
 
 
 	VMWare growable image：VMWare动态扩展格式，根据需要动态扩展虚拟磁盘空间。
 
 	VMWare pre-allocated image：VMWare固定磁盘分配格式，根据默认设置立即分配虚拟机需要的全部空间。
 
 	VMWare ESX server image：ESX计算机格式。
 
 	MS Virtual PC growable image：微软动态扩展格式，根据需要动态扩展虚拟磁盘空间。
 
 	MS Virtual PC pre-allocated image：微软固定磁盘分配格式，根据默认设置立即分配虚拟机需要的全部空间。
 
 	Raw image：StarWind使用的磁盘格式。
 

 
第4步，单击“Next”按钮，显示图20-44所示的“Destination file”对话框。设置转换后保存文件的VDK虚拟磁盘文件夹。默认以同名文件保存在VMDK文件所在的文件夹中。
 
[image: 图片 42]
 
图20-43　VMDK转换为VHD之三
 
[image: 图片 43]
 
图20-44　VMDK转换为VHD之四
 
第5步，单击“Next”按钮，显示图20-45所示的“Converting”对话框。开始转换文件。
 
第6步，转换完成后显示图20-46所示的对话框。单击“Finish”按钮，完成虚拟机磁盘格式的转换。
 
[image: 图片 44]
 
图20-45　VMDK转换为VHD之五
 
[image: 图片 45]
 
图20-46　VMDK转换为VHD之六
 
20.2.2　VMDK to VHD Converter工具
 
VMDK to VHD Converter是VMWare公司发布的将VMDK磁盘格式转换为VHD磁盘格式的转换工具，该工具是一款绿色软件，下载后直接运行即可。该工具需要Microsoft .Net 2.0 Framework以上版本支持。在转换前首先需要卸载VMWare虚拟机中的“Vmware tools”工具，否则转换完成后挂载到Hyper-V或者Virtual PC环境将会出现蓝屏故障。下载地址：http://vmtoolkit.com/files/folders/converters/entry8.aspx。
 
第1步，运行转换工具，显示图20-47所示的“Select VMWare Virtual Hard Disk”对话框。选择需要转换的VMDK虚拟磁盘文件。
 
第2步，选择目标虚拟磁盘文件后，单击“打开”按钮，显示图20-48所示的对话框。“Source Vmdk”文本框中显示需要转换的VMDK格式磁盘文件，“Destination Vhd”文本框中显示转换后的VHD格式文件所在目标文件夹。单击“save as”按钮，可以设置存储VHD文件的目标文件夹。单击“convert”按钮，开始转换虚拟磁盘文件直至转换结束。
 
[image: 图片 46]
 
图20-47　转换操作之一
 
[image: 图片 47]
 
图20-48　转换操作之二
 
20.3　物理计算机迁移后遇到的问题
 
物理迁移完成后，并非就“完事大吉”。在使用过程中可能会遇到许多意想不到的问题，因此需要对虚拟机进行调整。
 
20.3.1　管理封装后的虚拟机
 
使用SCVMM把物理主机“迁移”到虚拟机后，通过“System Center Virtual Machine Manager”和“Hyper-V管理器”，都可以管理封装成功的虚拟机。
 
1．物理计算机硬件配置
 
物理计算机硬件配置信息为：CPU是Xeon 2.4GHz，内存是512MB，双网卡（物理计算机中使用一块网卡），如图20-49、图20-50以及图20-51所示。
 
[image: 图片 145]
 
图20-49　物理计算机硬件配置信息之一
 
[image: 图片 48]
 
图20-50　物理计算机硬件配置信息之二
 
[image: 图片 49]
 
图20-51　物理计算机硬件配置信息之三
 
2．虚拟化的物理计算机硬件配置调整
 
使用SCVMM迁移完成后，需要对虚拟化的物理计算机进行调整。调整虚拟机的CPU、内存、硬盘以及虚拟网络的设置，如图20-52所示。
 
[image: 图片 1]
 
图20-52　调整虚拟机配置
 
3．服务验证
 
检查迁移后的虚拟机中的各项服务是否已经启动，然后通过网络中的其他计算机，使用以前的方法访问迁移后的计算机，测试提供的服务是否正常。
 
20.3.2　重新激活
 
如果源计算机安装的是OEM的Windows Server 2003，或者是非VL的Windows Server 2003，在迁移后，由于改变了系统的硬件环境，Windows Server提示需要在3天之内激活。但OEM的版本不允许更换计算机硬件（迁移到虚拟机中相当于更换机器），遇到这类情况时，可以在迁移之后的3天内，在提示激活的时候，选择“否”，然后使用Windows Server 2003 R2 VL版本，升级安装就可以了。主要步骤如下：
 
第1步，迁移后，系统提示3天之内必须激活，如图20-53所示，在此单击“否”按钮。
 
第2步，使用虚拟机加载VL版本的Windows Server 2003或Windows Server 2003 R2安装光盘镜像，升级Windows Server 2003，如图20-54所示。
 
[image: w2k3-2008-05-26-11-29-30]
 
图20-53　重新激活之一
 
[image: w2k3-2008-05-26-11-25-01]
 
图20-54　重新激活之二
 
第3步，升级后，系统与数据保持不变，整个升级完成。
 
20.3.3　卸载隐藏的虚拟网卡
 
实际应用中，尤其是物理计算机迁移过程中，经常遇到网络设置问题，其中大部分问题和网络适配器相关。
 
1．网卡被指派
 
物理计算机迁移完成后，将使用虚拟网卡取代原物理计算机的网卡。当为新网卡设置IP地址时，经常遇到图20-55所示的提示信息，提示IP设置信息已经指派给其他网卡。当出现以下信息时，需要卸载隐藏的虚拟网卡。
 
[image: 图片 150]
 
图20-55　网卡信息
 
2．卸载网卡
 
第1步，虚拟机运行后，在命令提示符下键入如下命令（如图20-56所示）：
 
Set devmgr_show_nonpresent_devices=1

Start DEVMGMT.MSC
 
[image: SNAGHTMLd00d5c]
 
图20-56　卸载隐藏的虚拟网卡之一
 
第2步，启动“设备管理器”后，单击菜单栏的“查看”菜单，在显示的下拉菜单列表中，选择“显示隐藏的设备”命令，如图20-57所示。
 
[image: SNAGHTMLd1033e]
 
图20-57　卸载隐藏的虚拟网卡之二
 
第3步，命令执行后，单击“网络适配器”，显示计算机中安装的所有网络适配器。鼠标右键单击需要删除的网络适配器，在弹出的快捷菜单中选择“卸载”命令，如图20-58所示。
 
[image: SNAGHTMLd16c4d]
 
图20-58　卸载隐藏的虚拟网卡之三
 
第4步，命令执行后，删除目标网络适配器。卸载时注意，不要卸载“WAN微型端口（IP）、WAN微型端口（L2TP）、WAN微型端口（PPPOE）、WAN微型端口（PPTP）”，也不要卸载其他无关硬件。设置之后，关闭设备管理器，重新启动虚拟机即可。
 


第21章　虚拟机备份与恢复
 
虚拟机备份与恢复要考虑两个层面，宿主机层面和虚拟机层面。宿主机层面从宿主机的角度备份与恢复虚拟机，备份与恢复虚拟机使用的Hyper-V虚拟文件组（配置文件、虚拟硬盘文件、快照文件、智能分页文件等）。虚拟机层面从虚拟机的角度备份与恢复虚拟机，使用传统的方法把虚拟机操作系统以及使用的虚拟磁盘文件保存到存储设备中。
 
21.1　宿主机层面
 
从宿主机层面看，每台虚拟机都是一个完整的个体。虚拟机包含一组文件，虚拟机备份与恢复可以从两个层面考虑：热备份与恢复和冷备份与恢复。
 
21.1.1　冷备份与恢复
 
冷备份与恢复指的是虚拟机在停机状态中，将虚拟机文件组复制到新的存储位置。当虚拟机出现故障时，使用存储位置中的虚拟机文件组替换原有的文件组即可。
 
21.1.2　热备份与恢复
 
热备份与恢复指的是在线备份与恢复虚拟机。通过“Hyper-V管理器”，可以使用快照方式，Windows Server 2012可以使用“Windows Server Backup”方式。
 
1．快照
 
“Hyper-V管理器”提供快照功能，虚拟机快照可以完整地保存虚拟机中正在运行的系统状态、应用程序甚至内存的使用状态。当虚拟机出现系统故障时，只要选择还原到合适的时间点状态即可。使用快照作为备份可能存在以下问题：
 
 
 	快照不能进行文件级别的恢复。当需要恢复虚拟机中某个文件时，如果使用快照恢复必须要还原全部的快照内容。
 
 	快照是执行快照操作之后，虚拟机产生的新数据写到一个独立的磁盘增量文件中（avhd或者avhdx）。随着快照数量的增多，宿主机中占用的存储空间越来越多，快照的增加将增加管理的难度。
 
 	快照具备依赖性。如果其中的一个父级快照出现故障，则会影响关联的所有子快照。
 

 
2．Windows Server Backup
 
Windows Server Backup（简称WSB）是Windows Server 2012内置的备份/恢复组件，支持虚拟机在线备份。从宿主机的角度备份虚拟机之前，建议遵循以下原则：
 
 
 	Hyper-V集成服务安装在每一台虚拟机上，并且在系统平台上不能禁止该服务。
 
 	虚拟机磁盘必须使用NTFS格式，磁盘模式为基本磁盘。使用动态磁盘或者FAT32文件系统的虚拟机都不允许在线备份，在进行备份时将导致虚拟机服务停止运行。
 
 	虚拟机所在的卷必须支持激活卷影复制服务。
 
 	创建虚拟机时，建议每个虚拟机独立存储在不同的文件夹中。使用WSB备份/恢复虚拟机时，直接备份/恢复文件即可。
 
 	存储在直连物理磁盘上的数据不能通过VSS备份。
 

 
21.1.3　准备WSB
 
1．启用WSB功能
 
WSB默认安装完成后，没有安装WSB功能组件，管理员需要用手动方式通过“添加角色和功能向导”添加该组件，其他操作根据向导提示执行即可，安装成功后不需要重新启动计算机，如图21-1所示。
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图21-1　启用WSB功能
 
2．虚拟机状态
 
本例中名称为“ShareXP”的虚拟机处于运行状态，WSB备份虚拟机所在的文件夹时，首先为正在运行的虚拟机创建快照，然后备份虚拟机。虚拟机运行状态如图21-2和图21-3所示。
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图21-2　虚拟机状态之一
 
[image: 图片 3]
 
图21-3　虚拟机状态之二
 
21.1.4　备份虚拟机
 
实际应用中，建议详细规划虚拟机备份计划，错开虚拟机之间的备份时间点，降低CPU、内存、磁盘IO的利用率，确保不影响虚拟机系统运行。本例中的虚拟机存储在单一文件夹中，因此备份该文件夹即可备份虚拟机完整状态。本例中虚拟机处于运行状态。本例以单一虚拟机为例，说明如何从宿主机中使用WSB备份/恢复虚拟机。
 
第1步，打开“服务器管理器”，选择“工具”→“WSB”选项。命令执行后，打开WSB工作窗口，从“导航窗格”中选择“本地备份”选项，如图21-4所示。
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图21-4　虚拟机备份之一
 
第2步，单击右侧“操作”窗格的“一次性备份”按钮，启动“一次性备份向导”，显示图21-5所示的“备份选项”对话框。本例中不使用计划备份，选择“其他选项”。
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图21-5　虚拟机备份之二
 
第3步，单击“下一步”按钮，显示图21-6所示的“选择备份配置”对话框。设置备份目标。如果选择“整个服务器”选项，将备份计算机中的所有数据，包括系统状态、应用程序状态等，建议在第一次备份时使用该选项，注意使用该选项必须具备足够的磁盘空间。本例中选择“自定义”选项，备份虚拟机所在的文件夹。
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图21-6　虚拟机备份之三
 
第4步，单击“下一步”按钮，显示图21-7所示的“选择要备份的项”对话框。本例中的备份目标是Hyper-V虚拟机所在的目标文件夹，因此需要手动选择备份目标。
 
单击“添加项目”按钮，显示图21-8所示的“选择项”对话框。在列表中选择虚拟机所在的目标文件夹。
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图21-7　虚拟机备份之四
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图21-8　虚拟机备份之五
 
单击“确定”按钮，关闭“选择项”对话框，返回到“选择要备份的项”对话框。选择的目标文件夹添加到列表中，即备份目标是虚拟机所在的文件夹，如图21-9所示。
 
[image: 图片 1]
 
图21-9　虚拟机备份之六
 
单击“高级设置”按钮，显示图21-10所示的“高级设置”对话框。切换到“VSS设置”选项卡，选择“VSS完整备份”选项。单击“确定”按钮，完成参数设置，返回“选择要备份的项”对话框。
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图21-10　虚拟机备份之七
 
第5步，单击“下一步”按钮，显示图21-11所示的“指定目标类型”对话框。选择存储备份文件地址，本例中选择存储在“本地驱动器”选项。
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图21-11　虚拟机备份之八
 
第6步，单击“下一步”按钮，显示图21-12所示的“选择备份目标”对话框。在“备份目标”列表中选择存储备份文件的目标磁盘，并显示目标磁盘的空间使用状况。
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图21-12　虚拟机备份之九
 
第7步，单击“下一步”按钮，显示图21-13所示的“确认”对话框，显示设置的备份信息。
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图21-13　虚拟机备份之十
 
第8步，单击“备份”按钮，开始备份虚拟机文件夹，如图21-14所示。
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图21-14　虚拟机备份之十一
 
第9步，备份完成后，单击“关闭”按钮，关闭“一次性备份向导”，返回到“服务器管理器”窗口。从“WSB”面板中显示备份状态，如图21-15所示。
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图21-15　虚拟机备份之十二
 
21.1.5　恢复虚拟机
 
恢复虚拟机之前，首先需要关闭虚拟机。如果虚拟机处于正在运行状态，只能创建新的虚拟机副本。如果选择覆盖选项，日志中将出现错误信息，同时不能恢复到选择的时间点。
 
第1步，打开“服务器管理器”，选择“存储”→“WSB”选项，单击右侧窗格中的“恢复”按钮，启动“恢复向导”，显示图21-16所示的“开始”对话框。选择备份文件的存储位置，本例中选择“此服务器”选项。
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图21-16　虚拟机恢复之一
 
第2步，单击“下一步”按钮，显示图21-17所示的“选择备份日期”对话框。“恢复向导”使用最后一次备份的时间作为默认恢复时间点，在“日历”窗口中以黑体字表示。如果WSB执行过多次备份，“时间”列表中显示所有备份时间点的备份（如图12-23所示）。
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图21-17　虚拟机恢复之二
 
第3步，选择需要恢复的时间点之后，单击“下一步”按钮，显示图21-18所示的“选择恢复类型”对话框。本例中选择“文件和文件夹”选项，因为虚拟机文件存储在指定的文件夹。
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图21-18　虚拟机恢复之三
 
第4步，单击“下一步”按钮，显示图21-19所示的“选择要恢复的项目”对话框。在“可用项目”列表中选择需要恢复的目标文件或者文件夹。选择目标文件夹或者文件之后，添加到“要恢复的项目”列表中。
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图21-19　虚拟机恢复之四
 
第5步，单击“下一步”按钮，显示图21-20所示的“指定恢复选项”对话框。设置虚拟机恢复目标，恢复到原始位置还是恢复到一个新位置。如果在目标文件夹中已经存在虚拟机时，设置操作模式。本例中选择“使用要恢复的版本覆盖现有版本”选项，即覆盖已经存在的虚拟机。
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图21-20　虚拟机恢复之五
 
第6步，单击“下一步”按钮，显示图21-21所示的“确认”对话框，显示需要恢复的详细信息。
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图21-21　虚拟机恢复之六
 
第7步，单击“恢复”按钮，开始恢复虚拟机（如图21-22所示），直至恢复成功。
 
第8步，恢复成功后，返回到WSB控制台，信息提示“文件恢复”已经“成功”，如图21-23所示。
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图21-22　虚拟机恢复之七
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图21-23　虚拟机恢复之八
 
21.2　虚拟机层面
 
虚拟机层面指的是在虚拟机操作系统中备份与恢复操作系统，以及应用程序数据。Symentec、Acronis等公司都有专业的产品。本节以微软公司的产品“System Center Data Protection Manager 2012”（简称DPM）为例，概要介绍虚拟机层面备份与恢复。
 
21.2.1　DPM概要介绍
 
Data Protection Manager 2012是System Center 2012家族中的一款产品，主要完成数据备份/恢复功能，支持的服务器类型包括SQL Server、Exchange Server、SharePoint、虚拟服务器、文件服务器，提供基于磁盘/磁带的数据保护和恢复服务，并且支持Windows台式计算机和便携式计算机，DPM还能够集中管理系统状态和提供裸机恢复功能。本节中主要介绍DPM支持的虚拟化服务器功能。微软System Center产品下载地址：http://www.microsoft. com/zh-cn/server-cloud/system-center/default.aspx。
 
21.2.2　安装DPM2012
 
1．前提条件
 
部署DPM必须具备以下条件：
 
 
 	DPM必须部署在Active Directory环境中。
 
 	DPM属于C/S应用架构，必须在需要管理的目标主机中安装DPM客户端代理程序。安装代理程序时，为目标主机分配的用户必须具备对目标主机“完全控制”的权限。
 
 	DPM需要SQL Server数据库支持，如果网络环境中没有安装SQL Server数据库，安装DPM时将自动安装SQL Server ExPress版本。
 
 	DPM自动管理备份存储设备，使用的设备不能由安装DPM服务器的操作系统管理。
 
 	DPM使用的磁盘格式为“动态磁盘”，如果设置为“基本磁盘”，挂载到DPM时，将自动转换为“动态磁盘”。
 

 
2．应用架构
 
本例中所有服务器安装Windows Server 2012操作系统，部署多台完成不同应用的服务器
 
 
 	部署一台域控制器，安装AD DS域服务，同时部署集成DNS服务，以及DHCP服务器。
 
 	部署一台DPM服务器，作为虚拟机备份/恢复服务器，集中管理网络中部署的安装Hyper-V角色的主机。SQL Server 2012数据库部署在DPM服务器中，SQL Server数据库的安装过程略。
 
 	部署一台NAS存储设备，提供iSCSI服务，为DPM服务器提供100GB的磁盘空间。
 
 	部署2台安装Hyper-V角色的虚拟化服务器，部署N台运行各种不同操作系统的虚拟机。
 

 
备份/恢复架构如图21-24所示。
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图21-24　DPM部署架构
 
3．安装DPM
 
DPM安装十分简单，基本使用默认设置即可，安装完成后需要重新启动计算机。DPM提供安装向导，管理员根据向导提示使用默认值即可完成安装。
 
第1步，将DPM光盘放入光盘驱动器，自动启动安装向导，显示图21-25所示的对话框。
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图21-25　安装DPM之一
 
第2步，选择“Data Protection Manager”选项，打开图21-26所示的 “Microsoft软件许可条款”对话框，选择“我接受许可条款和条件”选项。
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图21-26　安装DPM之二
 
第3步，单击“确定”按钮，开始安装DPM的先决组件，如图21-27所示。
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图21-27　安装DPM之三
 
第4步，安装完成后，启动DPM安装向导，显示图21-28所示的“欢迎使用”对话框。
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图21-28　安装DPM之四
 
第5步，单击“下一步”按钮，显示图21-29所示的“必备项检查”对话框。DPM需要使用SQL Server数据库，本例中，DPM服务器中已经安装SQL Server 2012数据库，将为DPM部署专用的数据库的实例。选择“使用SQL Server的专用实例”选项。
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图21-29　安装DPM之五
 
第6步，单击“检查并安装”按钮，向导将自动检测当前计算机环境是否符合部署DPM，如果缺少相应的组件将自动安装。本例中缺少“SISFilter”，安装完成后，提示需要重新启动服务器，如图21-30所示。
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图21-30　安装DPM之六
 
重新启动服务器后，再次检查是否符合DPM安装需求，直到显示“此计算机满足 DPM 的软件和硬件要求”，如图21-31所示。
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图21-31　安装DPM之七
 
第7步，单击“下一步”按钮，显示图21-32所示的“产品注册”对话框。设置“用户名”、“公司”以及“产品密钥”等信息。
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图21-32　安装DPM之八
 
第8步，单击“下一步”按钮，显示图21-33所示的“安装设置”对话框。单击“更改”按钮，设置DPM文件和数据库文件的位置。
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图21-33　安装DPM之九
 
第9步，单击“下一步”按钮，显示图21-34所示的“安全设置”对话框。DPM在当前计算机中创建两个管理账户，设置用户使用的密码，密码必须符合计算机的密码策略，注意两个账户的密码相同。
 
第10步，单击“下一步”按钮，显示图21-35所示的“选择使用Microsoft Update”对话框。根据需要设置。
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图21-34　安装DPM之十
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图21-35　安装DPM之十一
 
第11步，单击“下一步”按钮，显示图21-36所示的“客户体验改善计划”对话框。根据需要设置。
 
第12步，单击“下一步”按钮，显示图21-37所示的“设置摘要”对话框，显示安装DPM的设置信息。
 
第13步，单击“安装”按钮，开始安装DPM，直至完成，如图21-38所示。
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图21-36　安装DPM之十二
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图21-37　安装DPM之十三
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图21-38　安装DPM之十四
 
21.2.3　配置DPM
 
DPM安装完成后，需要完成两部分的配置任务：磁盘分配和添加代理。
 
 
 	磁盘分配：需要为DPM添加没有分配逻辑卷的备份磁盘。本例中，备份磁盘通过NAS设备提供100GB备份空间，DPM服务器使用Windows Server 2012内置“iSCSI发起程序”连接到NAS设备。
 
 	安装代理：为备份目标Hyper-V主机安装代理，只有安装代理的Hyper-V主机，才能被DPM服务器管理。
 

 
1．“计算机管理”查看添加的磁盘
 
DPM服务器中添加一块连接NAS存储的磁盘，连接成功后通过“计算机管理”控制台的“磁盘管理”联机该磁盘，设置完成的参数如图21-39所示。
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图21-39 “计算机管理”窗口
 
2．DPM服务器添加磁盘注意事项
 
DPM服务器中添加磁盘，需要注意以下问题：
 
 
 	如果向存储池中添加超过2TB的磁盘，必须将磁盘转换为GPT格式，这是因为MBR分区只支持2TB以下容量的磁盘。
 
 	添加到存储池的磁盘格式必须是动态磁盘，不能是基本磁盘。如果是基本磁盘将自动转换为动态磁盘。
 
 	建议将磁盘都添加到存储池中，未添加到存储池中的磁盘只能用于自定义卷，自定义卷无法使用DPM控制台进行管理。
 

 
3．添加磁盘
 
管理员手动为DPM服务器添加作为备份使用的磁盘，该磁盘类型为“基本磁盘”。
 
第1步，打开DPM管理员控制台，选择“导航窗格”→“管理”→“磁盘”选项，如图21-40所示。当前DPM服务器中没有安装任何可用的存储设备，作为备份存储　 空间。
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图21-40　DPM服务器安装磁盘之一
 
第2步，单击工具栏的“重新扫描”按钮，扫描DPM服务器中可用的磁盘。扫描完成后，单击工具栏的“添加”按钮，打开“将磁盘添加到存储池”对话框。“可用磁盘”列表中显示DPM服务器中可用的磁盘，如图21-41所示。
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图21-41　DPM服务器安装磁盘之二
 
选择需要添加的磁盘后，单击“添加”按钮，将选择的磁盘添加到“所选磁盘”列表中，如图21-42所示。
 
单击“确定”按钮，打开提示对话框，提示选择的磁盘是基本磁盘，DPM将该磁盘转换为动态磁盘。注意，一旦转换成动态磁盘，基本磁盘中的数据将全部丢失，如图21-43所示。
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图21-42　DPM服务器安装磁盘之三
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图21-43　DPM服务器安装磁盘之四
 
第3步，单击“是”按钮，开始转换磁盘。转换成功后，DPM控制台右侧窗口中显示添加成功的磁盘，如图21-44所示。
 
[image: 图片 1]
 
图21-44　DPM服务器安装磁盘之五
 
4．Hyper-V主机安装“代理”
 
第1步，打开DPM管理员控制台，选择“导航窗格”→“管理”→“代理”选项，如图21-45所示。如果目标Hyper-V主机没有安装“代理”程序，新安装的DPM服务器不能管理任何Hyper-V主机，只有安装“代理”的主机才能被DPM管理。
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图21-45　目标计算机安装代理之一
 
第2步，单击工具栏的“安装”按钮，启动“保护代理安装向导”，显示图21-46所示的“选择代理部署方法”对话框。本例中选择“安装代理”选项。
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图21-46　目标计算机安装代理之二
 
第3步，单击“下一步”按钮，显示图21-47所示的“选择计算机”对话框。向导自动检索Active Directory中的所有计算机，显示在对话框左侧的“计算机”列表中。
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图21-47　目标计算机安装代理之三
 
选择需要添加代理的目标计算机，单击“添加”按钮，选择的目标计算机添加到“所选的计算机”列表中，如图21-48所示。用同样的方法可以添加所有安装Hyper-V角色的主机。
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图21-48　目标计算机安装代理之四
 
第4步，单击“下一步”按钮，显示图21-49所示的“输入凭据”对话框。设置对目标计算机具备“完全控制”权限的用户名和密码。
 
第5步，单击“下一步”按钮，显示图21-50所示的“选择重新启动方法”对话框。本例中选择“是，安装保护代理后重新启动所选计算机”，即安装代理将自动重新启动目标计算机。
 
第6步，单击“下一步”按钮，显示图21-51所示的“摘要”对话框。
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图21-49　目标计算机安装代理之五
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图21-50　目标计算机安装代理之六
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图21-51　目标计算机安装代理之七
 
第7步，单击“安装”按钮，开始在目标计算机中安装代理程序，安装完成后显示图21-52所示的“安装”对话框。
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图21-52　目标计算机安装代理之八
 
第8步，单击“关闭”按钮，返回到DPM服务器控制台，如图21-53所示。
 
[image: 图片 1]
 
图21-53　目标计算机安装代理之九
 
21.2.4　备份虚拟机
 
建议备份前安装最新的操作系统补丁、业务系统以及优化虚拟机设置。DPM备份时不需要重新关闭虚拟机，在运行状态即可通过客户端代理完成主机中的虚拟机备份。Hyper-V主机中的虚拟机，无论出于何种状态（关机、在线、保存）还是包含多层快照，通过操作系统级别的“快照”模式都可以正常备份。备份虚拟机时注意以下事项：
 
 
 	操作系统制定系统备份计划，可以每周或者每月备份一次操作系统，以防止系统出现故障。
 
 	当系统更新补丁或者安装新的应用系统前，建议备份操作系统。
 
 	保留一定时间周期的操作系统备份，如果磁盘空间允许，建议保留6个月左右的系统备份。
 

 
1．备份类型
 
PDM提供两种方式的虚拟机备份。
 
 
 	新建保护组：首次备份的虚拟机通过向导完成虚拟机备份。DPM中将备份后的内容称为“保护组”。
 
 	恢复点：对已经执行过备份的虚拟机，可以通过恢复点方式快速完成虚拟机备份。该方式其实内置在“新建保护组”向导中。当为虚拟机安装补丁，更新业务系统或者做其他形式的更改时，建议通过恢复点方式为虚拟机创建备份。
 

 
2．“新建保护组”方式创建虚拟机备份
 
第1步，打开DPM管理员控制台，选择“导航窗格”→“保护”选项，如图21-54所示。新部署的DPM服务器没有创建任何保护组。
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图21-54 “新建保护组”方式创建备份之一
 
第2步，单击工具栏的“新建”按钮，启动“创建新保护组”向导，显示图21-55所示的“欢迎使用新建保护组向导”对话框。
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图21-55 “新建保护组”方式创建备份之二
 
第3步，单击“下一步”按钮，显示图21-56所示的“选择保护组类型”对话框。本例中将备份运行在Hyper-V主机中的虚拟机，因此选择“服务器”选项。
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图21-56 “新建保护组”方式创建备份之三
 
第4步，单击“下一步”按钮，打开“选择组成员”对话框。在“可用成员”列表中选择目标主机，然后选择主机中安装的Hyper-V角色。Hyper-V下列出当前主机中的所有虚拟机，选择需要备份的虚拟机即可。说明：如果宿主机部署群集环境，首先选择群集名称，再选择虚拟机。设置完成的参数如图21-57所示。
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图21-57 “新建保护组”方式创建备份之四
 
第5步，单击“下一步”按钮，显示图21-58所示的“选择数据保护方法”对话框。设置保护组的名称以及选择需要保存的目标磁盘。
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图21-58 “新建保护组”方式创建备份之五
 
第6步，单击“下一步”按钮，显示图21-59所示的“指定短期目标”对话框。设置保护期限以及创建恢复点的时间点。默认保护期限为5天，每天18:00创建恢复点。
 
第7步，单击“下一步”按钮，显示图21-60所示的“检查磁盘分配”对话框。DPM根据选择的目标虚拟机状态自动分配磁盘空间，注意选择“自动增大卷”选项，即为保护组分配的空间不足时，将自动增大备份需要的空间。
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图21-59 “新建保护组”方式创建备份之六
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图21-60 “新建保护组”方式创建备份之七
 
第8步，单击“下一步”按钮，显示图21-61所示的“选择副本创建方法”对话框。DPM部署在网络中，选择“自动通过网络”选项创建备份。
 
第9步，单击“下一步”按钮，显示图21-62所示的“一致性检查选项”对话框。选择“副本不一致时执行一致性检查”选项，对副本进行一致性维护。系统自动完成该操作，不需要管理员手动参与，但是执行该操作时会浪费较多的系统资源。
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图21-61 “新建保护组”方式创建备份之八
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图21-62 “新建保护组”方式创建备份之九
 
第10步，单击“下一步”按钮，显示图21-63所示的“摘要”对话框，显示备份虚拟机设置信息。
 
第11步，单击“创建组”按钮，开始创建保护组并同步虚拟机，保护组创建完成后显示图21-64所示的“状态”对话框。
 
第12步，单击“关闭”按钮，返回到DPM控制台，控制台中显示正在同步选择的虚拟机，在存储设备中创建虚拟机副本，如图21-65所示。
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图21-63 “新建保护组”方式创建备份之十
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图21-64 “新建保护组”方式创建备份之十一
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图21-65 “新建保护组”方式创建备份之十二
 
第13步，副本创建完成后，控制台中显示虚拟机的副本状态，如图21-66所示。副本创建的速度与网络速度、存储设备速度、Hyper-V主机的性能有关。
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图21-66 “新建保护组”方式创建备份之十三
 
3．“恢复点”方式创建备份
 
第1步，打开DPM控制台后，选择已经备份的虚拟机，如图21-67所示。
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图21-67 “恢复点”方式创建备份之一
 
第2步，单击工具栏的“恢复点”按钮，打开图21-68所示的“创建恢复点”对话框，建议选择“使用快速完整备份创建恢复点”选项，为虚拟机创建完整备份。
 
第3步，单击“确定”按钮，为虚拟机创建新的完整备份，创建成功后如图21-69所示。
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图21-68 “恢复点”方式创建备份之二
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图21-69 “恢复点”方式创建备份之三
 
第4步，如果副本不一致，将无法创建恢复点，如图21-70所示。
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图21-70 “恢复点”方式创建备份之四
 
21.2.5　恢复虚拟机
 
当虚拟机出现故障时，管理员通过DPM控制台，根据不同策略选择不同的恢复点，恢复目标虚拟机即可。
 
第1步，打开DPM管理员控制台，选择“导航窗格”→“恢复”选项，选择“导航窗格”的“浏览”选项，选择目标Hyper-V服务器中已经成功备份的虚拟机，选择备份的时间点，如图21-71所示。
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图21-71　恢复虚拟机之一
 
第2步，在右侧窗格中单击“上一级”按钮，“导航窗格”中目标虚拟机切换到“Microsoft Hyper-V”的选项，如图21-72所示。
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图21-72　恢复虚拟机之二
 
第3步，单击工具栏的“恢复”按钮，启动“恢复向导”，显示图21-73所示的“复查恢复选择”对话框，显示选择备份的详细信息。
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图21-73　恢复虚拟机之三
 
第4步，单击“下一步”按钮，显示图21-74所示的“选择恢复类型”对话框。本例中将备份的虚拟机恢复到原始位置，选择“恢复到原始实例”选项。
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图21-74　恢复虚拟机之四
 
第5步，单击“下一步”按钮，显示图21-75所示的“指定恢复选项”对话框。设置恢复参数，可以设置网络带宽限制、SAN存储恢复，以及邮件通知等信息，本例中不做设置。
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图21-75　恢复虚拟机之五
 
第6步，单击“下一步”按钮，显示图21-76所示的“摘要”对话框，显示恢复相关设置。
 
第7步，单击“恢复”按钮，开始恢复目标虚拟机，如图21-77所示。单击“关闭”按钮，关闭“恢复向导”，返回到DPM控制台。
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图21-76　恢复虚拟机之六
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图21-77　恢复虚拟机之七
 
第8步，选择“导航窗格”→“监视”选项，选择“作业”→“所有作业都正在进行”选项，右侧窗口中显示正在恢复的状态，如图21-78所示。
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图21-78　恢复虚拟机之八
 
21.2.6　恢复虚拟机的虚拟硬盘文件
 
虚拟机中可能安装多块磁盘，每块磁盘对应不同的虚拟硬盘文件。当确认虚拟硬盘文件出现故障时，可以单独恢复虚拟硬盘文件而不需要完整恢复虚拟机。在实际环境中，有的虚拟硬盘文件可能会超过100GB，一个虚拟机可能会超过数百GB，恢复整个虚拟机将需要很长时间，因此恢复单个虚拟硬盘文件不失为一种可行的解决方案。本例以恢复单个虚拟硬盘文件为例，说明如何恢复单个硬盘文件。
 
第1步，打开DPM管理员控制台，选择“导航窗格”→“恢复”选项，选择“导航窗格”的“浏览”选项，选择目标Hyper-V服务器中已经成功备份的虚拟机。选择备份的时间点后，窗口下方显示备份的虚拟机硬盘。鼠标右键单击目标虚拟硬盘，在弹出的快捷菜单中选择“恢复”命令，如图21-79所示。
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图21-79　恢复虚拟硬盘文件之一
 
第2步，命令执行后，启动“恢复向导”，显示图21-80所示的“复查恢复选择”对话框，显示虚拟硬盘的配置信息。注意，该操作恢复得是虚拟硬盘而不是虚拟机。
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图21-80　恢复虚拟硬盘文件之二
 
第3步，单击“下一步”按钮，显示图21-81所示的“选择恢复类型”对话框。恢复虚拟硬盘文件仅支持一个恢复类型，即“复制到网络文件夹”。
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图21-81　恢复虚拟硬盘文件之三
 
第4步，单击“下一步”按钮，显示图21-82所示的“指定目标”对话框。设置放置虚拟硬盘文件的目标文件夹，可以放置在原始Hyper-V主机中，也可以放置在其他网络位置。
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图21-82　恢复虚拟硬盘文件之四
 
第5步，单击“下一步”按钮，显示图21-83所示的“指定恢复选项”对话框。设置恢复参数，可以设置网络带宽限制、SAN存储恢复，以及邮件通知等信息，本例中不做设置。
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图21-83　恢复虚拟硬盘文件之五
 
第6步，单击“下一步”按钮，显示图21-84所示的“摘要”对话框。设置虚拟硬盘恢复信息。
 
第7步，单击“恢复”按钮，指定的虚拟硬盘文件开始执行恢复操作，并恢复到目标Hyper-V主机中，恢复过程如图21-85所示。
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图21-84　恢复虚拟硬盘文件之六
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图21-85　恢复虚拟硬盘文件之七
 


第22章　Hyper-V虚拟环境中遇到的问题
 
部署Hyper-V应用环境中，经常遇到USB设备以及防病毒软件问题，这两个问题也是Hyper-V所有产品都要面对的问题。因此，本章将为这两个问题提供专门的解决方案，方便读者在实际环境中更好地使用Hyper-V。
 
22.1　如何使用USB设备
 
Hyper-V所有版本中的部署虚拟机都不能直接访问USB设备。如果虚拟机要访问USB设备，例如USB接口加密狗、智能卡、网上银行“U盾”等，只能通过第三方提供的解决方案。本例中使用“USB Over Network”软件，通过网络共享方式使用USB设备。
 
22.1.1 “USB Over Network”概要介绍
 
“USB Over Network”是一款“客户端/服务器端”架构软件，完成网络访问USB设备共享功能。该软件使用方便，允许计算机“共享”和“获取”本地或者网络中部署在其他计算机中的USB设备。本软件包含x86和x64两个版本，分为客户端和服务端应用程序，用户根据环境选择对应的版本安装即可。
 
22.1.2　安装“USB Over Network”服务端
 
第1步，运行“USB Over Network”服务器端安装程序，启动安装向导，显示图22-1所示的对话框。
 
第2步，单击“Next”按钮，显示图22-2所示的对话框，显示最终用户许可协议，选择“I accept…”选项。
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图22-1　安装“USB Over Network”之一
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图22-2　安装“USB Over Network”之二
 
第3步，单击“Next”按钮，显示图22-3所示的对话框。选择产品试用还是安装正式的产品。如果选择“I have…”选项，在“Copy and license…”文本框中输入产品信息。
 
第4步，单击“Next”按钮，显示图22-4所示的对话框，设置安装目标文件夹。
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图22-3　安装“USB Over Network”之三
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图22-4　安装“USB Over Network”之四
 
第5步，单击“Next”按钮，显示图22-5所示的对话框。设置是否创建快捷方式，以及许可的用户范围。
 
第6步，单击“Install”按钮，开始安装。安装完成后，显示图22-6所示的对话框，提示“USB Over Network”安装完成。
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图22-5　安装“USB Over Network”之五
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图22-6　安装“USB Over Network”之六
 
22.1.3　服务器端设置
 
1．USB设备中的资料
 
本例中，USB设备部署在“USB Over Network”服务端计算机（运行Windows XP操作系统）中，USB设备中的资料如图22-7所示。
 
2．配置“USB Over Network”服务端的USB设备
 
案例任务：部署在Hyper-V中的虚拟机需要访问U盘中的应用程序。
 
[image: 图片 1]
 
图22-7　查看USB设备中的资料
 
第1步，安装“USB Over Network”服务端的计算机中，运行“USB Over Network”服务器端程序，程序运行后自动识别安装在计算机中的USB设备，如图22-8所示。
 
[image: 图片 1]
 
图22-8　部署服务端之一
 
第2步，鼠标右键单击需要共享的设备，在弹出的快捷菜单中选择“Share（共享）”命令，如图22-9所示。
 
[image: 图片 9]
 
图22-9　部署服务端之二
 
第3步，命令执行后，共享成功后的设备显示“Waiting for connection（等待连接）”状态，如图22-10所示。
 
[image: 图片 1]
 
图22-10　部署服务端之三
 
22.1.4　安装“USB Over Network”客户端
 
不支持USB设备的虚拟机或主机中，当需要访问USB设备时，可以在虚拟机或主机中安装“USB Over Network”客户端应用程序，通过网络访问部署在服务端的共享USB设备。
 
1．安装客户端应用程序
 
在Hyper-V Server中部署的虚拟机或者其他不支持USB设备的主机中，安装“USB Over Network” 客户端应用程序，安装过程同服务端安装（安装过程略），建议安装完成后重新启动计算机。
 
2．访问服务端
 
第1步，运行“USB Over Network”客户端应用程序，显示图22-11所示的窗口。客户端计算机没有连接任何USB设备。
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图22-11　访问服务端之一
 
第2步，鼠标右键单击“My Computer”，在弹出的快捷菜单中选择“Add”命令，如图22-12所示。
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图22-12　访问服务端之二
 
第3步，命令执行后，显示图22-13所示的“Add Remote USB Server”对话框。在“Remote IP address or computer name”列表中，输入“USB Over Network”服务器端的IP地址，默认端口是“33000”。单击“OK”按钮，连接到“USB Over Network”服务器端，显示服务端计算机共享的USB设备。
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图22-13　访问服务端之三
 
第4步，鼠标右键单击新发现的USB设备，在弹出的快捷菜单中选择“Connect”命令，如图22-14所示。
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图22-14　访问服务端之四
 
第5步，命令执行后，当前计算机将发现USB设备并安装驱动程序。本例中的USB设备连接的是U盘，分配逻辑驱动器号后，安装“USB Over Network”客户端的计算机即可访问部署在“USB Over Network”服务端计算机中的USB设备，如图22-15所示。
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图22-15　访问服务端之五
 
22.2　如何部署防病毒软件
 
本例中参与测试的计算机（物理机和虚拟机）中分别部署防病毒软件，分别截取物理机和虚拟机在安装防病毒软件前后的CPU和内存参数作为对比指标进行评测，由于计算机硬件配置、运行环境不同，测试参数仅作参考。
 
22.2.1　安装防病毒软件前
 
1．物理计算机配置
 
参与测试的物理计算机配置如图22-16所示。
 
2．CPU以及内存使用状况
 
没有安装“360防病毒软件”时，当前计算机的CPU以及内存使用情况如图22-17所示。
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图22-16　物理计算机配置
 
[image: 图片 1]
 
图22-17　物理计算机资源使用状态
 
22.2.2　物理计算机防病毒软件占用资源测试
 
安装“360防病毒软件”后，扫描计算机“所有磁盘文件”时的状态如图22-18所示。
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图22-18　物理计算机防病毒软件执行扫描作业
 
当扫描“所有磁盘文件”时，CPU资源和内存占用情况如图22-19所示。防病毒软件在扫描磁盘文件过程中，将占用较高的CPU资源，以及数百兆内存资源。
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图22-19　物理计算机执行扫描作业时资源使用状态
 
22.2.3　虚拟机防病毒软件占用资源测试
 
1．虚拟机安装防病毒软件前
 
虚拟机运行Windows XP操作系统，安装防病毒软件前计算机的CPU以及内存使用情况通过“Hyper-V管理器”监控，如图22-20所示。虚拟机来宾操作系统资源使用情况如图22-21所示。
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图22-20　Hyper-V资源监控
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图22-21　虚拟机来宾操作系统资源监控
 
2．单一虚拟机安装防病毒软件后
 
安装“360防病毒软件”后，扫描“所有磁盘文件”时，CPU资源和内存占用情况通过“Hyper-V管理器”监控，监控结果如图22-22所示。
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图22-22　Hyper-V资源监控
 
通过“Hyper-V_MON”工具，查看当前虚拟机的CPU以及内存使用情况，如图22-23所示。注意，防病毒软件扫描的目标不同，占用的CPU资源也不同，截图仅供参考。
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图22-23 “Hyper-V_MON”工具资源监控
 
由简单测试结果可以发现：当执行全盘扫描操作时，测试中的虚拟机中运行防病毒软件将占用宿主机较高的CPU资源。
 
3．两台虚拟机安装防病毒软件后
 
本例包括两台虚拟机，一台运行Windows XP操作系统，一台运行Windows Server 2012操作系统，分别安装“360防病毒软件”。防病毒软件安装完成后不运行防病毒软件，CPU和内存通过“Hyper-V管理器”监控，如图22-24所示。
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图22-24　不运行防病毒软件时Hyper-V资源监控
 
运行防病毒软件“磁盘扫描”中的“所有磁盘文件”后，CPU以及内存使用情况如图22-25所示。
 
[image: 图片 1]
 
图22-25　运行防病毒软件时Hyper-V资源监控
 
通过“Hyper-V_MON”工具，查看当前两台虚拟机的CPU以及内存使用情况，如图22-26所示。注意，防病毒软件扫描的目标不同，占用的CPU资源也不同，截图仅供参考。
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图22-26 “Hyper-V_MON”工具资源监控
 
22.2.4　测试结论
 
无论是虚拟机还是物理机，当运行防病毒软件时，都会占用CPU和内存资源（注意，由于运行环境不同，对系统资源占用率也不同）。当宿主机中部署的虚拟机达到一定数量时，如果所有虚拟机同时运行防病毒软件，将严重影响宿主机以及虚拟机的性能。因此建议：不要在虚拟机中部署防病毒软件，在宿主机中部署防病毒软件即可。
 
22.2.5　宿主机中部署防病毒软件需要注意的问题
 
Hyper-V主机中安装防病毒软件时，建议将部署虚拟机使用的所有相关文件、文件夹以及指定的文件后缀添加到“白名单”中。当执行全盘扫描时将直接跳过名单中的设置项，不对“白名单”列表中的目录、文件或者指定的文件后缀进行扫描。下面以“360防病毒软件”为例进行说明。
 
运行“360防病毒软件”，打开“设置”对话框，切换到“文件白名单”选项卡，如图22-27所示。
 
 
 	单击“添加文件”按钮，将目标文件（例如*.vhd、*.vhdx等）添加到列表中。
 
 	单击“添加目录”按钮，将目标文件夹添加到白名单列表中，例如“Hyper-V”目录，该目录是虚拟机默认存储目录。
 

 
设置完成的参数如图22-27所示。
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图22-27　防病毒软件“白名单”设置
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