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1 /) —ER main thread &it
2 void thread_pool_start(struct thread_pool xthreadPool) {

3
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assert(!threadPool->started);
assertInSameThread (threadPool->mainLoop) ;

threadPool->started = 1;

void *tmp;

if (threadPool->thread_number <= 0) {
return;

threadPool->eventLoopThreads = malloc(threadPool->thread_number * sizeof(s

for (int i = 0; i < threadPool->thread_number; ++i) {
event_loop_thread_init(&threadPool->eventLoopThreads[i], 1);
event_loop_thread_start(&threadPool->eventLoopThreads[i]);

FNIBE—T event_loop_thread_start XMNTi%, XN DA —EEESHEETHI, XB
HfHERT pthread create BT F&I2, FL&AE—BHEGIE, ZBIHLT

event loop thread run, F/{JfEEEEZI, event loop thread run #1777 FEF2HIY])
T, XN REEEBAIEDZERT pthread_mutex_lock #

pthread mutex unlock #7 7 IN8F0ESL, FERAT pthread cond wait k<F{&E

IREL

eventLoopThread #fY eventLoop RIZZE.
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/] BEEFEEA, R— N FEE, FRILFEIEFIRIE!T event_loop

struct event_loop *event_loop_thread_start(struct event_loop_thread xeventLoop

pthread_create(&eventLoopThread->thread_tid, NULL, &event_loop_thread_run,

assert(pthread_mutex_lock(&eventLoopThread->mutex) == 0);

while (eventLoopThread->eventLoop == NULL) {
assert(pthread_cond_wait(&eventLoopThread->cond, &eventlLoopThread->mut

}

assert(pthread_mutex_unlock(&eventLoopThread->mutex) == 0);

yolanda_msgx("event loop thread started, %s", eventLoopThread->thread_name

return eventLoopThread->eventlLoop;
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event_loop_thread_run — E3RtBEHITTINGL, Z/S¥I8AMK event_loop XI5, #1044
Y5epkzfa, TART pthread cond signal ERECKEAIILLAYPEZEEAE pthread cond wait
FRFLE. X, TEHEHSMN wait F75EE, CRBELUETHIT. FEEASHEDTRE
FA event_loop_run HNT — M FEBREIRISEH D AHITIRS, S5 FLIE reator EiEf
EHSEHRE.

B SHIE3
1 void *event_loop_thread_run(void *arg) {
2 struct event_loop_thread xeventLoopThread = (struct event_loop_thread *) a
3
4 pthread_mutex_lock(&eventLoopThread->mutex) ;
5
6 /] AL event loop, Z/EBRELIE
7 eventLoopThread->eventLoop = event_loop_init();
8 yolanda_msgx ("event loop thread init and signal, %s", eventLoopThread->thr
9 pthread_cond_signal(&eventLoopThread->cond) ;
10
11 pthread_mutex_unlock(&eventLoopThread->mutex) ;
12
13 /| FEFE event loop run
14 eventLoopThread->eventLoop->thread_name = eventLoopThread->thread_name;
15 event_loop_run(eventLoopThread->eventLoop);
16 1}

o LUEE, XBFEEMTFEERLENTEIERE event loop_thread A eventLoop
&R, XPMURENBHIETHES NULL, REIFLEES T#aN, M —F
NULL BB, XPMENRFEETHRAGBHININS, BRESETIFNEE. BIFERSH0
58, MRTEHEMNTFHRERSHEM, SFEETHRIBHZE, TEESTSUEE
AT,

SHNE
1 struct event_loop_thread {
2 struct event_loop *eventlLoop;
3 pthread_t thread_t1id; /* thread ID */
4 pthread_mutex_t mutex;
5 pthread_cond_t cond;
6 char x thread_name;
7 long thread_count; /* # connections handled x*/
8

}s
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B) | ZEREBIXIFERRER,

IBNEEEEETSHEE sub-reactor &2

BIEHRR, FLFRE— main reactor &fE, XPNEREGTONBITERT FAVSEH,
BEMRERN, BME—MEECTREM, WRBEIEZ sub-reactor 7442, i)
HIBHERE, IEX M EIEEEETHERA 1/0 BH354E sub-reactor FELARR G,
XEERVEFAL R, main reactor RIAFIERERFIEY, JL—BEHSFT— MEESL
YR, EZNEBERT, 84 sub-reactor JLAREFEF B _E 224 RALES,
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FAHIE, sub-reactor ZA2E— 1 TCIRIEIARY event loop HUTIR, EIRBEIEMEMHE
SHBERT, XMNEFEEZETE event dispatcher B9 dispatch £, {RETUARIERMIAJOPHEE
£ poll AAEE epoll wait b, XfPERT, FEEWNEEEEEEREFILA sub-
reactor FLLFENE?
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ANERFAIRELL sub-reactor ZF2M event dispatcher By dispatch EiR[E], ik sub-
reactor ZEIREIZ FREBIEHNCEEERFSMHIMLE, XHHBEMETK T .

BRANMETLL sub-reactor ZF2EM event dispatcher B9 dispatch FiR[EIR? BEEME—
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struct event_loop *event_loop_init() {

1
2 ce
3 //add the socketfd to event XERIZAIZRERTX, BHENTIREETLIE

4 eventLoop->owner_thread_id = pthread_self();

5 if (socketpair(AF_UNIX, SOCK_STREAM, 0, eventLoop->socketPair) < 0) {
6 LOG_ERR("socketpair set fialed");

-

8

9

}
eventLoop->is_handle_pending = 0;
eventLoop->pending_head = NULL;
10 eventLoop->pending_tail = NULL;
11 eventLoop->thread_name = "main thread";
12
13 struct channel *channel = channel_new(eventLoop->socketPair[1], EVENT_READ
14 event_loop_add_channel_event(eventLoop, eventLoop->socketPair[0], channel)
15
16 return eventLoop;
17 1

EFRERRREMRPXaAES, X&iF event loop BY, ZiEM T socketPair[1] fEik
=AY READ S5, 215RA READ SMH&E%E, A handleWakeup BREKSEREA4L
i,

SHIE

1 struct channel *channel = channel_new(eventlLoop->socketPair[1], EVENT_READ, ha

FA1kEFIX handleWakeup FE:

=L b, XPREFLEBSEAIM socketPair[1] #IAFE HEEN Y —MNF/RIME, BRLEbZ4k,
B4R, ENEZEFRBZELLFEEM dispatch RIBEZEFRTHEE,

SHIE
1 1dnt handleWakeup(void * data) {
2 struct event_loop *eventLoop = (struct event_loop *) data;
3 char one;

4 ssize_t n = read(eventLoop->socketPair[l], &one, sizeof one);



if (n != sizeof one) {
LOG_ERR("handleWakeup failed");
}

yolanda_msgx ("wakeup, %s", eventLoop->thread_name);

O 0 N O U,
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handle_connection_established &, 1&iJ accept KT BiEEEZT, BHIREN
EEEERET (U0i2) , ZF A thread pool get loop FXKEX—1 event loop.
thread_pool_get_loop HIIZIEIFEEE, M thread_pool ZeiEitbHizRRIREHEISH—
SAERIRSS. B TRELIE T tcp_connection IR,

B SHIE
1 /) AEREECEAIEIERE
2 1dnt handle_connection_established(void *data) {
3 struct TCPserver x*tcpServer = (struct TCPserver *) data;
4 struct acceptor xacceptor = tcpServer->acceptor;
5 int listenfd = acceptor->listen_fd;
6
7 struct sockaddr_in client_addr;
8 socklen_t client_len = sizeof(client_addr);
9 /] REUXNERVNESRT, RENFEEEST
10 int connected_fd = accept(listenfd, (struct sockaddr *) &client_addr, &cli
11 make_nonblocking(connected_fd);
12
13 yolanda_msgx("new connection established, socket == %d", connected_fd);
14
15 /] MWEFEHERIZE— eventloop RIRFZXNFANEEERT
16 struct event_loop *eventLoop = thread_pool_get_loop(tcpServer->threadPool)
17
18 /] FRENFEIEREFOE— tcp_connection Y5, FHEMFERFAY callback HREIZE!
19 struct tcp_connection xtcpConnection = tcp_connection_new(connected_fd, ev
20 //callback REB#EH
21 if (tcpServer->data != NULL) {
22 tcpConnection->data = tcpServer->data;
23 }
24 return 0;
25 }

£ tcp_connection_new €& tcp_connection SIKRAIRIBE, BILIBRISGERIE T
— channel 335, ¥ T READ FH&, Z/5EAR event loop add channel event
T EAEFEAZFIEN channel X%,
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1 tcp_connection_new(int connected_fd, struct event_loop *eventLoop,

2 connection_completed_call_back connectionCompletedCallBack,
3 connection_closed_call_back connectionClosedCallBack,

4 message_call_back messageCallBack, write_completed_call_bac
5 .o

6 /] FIFHAERS SR A IS

7 struct channel *channell = channel_new(connected_fd, EVENT_READ, handle_re
8 tcpConnection->channel = channell;

9

10 // T3S connectionCompleted AYRRZN[E]VE

11 if (tcpConnection->connectionCompletedCallBack != NULL) {

12 tcpConnection->connectionCompletedCallBack(tcpConnection);

13 }

14

15 [/ TBZEEFIINA channel MSIEME] event_loop HHH A= LE

16 event_loop_add_channel_event(tcpConnection->eventLoop, connected_fd, tcpCo
17 return tcpConnection;

18 1}
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event_loop_do_channel_event tBA~fI5), #EETRAVTATKEIE(RENER, ABRZNF
B4,

WNERBEBIRENG, FELAEFSTAA event loop channel_buffer nolock 1FFLAEAYEE
hIZINFEELMERY channel event 95, FAEIEINAY channel ISR USRIV N 4EFTEF
HIERIEURSMF.

ETRAUEBDRER, WMRIFIEI channel event BYAZ =R event loop Z&EEC,
£1iEA event loop wakeup FHEUE event loop FLEFRIGHRE, REERYS AREE, MEE
NIKUAY socketPair[0] EE5—1=15, 5=, event loop BEEFAT socketPair[1] Y
o[RS, WIRZHFIENN channel event BIZ2ZA] event loop Z&2EHCS, NEEAR
event_loop_handle_pending channel &:EFIEINAY channel event ZE4513K,

B SRS
1 1dnt event_loop_do_channel_event(struct event_loop *eventLoop, int fd, struct c
//get the lock
pthread_mutex_lock(&eventLoop->mutex) ;
assert(eventLoop->is_handle_pending == 0);
/] EZEER channel FIREIENIFAY channel
event_loop_channel_buffer_nolock(eventLoop, fd, channell, type);
//release the lock
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pthread_mutex_unlock(&eventLoop->mutex) ;
/] MRBELFERIBEE, WA event_loop_wakeup MREEFEAE
if (!isInSameThread(eventLoop)) {
event_loop_wakeup(eventLoop) ;
} else {
/] WIRBFEEEBS, NEETLURE

event_loop_handle_pending_channel(eventLoop);

return 0;

WNERZE event loop WILEEZ 5, 1=F NEEESHIT event loop handle pending channel
BRiEL. (R LIERIEEIMEANM dispatch IBHZ /S, tBERT
event loop handle pending channel g8,
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int event_loop_run(struct event_loop *eventLoop) {

(-

assert(eventLoop != NULL);
struct event_dispatcher xdispatcher = eventLoop->eventDispatcher;

if (eventLoop->owner_thread_id != pthread_self()) {
exit(l);

yolanda_msgx("event loop run, %s", eventLoop->thread_name);
struct timeval timeval;
timeval.tv_sec = 1;

while (!eventLoop->quit) {
//block here to wait I/0 event, and get active channels
dispatcher->dispatch(eventLoop, &timeval);

/] XE4E pending channel, MIRZBFEAZRIGEE, XM EDBRIEIHAITE

event_loop_handle_pending_channel(eventLoop);

yolanda_msgx ("event loop end, %s'", eventLoop->thread_name);
return 0;

event loop handle pending channel EREFIEREiEH =81 event loop B pending
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