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Preface

This text is aimed at graduate students in engineering, physics, and

applied mathematics. I have included four essential topics: Green’s
functions, integral equations, Fourier transforms, and Laplace trans-
forms. As background material for understanding these topics, a
course in complex variables with contour integration and analytic con-
tinuation and a second course in differential equations are assumed.
One may point out that these topics are not all that advanced — the
expected advanced-level knowledge of complex variables and a famil-
iarity with the classical partial differential equations of physics may be
used as a justification for the term “advanced.” Most graduate students
in engineering satisfy these prerequisites. Another aspect of this book
that makes it “advanced” is the expected maturity of the students to
handle the fast pace of the course. The fours topics covered in this
book can be used for a one-semester course, as is done at the Illinois
Institute of Technology (IIT). As an application-oriented course, I
have included techniques with a number of examples at the expense of
rigor. Materials for further reading are included to help students fur-
ther their understanding in special areas of individual interest. With
the advent of multiphysics computational software, the study of clas-
sical methods is in general on a decline, and this book is an attempt to
optimize the time allotted in the curricula for applied mathematics.

I have included a selection of exercises at the end of each chapter
for instructors to choose as weekly assignments. A solutions manual for

X





X Preface

these exercises is available on request. The problems are numbered in
such a way as to simplify the assignment process, instead of clustering
a number of similar problems under one number.

Classical books on integral transforms by Sneddon and on mathe-
matical methods by Morse and Feshbach and by Courant and Hilbert
form the foundation for this book. I have included sections on the
Boundary Element Method and Proper Orthogonal Decomposition
under integral equations — topics of interest to the current research
community. The Cagniard—-De Hoop method for inverting combined
Fourier-Laplace transforms is well known to researchers in the area
of elastic waves, and I feel it deserves exposure to applied mathemati-
cians in general. Discrete Fourier transform leading to the fast Fourier
algorithm and the Z-transform are included.

I am grateful to my numerous students who have read my notes and
corrected me over the years. My thanks also go to my colleagues, who
helped to proofread the manuscript, Kevin Cassel, Dietmar Rempfer,
Warren Edelstein, Fred Hickernell, Jeff Duan, and Greg Fasshauer,
who have been persistent in instilling applied mathematics to believers
and nonbelievers at IIT, and, especially, for training the students who
take my course. I am also indebted to my late colleague, Professor
L. N. Tao, who shared the applied mathematics teaching with me for
more than twenty-five years.

The editorial assistance provided by Peter Gordon and Sara Black
is appreciated.

The Mathematica™ package from Wolfram Research was used to
generate the number function plots.

My wife, Celeste, has provided constant encouragement through-
out the preparation of the manuscript, and I am always thankful
to her.



GREEN’S FUNCTIONS

Before we introduce the Green’s functions, it is necessary to familiarize
ourselves with the idea of generalized functions or distributions. These
are called generalized functions as they do not conform to the definition
of functions. They are often unbounded and discontinuous. They are
characterized by their integral properties as linear functionals.

1.1 HEAVISIDE STEP FUNCTION

Although this is a simple discontinuous function (not a generalized
function), the Heaviside step function is a good starting point to
introduce generalized functions. It is defined as

0, x <0,
h(x)=1 1/2, x=0, (1.1)
1, x> 0.

The value of the function at x = 0 is seldom needed as we always
approach the point x = 0 either from the right or from the left (see
Fig. 1.1). When we consider representation of this function using, say,
Fourier series, the series converges to the mean of the right and left
limits if there is a discontinuity. Thus, #(0) = 1/2 will be the converged
result for such a series.

Using the Heaviside function, we can express the signum function,
which has a value of 1 when the argument is positive, and a value of —1
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5 1 1 2

Figure 1.1. Heaviside step function.

-2 - 1 2
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Figure 1.2. Signum function sgn(x).

when the argument is negative (see Fig. 1.2), as
sgn(x) =2h(x) — 1. (1.2)
We may convert an even function of x to an odd function simply by

multiplying by sgn(x).
The function shown in Fig. 1.3 can be written as

F00) = h(a—|x)). (1.3)

This is known as the Haar function, which plays an important role in

image processing as a basis for wavelet expansions. In wavelet analysis,
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-2 -1 1 2

Figure 1.3. Haar function (a = 1).

families of Haar functions with support a, a/2, a/4.....a/2" are used

as a basis to represent functions.

1.2 DIRAC DELTA FUNCTION

The Dirac delta function has its origin in the idea of concentrated
charges in electromagnetics and quantum mechanics. In mechanics,
the Dirac delta §(x) is useful in representing concentrated forces. We
can view this generalized function as the derivative of the Heaviside
function, which is zero everywhere except at the origin. At the origin
it is infinity. As a consequence, its integral from —e to +¢ is unity. As
is the case for all generalized functions, we consider the delta function
as the limit of various sequences of functions. For example, consider
the sequence of functions shown in Fig. 1.4, which depends on the
parameter ¢,

lx| > €,

flxe) = { 0 (1.4)

1
3¢, x|l <e.

In the limit € — 0, f(x;€) — 8(x).
Note that

/Oof(x;e)dx: ef(x;e)dx: 1 :[oo (S(x)dx:/E S(x)dx. (1.5)

—00 —
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Figure 1.4. A delta sequence using Haar functions.

Figure 1.5. Another delta sequence using probability functions.

Another sequence of continuous functions which forms a delta
sequence is given (see Fig. 1.5) by the Gauss functions or probability

functions:

n _n2x2
fln) = ﬁe . (1.6)

We can see that the area under this curve remains unity for all values
of n. Let

o0 o0
I:/ ne ¥’ dx:/ e dx, (1.7)

—00 —00
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where we substituted nx — x. Using polar coordinates,

2 * 7x2
I = dx eV dy
/ / *(x +y )dxdy
21 2
:/ / e " rdrds
o Jo

© 5 2
=271/ e "rdr=—-me™"
0

We frequently encounter the integral /, which has the value

e e]

=r. (1.8)

0

1:/00 e dx = /. (1.9)

—00

As n— oo, f(x;n) — §(x).
By shifting the origin from x = 0 to x = §, we can move the spike of
the delta function to the point &. This new function has the properties,

S(x—£)=0, x#£E, (1.10)

Ete
/ S(x—§&)dx=1. (1.11)

—€

An important property of the delta function is localization under inte-

gration. As usual, properties of the generalized functions are proved
using the corresponding sequences. For any smooth function ¢ (x),
which is nonzero only in a finite interval (a,b), using the sequence
(1.4), we have

/ 6 ()8 (x — &) dx

E+te dx
= hm ¢(x) —

E+e 1 d
—hm/ [¢(§)+¢/($)(X—§)+§¢N(§)(X—§)2+~~:| f
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=i ly®et oo+
=Im1$E) +5¢ @)+ o (E)e -
=$(&). (1.12)

Integrals involving a scaled delta function can be evaluated as
shown:

/ h ¢(x>6(’%5)dx = / " b8 — &) ady’

where we used x' =x/a, &' =& /a,a > 0.

1.2.1 Macaulay Brackets

A simplified notation to represent integrals of the § function was intro-

duced in the context of structural mechanics by Macaulay. In this
notation

Sr—&)=(x—&) 7", (1.14)
h(x—&) = (x—£)°, (1.15)

1
/(x—g)"dx= p— x—&)" n£ -1, (1.16)
/(x—grldx: (x—¢&)°. (1.17)

All of these functions are zero when the quantity inside the brackets is

negative. Forn < 0, some books omit the factor 1/(n+1) in the integral.
We may include higher derivatives of the delta function in this group.
In one-dimensional problems, such as the deflection of beams under
concentrated loads, this notation is useful.
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1.2.2 Higher Dimensions

In an n-dimensional Euclidian space R” with coordinates (x1,x2,...,X,),
we use the simplified notation for the infinitesimal volume,

dxidxy...dx, =dx, (1.18)
and the same for functions

O (X1,X2,...,Xn) =P(x), 8(x1,%2,...,%,) =8(x). (1.19)

Then the n-dimensional integral,

/Rn B (x)8(x) dx = $(0). (1.20)

More often we encounter situations involving two and three-
dimensional spaces and cartesian coordinates (x,y) or (x,y,z), and the
above result directly applies. When we use polar coordinates (or spher-
ical coordinates) the appropriate area element (or volume element)

dA =rdrd6 (or dV =r*sin’¢drdepdo) (1.21)

is used. For example,

o0 p2m
/ f(r,0)8(r —ry,0 —6p)rdrdb = f(ro,00) (1.22)
0o Jo

1.2.3 Test Functions, Linear Functionals, and Distributions

We conclude this section by introducing the idea of generalized
functions or distributions as linear functionals over test functions.

A function, ¢ (x), is called a test function if (a) ¢ € C*, (b) it has a
closed bounded (compact) support, and (c) ¢ and all of its derivatives
decrease to zero faster than any power of |x| ™.

A linear functional 7 of ¢ maps it into a scalar. This is done using an
integral over —oo to co as an inner product with some other sequence
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or distribution, f. If we denote this mapping as

Tig) = f F$ 00 dx, (1.23)

then the §-distribution is defined by the relation

7?3[¢]=/ 8(x)¢ (x)dx = ¢(0). (1.24)

A sequence §,(n =0,1,...,00) converges to the §-function if
lim 75, [¢] — ¢(0). (1.25)
n—oo
A distribution p(x) is the derivative of the §-distribution if
T.l9]=—¢'(0), (1.26)
as

/ 8' () (x)dx = —/ 8(x)¢' (x) dx = —¢’(0). (1.27)

This way, we can define higher-order derivatives of the delta function.
In engineering, concentrated forces, charges, fluid flow sources, vortex

lines, and the like are represented using delta functions. The delta

function is also called a unit impulse function in control theory.

1.2.4 Examples: Delta Function

Using the property, for any test function ¢,

f PP (x)dx = ¢ (&) (1.28)
implies
Y(x)=58(x—§), (1.29)
prove that, for o, 8 # 0,
(a) ) .
—8(ax) = ——3(x), (1.30)
do o
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(b)
-B)= %5( _1r17,3) (1.31)
We may solve these examples using the basic properties of the delta
function as follows:

(a)
/ ¢(x)£5(oex) dx = 5/ ¢ (x)é(ax)dx
8 o
= a/ o (x/a)d(x)dx/a
91
= @;@5(0)
1
= —;d)(O). (1.32)
Comparing
9 1
S dex) = ——5(0). (1.33)
(b)
[ o —pax= [~ o(M2)s0-p2
—00 —00 ay
*© 1 1
-/ ay¢>( ?)6( —B)dy
EAPAT AR Sk 0
aﬂ¢< > (1.34)
Thus,
8™ —B) = %8 <x - IHT'B> . (1.35)
Other well-known examples of delta sequences are
S0 = %ﬁ limit a— 0, (1.36)
1 sinAx

8 =— , limit A — oo. (1.37)
ToX








各种都可以用此法
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1.3 LINEAR DIFFERENTIAL OPERATORS
Consider the differential equation
Lu(x)=f(x); a<x<b. (1.38)

Here, u(x) is the unknown, f(x) is a given forcing function, and L is a
differential operator. For a differential equation of order n, we need n

boundary conditions. For the time being, let us assume all the needed

boundary conditions are homogeneous. The differential operator L
has the form

ar n—1
L = an() 5+ an-1 (0) 2 o a0 (). (1.39)

A linear operator satisfies the properties
L(uy +up) = Luj + Luy, (1.40)
L(cu) =cLu, (1.41)
where uq,uy, and u are functions in C”, and c is a constant. Recall C"

indicates the set of differentiable functions with all derivatives up to
and including the nth continuous.

1.8.1 Example: Boundary Conditions

For the system

d*u )
—— tu=sinx; u)=1, u2)=3, (1.42)
dx

with nonhomogeneous boundary conditions, we introduce a new

dependent variable v, as 75 4@- 75 N é/% ’]i iﬁ 9
- N

u=v+Ax+B. (1.43)

The boundary conditions become






为何加入线性项？
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We get homogeneous boundary conditions for v, if we choose

A+B=1, (1.46)
2A+B=3, (1.47)
with the solutions, A =2 and B = —1. The original differential equation
becomes
d*v .
E+v=smx—2x+1; v(1)=0, v2)=0. (1.48)

1.4 INNER PRODUCT AND NORM

Given two real functions u(x) and v(x) on x € (a,b), we define their
inner product as

b
(u,v) = / u(x)v(x)dx. (1.49)
a
The two functions u and v are orthogonal if
(u,v) =0. (1.50)

The Euclidian norm of a function u associated with the above inner
product is defined as

b 1/2
||u||=,/(u,u):{/ uzdx} ) (1.51)

If the norm of a function is unity, we call it a normalized function.
For any function, by dividing it by its norm, we obtain a new nor-

malized version of the function. Generalized inner product and norms

are defined by inserting a weight function w, which is positive, in the

definitions, as
b
(u,v) =/ uvwdx; w(x) > 0. (1.52)
a
A sequence of functions, u;,i = 1,2,...,n, is called an ortho-normal

sequence if
(ui,uj) = 6ij, (153)
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where §;; is the Kronecker delta, defined by

Lol
5i,~={ =) (1.54)
0, i#].

1.5 GREEN'S OPERATOR AND GREEN’'S FUNCTION

For linear systems of equations in the matrix form,
Ax =y, (1.55)

if A is non-singular, we can write the solution x as
x=By, B=A"l. (1.56)
Here B is the inverse of the operator A. For the differential equation
Lu(x) =f(x), (1.57)

formally, we can write the solution u as

u=L"f. (1.58)

Since L is a differential operator, we expect its inverse to be an integral
operator. Thus,

u=Gf, G=L1, (1.59)

where G is called the Green’s operator. Explicitly, we have

b
u(x) = / g0 £V (6) de. (1.60)

The kernel inside the integral, g(x.&), is called the Green’s function

for the operator L.

The Green’s function depends on the differential operator and the
boundary conditions. Once g(x,£) is obtained, solutions can be gener-
ated by entering the function f(x) inside the integral. Thus, the task
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of obtaining complementary and particular solutions of differential
equations for specific forcing functions becomes much simpler. Even
discontinuous forcing functions can be accommodated inside the
integral.

1.5.1 Examples: Direct Integrations

For the first-order differential equation

du
T =fx); u(a)=0, (1.61)
by integrating we find
u(x) = / £(&)de. (162)
For this case,
1
g@£)=h@—f)={ e (1.63)
0, &€>ux.

The second-order differential equation describing the deflection of a
taut string,

d2

2 —fw; w@=0; ub)=0, (1.64)
dx
after one integration gives
du *
—=C d 1.65
-+ [ ree (165)
where C has to be found. Integrating again,
X'=x pé=x
u(x) = Cx—i—D—i—/ f&)dedx'. (1.66)
X'=a J&=a

Using u(a) = 0 we get D = —Ca. As shown in Fig. 1.6, the double
integration has to be performed on the upper triangular area. By

interchanging x'- and &-integrations, we have

E=x px'=x
u(x) = Clx—a) + / / F(&) dx'd. (167)
§=a Jx'=§
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¢ ¢

Figure 1.6. Area of integration in the x’,£-plane.

This interchange of integrations with appropriate changes in the limits
is called Fubini’s theorem. After completing the x’-integration, we get

u() = Cx—a) + / (x— ) (€) de. (1.68)

Using u(b) =0, we solve for C,
1 b
C=—— [ o-or©a. (1.69)
Now u has the form
1 X b
u=r— [/ b-ae—ored - [ (x—a)(b—s)f@)ds} .

In the second integral the range of integration, a to b, can be split into
atoxandx tob.

1 X b
u=-— {/ (b— )€ — a)f (&) d +/ (x—a)(b— S)f(é)dé} .
We can extract the Green’s function in the form

1 x=D)¢—a), &<ux,
b—a| ¢-b(x—a), &>x
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0.2

0.1

0.2 0.4 0.6 0.8 1

Figure 1.7. Green’s function for the point-loaded string when & = 0.25.

Observe the symmetry, g(x,&) = g(&,x), for this case. The differential
equation represents the deflection of a string under tension subjected
to a distributed vertical load, f(x). With a =0 and b = 1, we have
plotted the Green’s function in Fig. 1.7 for £ = 0.25.

Figure 1.7 shows the deflection of the string under a concentrated

unit load at x = £. The Green'’s function g(x, &) satisfies

d?g(x,£)

o ==, 80.8) =g(1§) =0, (1.71)

With & as a parameter, and the delta-function zero for x < & and for
x > &, we can solve Eq. (1.71) in two parts. If u; and up represent
the left and right solutions which satisfy homogeneous equations, we
can satisfy the left boundary condition by choosing the constants of
integration to have u1(0) = 0. Similarly, we can choose u; to have
ur (1) =0.

g0n8) = Aw (0 = Ax, x <, (1.72)
gx,&) =Bup(x) =B(1—x), x>E&. (1.73)

Integrating Eq. (1.71) from & — € to & + ¢, we find

li
e—0

dg dg B
m{Eeren-Fe-an) -1 (1.74)
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[“] - 079

The slope of g is discontinuous at x = £ (the quantity inside the double

This can be written as

bracket denotes a jump), but g itself is continuous. We can enforce the
continuity by choosing the constants A and B as

A=Cuy), B=Cu(&). (1.76)
So far we have
uup(§), x<§,
&HH=C 1.77
g8 { u (§uz(x), x>§&. (L.77)

Using the jump condition (1.75), we find

Clui®uy,§) —w@ui)}=1, CEEH-1-5HD)=1, C=-1
(1.78)

Finally,

xE-1, x<§,

Ex—1), x>§,

which is the same as the Green’s function we found by direct

gx,6) = { (1.79)

integration.

1.6 ADJOINT OPERATORS

Before we extend the idea of constructing Green’s functions for arbi-
trary linear operators using the § function as a forcing function, it is
useful to extend the notion of symmetry in matrices to differential
operators. With n-vectors x and y and an n x n matrix A, we find, if

ylAx =x"By, (1.80)
then, as these are scalars, taking the transpose of one of them,

B=AT, (1.81)
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and, if A is symmetric, B = A. Using the inner product notation, we
have

(y,Ax)=(x,By)= B=A". (1.82)

The term “transpose"” of a matrix operator translates into the “adjoint"
of a differential operator. If we follow the terminology of matrix alge-
bra, it is more reasonable to speak of the transpose of an operator.

However, it is the convention to use the word “adjoint" for differen-

tial operators. Of course, the adjoint of a matrix is a totally different
quantity. With L and L* denoting two nth order linear differential
operators and u and v functions in C", we call L* the adjoint of L, if

(v,Luy = (u, L*v), (1.83)

with u and v satisfying appropriate homogeneous boundary conditions.

1.6.1 Example: Adjoint Operator

Find the adjoint operator and adjoint boundary conditions of the
system,

Lu=x*u"+u'+2u, u()=0, u'(2)+u)=0. (1.84)

For this system, we use integration-by-parts to apply the differential

operator on v,
2
(v, Lu) =/ v[x2u” + ' +2u]dx
1
2 2
= {xzvu/ — (xzv)’u+vu} ‘1 +/ u[(x*v)" —v' +2v]dx.
1
From the quantity inside the integral, we see

L¥v = (xZU)// — v +20v =x2v” + (4x — 1)’[)/ + 4,
2

d d
*_ 2 _
L*=x ) + (4x 1)_dx +4. (1.85)
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The quantity that has to be evaluated at the boundaries is called the bi-

linear concomitant, P(x), asitis linear in # and in v. The homogeneous

boundary conditions have to be such that P should vanish at each

boundary.

PQ2) =4vQ)u/ (2) — 4vQ)u(2) — 4’ Q)u2) + vQu(2)
= 4Q2)u' (2) — [3v(2) + 40" () 1u(2).
From the given condition, u/(2) = —u(2), we have
PQ2) = —[Tv2) +4' ) Iu(2).
Since u(2) is arbitrary,
40/ (2) +Tv(2) =0. (1.86)
At the other boundary, we have
P(1) =v(Du' (1) —201) + o' (DHu) +v(Du(l)
= v/ () = [v(1) —v' D)Ju).

Using, u(1) =0, we get

v(1) =0. (1.87)
In general, L* and the boundary conditions associated with it are dif-
ferent from L and its boundary conditions. When L* is identical to L,

we call L a self-adjoint operator. This case is analogous to a symmetric

matrix operator.
1.7 GREEN’S FUNCTION AND ADJOINT

GREEN'S FUNCTION

Let L and L* be a linear operator and its adjoint with independent
variable x. We assume there are associated homogeneous bound-

ary conditions that render the bi-linear concomitant P = 0 at the

boundaries. Consider

Lg(x,x1) =8(x—x1); L*g*(x,x2) =8(x —x2), (1.88)
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where g* is called the adjoint Green’s function.

Now multiply the first equation by g* and the second by g and form
the inner products,
(8" (x,x2), Lg(x,x1)) — (g(x,x1), L*g" (x,x2))
= (g"(x,x2),8(x —x1)) — (g(x, x1),8(x —x2)). (1.89)
The left-hand side is zero by the definition of the adjoint system.

After performing the integrations (remember, x is the independent
variable), the right-hand side gives

g (x1,x2) = g(x2,x1) or g*(,x)=g(x,§). (1.90)

This shows the important symmetry between the Green’s function and

its adjoint. For the self-adjoint operator, g*(§,x) = g(x,&), and we have

g(x,£) = g(£.x). (1.91)
We saw this symmetry in the example where we had a self-adjoint

operator, d?/dx.

1.8 GREEN’'S FUNCTION FOR L
Using the adjoint system in (a, b), again with x as the variable, for
Lu()=f(x), L*g"(x,§)=38(x—%), (1.92)

by subtracting the inner products,
(8", Lu) — (u,L*g") = (g".f (%)) — (u,8(x — &)).
Again, the left-hand side is zero, and the right-hand side gives
b
u@) = / g5 (x,8)f (x) dx, (1.93)
a

which, after interchanging x and &, becomes

b
u(x) = / g (6.0 (€) de. (1.94)
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We can avoid g* by using the symmetry between g and g* and writing

b
u(x) =/ g(x,6)f (§)dt. (1.95)

By applying the L-operator directly to this expression, we get
b b
Lu=L [ grof@ds = [ Leworerde
a a

b
_ / 5(x — E)f (6) dE = F (). (1.96)

1.9 STURM-LIOUVILLE OPERATOR

A general self-adjoint second-order operator is the Sturm-Liouville
operator L in the expression

Lu= (pu') +qu, (1.97)

where p(x) and g(x) are given continuous functions with p being non-
zero in (a, b). For various choices of p and g, Lu = 0 yields familiar
functions such as the trigonometric functions (p =1, = 1), hyperbolic
functions (p = 1, ¢ = —1), Bessel functions (p = x%, g = n?> — x?), Leg-
endre functions (p =1 — X2, qg=—nn+ 1)), and so on. We assume
certain homogeneous boundary conditions.

The Green'’s function for this operator has to satisfy

Lg(x,§)=0(x—§)= Lg1=0, x<§ Lg=0 x>§& (19
with the same boundary conditions. Here we have used the notation

_ g1(x,8), x<§,

1.99
g2(x,8), x>§&. (199

Let u; and up be two independent solutions of the homogeneous
equation above, with u; satisfying the left boundary condition and u;
satisfying the right boundary condition. Integrating

(pg) +qg=58(x—§) (1.100)
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from & — e to & + ¢, we find

E+e §+e
! +/ qgdx=1. (1.101)
E—e £

—€

In Eq. (1.100) the § function balances the first term, and gg is finite.
As € — 0, the second term in Eq. (1.101) goes to zero, and we obtain

dg B
[[P(X)E(X,E):H . =

{g(é+eé)—g(€—eé) [[ (E)ﬂ —,  (1.102)

the jump condition

where we have used the double bracket notation for the jump in slope.
Thus, the slope of the function g is discontinuous at &, but g itself
is continuous at x = £. Now we set

um(xu§), x<§,

(1.103)
up(x)ui(§), x=>§,

g(x,";“):C{

which is continuous and symmetric. Using the jump condition, we find
Cas

1
Cluy©ur(§) —ua(§uj(§)} = @) (1.104)

At first it appears C may be a function of £. But this is not the case.
From

(puy) +quz =0, (pu}) +qui =0, (1.105)

we see the indefinite integral

/ [u1(puy) — up(puy)1dx = A, (1.106)

where A is a constant. If we integrate the first term by parts twice, we
get

p(ubur —upuy) = A. (1.107)
This is called the Abel identity. It is worth noting that the Abel iden-
tity may be used as a first-order differential equation to find a second
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solution u; if we know only one solution u1. The unknown C turns out

be the reciprocal of the Abel constant in the form,

== 1.1
C=— (1.108)

We write the Green’s function as

1 { w (Oua(€), x <&, (1.109)

g(x,8) = —
Al w@u @), x>&.
The point & is known as the source point as it is the location of the

delta function, and x is known as the observation point.

1.9.1 Method of Variable Constants

Having two independent solutions of the equation

(pu') 4+ qu =0, (1.110)
namely, u1 and u;, we can solve the nonhomogeneous equation

(pu) +qu=f, (1.111)

by the method of variable constants.
The method of variable constants assumes

u=Au+Axuy, (1.112)

where A1 and Aj are taken as functions of x. If we further stipulate %ﬂl /'i’

that u; satisfies the left boundary condition, then A; can be set to zero
at the left boundary. Similarly, assume u; satisfies the right boundary
condition and A is zero at the right boundary.

As there are two functions to be found and there is only one
equation, Eq. (1.111), we_ impose the condition

ur A +up Ay = 0. (1.113)










规定
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Substituting Eq. (1.112) in the nonhomogeneous equation (1.111) and
noting u1 and u; satisfy the homogeneous equation, we get

puiAl +pus A5 =f. (1.114)
Solutions of these two equations are
A pWhuy —uwuy) = —wof,  Asp(hur —upuy) = uif. (1.115)

Using the Abel identity, these simplify to

1

1
A/l = —Zuzf, A/ = ZL!]f. (1116)

Using the boundary conditions, A1(b) =0 and A3 (a) =0, we integrate

the preceding relations to get

1 [P | e
A1=Z/ uy (§)f (§) d§, A2=Z/ w@EFE)ds.  (1.117)

Now the solution, u, can be written as

1 o b
w=—~ |:/ ui (§)uz (0)f (§)dg —i—/ up (&)ur (0)f (§) d§:|. (1.118)

We extract the Green’s function from this as

1 : u(ux(§), x<§, (1.119)

$OD=T1 wwm©), x>,

which is, of course, the same as the one we found using the § function.

1.9.2 Example: Self-Adjoint Problem
Obtain the Green’s function for the problem
3
oy — 1= f), w0 =0, ul)=0, (1.120)

and use it to solve the nonhomogeneous differential equation when

Fo0) = VA
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The given equation is in the self-adjoint form. Trying u = x* as a
solution for the homogeneous equation, we get

A +r—3/4=0, rA=1/2, r=-3)2. (1.121)
The two solutions, x'/> and x~3/2, can be used to get
up =x12, uy =x1? —x732, (1.122)

which satisfy the boundary conditions. In general, we may let
up = Ax? + Bix3?, up = Axx'? + Box 32, (1.123)

and obtain the constants to satisfy the boundary conditions.

The Green’s function is written as

(1.124)

(x E) _ xl/z(él/z - 5_3/2)’ X< %‘7
RO 51/2(x1/2_x73/2)’ x> E.

Using the jump at x =§,

H ﬂ 52, (1.125)

we find C = 1/2. The solution of the nonhomogeneous problem when

=./xis

/g(xé)\/_dé—%[x/_< —é)/jwuﬁf(s—é)ds},

1
u= z\/)_clogx. (1.126)

1.9.3 Example: Non-Self-Adjoint Problem

Obtain the Green’s function and its adjoint for the system,

Lu=u"-2u -3u; u0) =0, u'1)=0. (1.127)
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From (v, Lu) — (u, L*v) = 0 by integration by parts, we find

L*v=v"42v =3v; v0)=0, '(1)+2v(1)=0. (1.128)

AX

Using solutions of the form, e**, we have

Lu=0, solutions: e *,e*,

L*v=0, solutions: €~ e ",

We can combine these basic solutions to satisfy the boundary condi-
tions, which gives

1
up=e - w=et+ §e3x_4, (1.129)
vi=e"—e ¥, =" 43 (1.130)

Integrating Lu = § and L*v = §, the jump conditions are

dgx.©)T dg* &)
[[dx x:§_1, [[—dx x:E_l. (1.131)

Next we assemble the Green’s functions as

(e —e¥) et 1Y, x<g,
=C 3 1.132
g(xas) [ (675 _ 835)(67)6 + %e3x74), x> ;;:, ( )
N - (e* — 6_3")(6é + 364_3E), x<§&,
g =C { (€f —e ¥ (X +3e*), x> &. (1.133)

The values of C and C* are found using the jump conditions, as

C {(—es +e5 (e =) — (—eF —3e%) <e5 + %e3§4> } =1,

(1.134)
1 1
C* { (—3643‘5 + §e§> (5 —e %) — (f +3e73) <e43é + 3e5> } =1.
(1.135)
Simplifying these expressions, we get
3 e % 3 e*
¢ cr=-2>_°¢ (1.136)

T 434 T414364
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The two Green’s functions are

11 [ e =eGe ¥ +¢), x<t,
5ol 1.137
g(x,8) 41+ 364 { (6—38 _eS)(3e4—x _|_e3X)’ x>£, ( )
1 1 [ (¥ —e9GBett+e¥), x<&,
gy = b 1.138
g (x,8) 41136 { (e 8 —e¥)Be* 3 oY), x>E&. ( :

We can observe the symmetry between g and g*.

1.10 EIGENFUNCTIONS AND GREEN’S FUNCTION

We may use the eigenfunctions of the operators, L and L*, with the
associated homogeneous boundary conditions to solve the nonhomo-
geneous problem,

Lu=f. (1.139)

Let u, and v, (n =1,2,...) be the eigenfunctions of L and L*, respec-
tively. Assume A, and u, are the sequences of eigenvalues associated
with these eigenfunctions. That is

Lu, = Muy,, L*v, = pyon. (1.140)

We assume that each of the sequence of eigenvalues are distinct and the

eigenfunctions are complete. Then all of the v’s cannot be orthogonal

to a given u,. Let us denote by v, one of these v’s that is not orthogonal
to u,. We now have

An{Up,Un) = (U, Luy) = (un»L*Un> = Wp{Un,Vn), (1~141)

which shows w, = A,. The two operators, L and L*, have the same
eigenvalues,
Luy, = Aplty, L Uy = Ay, (1.142)

Forming inner products of the first equation with v,, and the second
with u,, we get

(Um, Lttn) — (Un, L* ) = Ay — Am) (U, ) = 0. (1.143)
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This shows that for distinct eigenvalues, the eigenfunctions are bi-

orthogonal,
<un,vm>=0, l#]

Further, we normalize the eigenfunctions using the relation

(Un,vp) = 1.

(1.144)

(1.145)

Getting back to the nonhomogeneous equation, Lu = f, we expand

the unknown u and the given f as

u= Zanun, f= anun, b ={f,vn),

where to get b, we used the bi-orthogonality of i, and v,:

Lu= LZanun = ZanLun = Zanknun = anun.

Since u,, are linearly independent, we get

1 1
an = Ebn = E(f/vn)-

The solution u is obtained as

b
u =Y / Mﬂé)dé-

Comparing with the Green’s function solution, we identify

g(x,E) = Z un(x))tvn@)‘

Further, using g(x,&) = g*(¢,x), we have

g g =y )

Of course, for a self-adjoint operator, u;,, = v, and g = g*.

(1.146)

(1.147)

(1.148)

(1.149)

(1.150)

(1.151)
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1.10.1 Example: Eigenfunctions

Consider the equation

2
% —f, w0 =0, u(l)=0. (1.152)

The eigenvalue problem for this self-adjoint system is

d’u,,
dx?

=Aplty, up(0)=0, u,1)=0;, n=1.2,.... (1.153)
Let A = —u2. The solution uy, is found as
Uy = Ay cos(ppx) + By sin(u,x). (1.154)
The boundary conditions give
A, =0, Bysin(u,)=0. (1.155)
For nontrivial solutions, B,, # 0, and we must have
sin(u,) =0, wuy,=nm, i,= —n*r2. (1.156)

We choose B, = +/2, so that ||luy,|| = 1. The Green’s function has the
eigenfunction expansion

oo

g(x,6) = — Z 2sin(nmwx) sin(nng:).

n2m?

(1.157)

n=1

This is nothing but a Fourier series representation of the the Green’s
function, (1.79).

1.11 HIGHER-DIMENSIONAL OPERATORS

In many applications, we encounter the generalized Sturm-Liouville
equation

0 ou 0 u d ou
u=- (p—8x> + 3y (p 8y> + 3z (p 8z) +qu=f(x,y,2), ( )
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in a three dimensional (3D) domain € with homogeneous conditions
on the boundary 9<2. Here, p and q are functions of x, y, and z. We will
also consider the two-dimensional version where the z-dependence is
absent. Defining the gradient operator

d 3 d
V=i—+j—+k—

, 1.159
ox ay 0z ( )

where i, j, and k are the cartesian unit vectors, we can write the

Sturm-Liouville equation as

V.-(@Vu)+qu=f. (1.160)
Let

n=iny+ jn,+kn; (1.161)

be the outward normal to the boundary surface 9<2.
The inner product is now defined as the volume integral

(u,v) = / uvdS. (1.162)
Q
As before, let the Green’s function, g(x,£), satisfy
Lg=358(x—&). (1.163)

Then
<g1Lu>_<u>Lg>=0= (g’f>_(u78>’ (1164)

provided g satisfies the homogeneous boundary conditions on 9Q2. We
now have

u(x) = /Qg(x,S)f(E)dQ- (1.165)

Formally, this shows the Green’s function representation of the solu-
tion of any self-adjoint partial differential equation in an #-dimensional
domain. The extension of this representation for any non-self-adjoint
operator is similar to what was done in the case of the one-dimensional
equations.
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To see the behavior of the Green’s function in the neighborhood of
the source point &, we consider a small spherical volume, V, of radius
r =€ centered at & and integrate the equation, Lu = §, over this volume.
Using the fact that the integral of the delta function is unity, we see

/ [V (pVg) +qgldV =1. (1.166)
%4

Using the Gauss theorem, the first term of the integral can be converted

to a surface integral,

/n-pngS—i—/ qgdV =1,
S v

0
/p—gdS+/ ggdV =1, (1.167)
s or v
where we have used the directional derivative
0
n~PVg=pa—g, (1.168)
r

with r representing a coordinate normal to the surface (i.e., r = |x — &]).
As € — 0, we observe that the volume integral of gg is small compared
to the surface integral, and the Green’s function is spherically symmet-
rical as the boundaries are far away compared to the scale of €. From
this the behavior of the Green’s function for small values of 7 is of the
form,

dg dg 1

daprr=2 ~1, =~ .
T dr dr  4mpr?

(1.169)

For aninfinite domain the boundary effects are absent, and, in addition,

if g =0, the preceding result can be written as

dg dg 1
daprr=2 =1, ==_—_—_. 1.170
U T @ dmpr? ( )
Further, if p = 1, the exact Green’s function for an infinite domain
becomes
1
go=—7—> r={ax—>+0@—-n’+@E-0""2  (1171)

4y’
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O (&)

X

Figure 1.8. Two-dimensional domain.

With p =1 and g = 0, the Sturm-Liouville equation becomes the
Poisson equation
Viu=f. (1.172)

We could apply the above integration using the Gauss theorem for
the two-dimensional (2D) Sturm-Liouville equation (see Fig. 1.8). This

results in
anr% ~1, % ~ 27'r1pr' (1.173)
Again, when p =1, ¢ = 0 we have the Poisson equation,
Viu=f, (1.174)
with the exact Green’s function for the infinite domain,
8oo = %logr, r={@-&>+0-n*" (1.175)

Now we have exact Green’s functions for the Laplace operators in 2D
and 3D infinite spaces. To obtain the solution « in terms of g, we need
to compute the integrals of f multiplied by g over the whole space. For
these integrals to exist, certain conditions on the decay of f at infinity
are required. Of course, in bounded domains, g, does not satisfy the
boundary conditions, and we have to resort to other methods.
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1.11.1 Example: Steady-State Heat Conduction in a Plate

Consider an infinite plate under steady-state temperature distribution
with a heat source distribution, g(x,y). The temperature, T, satisfies

V2T = —%, (1.176)

where k is the conductivity. Using the two-dimensional Green’s
function, the solutions is written as

1 o0 o0
Tey =1 / f g(&.m logl(x — &) + (v — )] didn. (1177)

Usually, the source is limited to a finite area, and the limits of the
above integral will have finite values. If the heat source has a circular
boundary, polar coordinates may be more convenient.

1.11.2 Example: Poisson’s Equation in a Rectangle
To solve the Poisson’s equation
V2u=f(x,y); —a<x<a, —-b<y<b, (1.178)

with u = 0 on the rectangular boundary, we need the Green’s func-
tion satisfying the same boundary condition. Here, we illustrate the
eigenfunction representation of the Green’s function for this pur-
pose. Let uy,;, (Where m and n will take integer values) represent an
eigenfunction of the Laplace equation with u,,, = 0 on the boundary.

We have
OUmn ~ Olmp

0x2 9y?
Using separation of variable, we represent i, as

= Amnlmn- (1.179)

Umnn (X,Y) = Xm (X) Yn (). (1.180)
Substituting this in the Laplace equation and dividing everything by
XmYn, we get
X// Y//
- = Amn- (1.181)

Xm  Yn
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Let
X//
m
Xm

Y//
=—u2, 7= —v2 A =—(2, 2. (1.182)
n

Solutions of these equations with X},,(+a) =0 and Y, (£b) =0 are

Xy =sinmnx/a, Y,=sinnry/b;, pu,=mn/a, v,=nn/b.
(1.183)
By integrating these functions over their respective intervals, we can
make their norms unity if we scale these as

1 . mnx 1 . nm
szﬁsm T YnzﬁsmTy. (1.184)

The two-dimensional eigenfunctions and eigenvalues are

1 . max . nw m?  n?
Umn(X,y) = T sin p; sin Ty’ A = —T2 (? + ﬁ) . (1.185)
The Green’s function becomes

g0, y,6,1) = Zzumn(xJ)umn(S:’?)' (1.186)

)\mn

m=1n=1

The solution of the nonhomogeneous equation using this Green’s func-
tion is identical to the one we could obtain using a Fourier series
approach.

1.11.3 Steady-State Waves and the Helmholtz Equation

The wave equation for a field variable, W, propagating with a speed ¢
is given by
19°w

Viw = R (1.187)

If the waves are harmonic, we can separate the time dependence and
space dependence in the form

W=y (xy. e, (1.188)



34 Advanced Topics in Applied Mathematics

where 2 is the angular frequency, and i satisfies
V3 + k2 =0, k=Q/c, (1.189)

with k representing the wave number. This equation is called the
Helmholtz equation. From our discussion of the Sturm-Liouville prob-
lem, now we have p = 1 and ¢ = k2, and the singular behavior of the
Green’s function is unaffected. By direct substitution, it can be verified

that
eikr

=_ 1.190
& Ay ( )

is the required Green’s function for the outgoing waves (the exponent,
kr — Qt, in W can be kept constant if r and ¢ both increase by Ar and
Ar/c, respectively).

For the 2D case,

g= —%Hél)(kr), (1.191)

which is one of the Hankel functions
HY =Jo+iYy, H =Jo—iYy, (1.192)

with Jo and Yy being the Bessel and Neumann functions, respectively.
The Hankel functions have logarithmic behavior through the Neu-
mann function Yy, as r — 0. We use Hél) for outgoing waves and Héz)
for incoming waves.

1.12 METHOD OF IMAGES

We could use the Green’s function, g, for the 2D infinite domain,
obtained here to solve the Laplace equation in other domains, in two
ways: one is the method of images, which is useful if the new domain
can be obtained by symmetrically folding the full infinite domain and
the other is through conformal mapping.

Asshownin Fig. 1.9, to construct the Green’s function for the semi-

infinite domain, x > 0, with g =0 at x =0, we introduce the usual source
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=&n) © @D (&)

Figure 1.9. Semi-infinite domain with a source and its image.

at (£,n7) and an image sink at (—&,7). The sink is outside the domain,
but the combined effect is to have

PGt i al)N
ar B et —n?

g= (1.193)
equals to zero on x = 0. Here, we have extended g into x < 0 in an
odd fashion. If we needed g with normal derivative zero on x = 0, we
have to extend g in an even fashion, using two sources.

To obtain the Green’s function for a quarter plane we need four
sources (two of them may be sinks depending on the boundary condi-
tions). Similarly, for a 45° wedge, we use eight sources at the points,
(&,7n), (n,&) and at the images of these two points under reflection with
respect to the x- and y-axes.

We can even obtain the Green’s function for a rectangle with one
corner at (0,0) and the diagonally opposite corner at (a,b) by repeat-
edly reflecting the original source at (¢,7) about (a) the x =0 line, (b)
x =aline, (¢c) y =0 line, and (d) y = b line. This gives a doubly infinite
system of sources.

For the 3D case, if the new domain can be obtained by symmetri-
cally sectioning the full infinite domain, we can construct the Green’s
function by the method of images.
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1.13 COMPLEX VARIABLES AND THE LAPLACE EQUATION

The real and imaginary parts of an analytic function of a complex
variable automatically satisfy the Laplace equation in 2D. Also, using
the conformal mapping, it is possible to map different domains into
domains with convenient boundary curves. First, let us note that

2mgs = Re[Log(z)] =Log |z| =Log r, (1.194)

satisfies
V2g0o = 8(X,y). (1.195)

We can move the source to ¢ = & 4 in by defining
2m g0 = Log |z —¢]|. (1.196)

For a semi-infinite domain, 0 < y, with g = 0 on the real axis y =0,
using the method of images, we introduce a sink at £ —in = ¢ and write
i (1.197)
z2—=¢
We can map (see Fig. 1.10) the upper half plane onto the interior of

2rg=Log

a unit circle, with the line y = 0 becoming the circular boundary, using

i—z lw—-1
= , =- . 1.198
v i+z or iw+1 ( )
® ¢ Ve
a
X4

Figure 1.10. Mapping the upper half plane to the interior of a circle.
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Let o be the image of the source point ¢. Then

la-—1
== . 1.199
¢ ia+1 ( )

Using these in the expression for g, after some simplification, we get

w—o

2ng =Log 1

(1.200)

—aw|
Now we have the Green’s function for a unit circle with g being zero

on the boundary.

Another way to view this Green’s function is to consider
2ng =Log |z], (1.201)

as the solution for the Laplace equation with the right type of
singularity at z = 0. The transformation

z=e (1.202)

1—aw

moves the origin to « but retains the circular boundary. The angle ¢
gives a rigidbody rotation.
Using the notation

w=re¥, «o=pe?, (1.203)

we can write

r2 —2rpcos(¢p — ) + p>
1—2rpcos(¢p —0) +r2p?’

1
g(r,eap’(p) = _Log (1204)
4

which solves the Laplace equation on a unit circle. In this form, it is
easy to see that g is indeed zero when r = 1.

Conformal mapping can be used to map domains onto a unit cir-
cle and the Green’s function, Eq. (1.204), can be used to solve the
Poisson equation. In particular, the Schwartz-Christoffel transform
maps polygons onto the upper half plane.
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1.13.1 Nonhomogeneous Boundary Conditions
Consider the Poisson equation
Vu =f, (xy) e, (1.205)
with the boundary condition
u=nh, (x,y)ed. (1.206)
Let g satisty
Vig=38(x—&y—n), g=0 on (x,y) €. (1.207)

The inner products give

a ad
(g,VQu) - (u,Vzg) = % |:g—u — u—gi| ds. (1.208)
n
As g = 0 on the boundary, the first term on the right is zero, and we
find
d
ug,n) = ng(x,y,E,n)f(x,y) dxdy + ?§ h£ ds. (1.209)

Aslong as g =0onthe boundary, we canincorporate nonhomogeneous
boundary conditions without any complications.

1.13.2 Example: Laplace Equation in a Semi-infinite Region
To solve

Vu=0, —co<x<oo, 0<y<oo, (1.210)
with u = f(x) on the boundary y = 0, we use

= 1Lo
8—27_[ g

ﬁ‘ . (1.211)
z2—=¢
Assuming u tends to zero at infinity, Eq. (1.209) becomes

1 e 1 1
u<s,n)=—/ [—}f(x)dx, y=0.  (1212)

2rni) wlz—¢ Z_E
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Before we simplify this, it is worth noting that the right-hand side may
be considered as two Cauchy integrals evaluated over a closed curve
consisting of the real axis and an infinite semicircle in the upper half
plane: one with a pole at z = ¢ inside this contour and the other with
a pole at z = ¢ outside the contour. The integrals over the infinite
semicircle are assumed to go to zero.

The simplified version is usually written as

y/“’ f(&)ds

ulx,y) == . m (1.213)

T

1.13.3 Example: Laplace Equation in a Unit Circle

To solve the Laplace equation in a unit circle with u = 4(0) on the
boundary, we use the Green’s function of Eq. (1.204) to find

9g _ 98
an  9p
_ ! L-r (1214)
2w 1—2rcos(¢p—6)+r? '
The solution is given by
1—r2 (27 h(¢)de
0) = . 1.215
urd) =—_ /0 1—2rcos(¢p—0) 472 (1.215)

This is known as the Poisson representation of the solution of the
Laplace equation. This can also be interpreted in terms of the Cauchy

integrals.

1.14 GENERALIZED GREEN’'S FUNCTION
There are problems, such as

uW'=fx), u0)=0, u'1)=0, (1.216)
where a solution of the homogeneous equation, u” = 0, namely,

Ux) =1, (1.217)
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satisfies both the boundary conditions. In this case, our récipé for con-
structing the Green’s function, which calls for a left and a right solution

with a jump in slope at the source point, fails. It can be seen that
(U, "y —(u,U"y=0 (1.218)
implies the existence condition
(U,f)=0. (1.219)

In other words, the nonhomogeneous problem does not have a solution
for all given functions f, but only for a restricted class of functions
orthogonal to U. Further, with any particular solution, u,, we get for
the equation, we can add a constant times U to get the nonunique
general solution

u=u,+AU®x). (1.220)

To make u, unique, we choose it to be orthogonal to U.
For the Sturm-Liouville operator, L, we want to solve

Lu=f, (1.221)

with certain homogeneous conditions at x = a and x = b. We have a

homogeneous solution, U, satisfying
LU =0, (1.222)

with the same homogeneous conditions. Note that U(x) is an eigen-
function corresponding to an eigenvalue of zero. We also stipulate the

existence condition,

(U.f)=0. (1.223)

The differential equation for g has to be different from the one we used
before. Let

Lg=38(x—§)+h(x), (1.224)



Green’s Functions 41

where A has to be found. Using the existence condition on this equation,
we see

(U,6(x—&)+hx)=0, UE)+ /bh(x)U(x) dx =0. (1.225)
a
This implies that the unknown /(x) has the form
h(x) = UE)w(), (1.226)
where w(x) has to be found, and
/bw(x)U(x)dx =-1. (1.227)
a
Forming the difference of the inner products, we get
(g, Lu) — (u,Lg) = 0= (g.f) — (.8 + U(§)w). (1.228)
From this we get
u®) +UE)(u,w) = (g.f). (1.229)
By noting u can be made orthogonal to U, we let
w=CU(x). (1.230)

This choice in conjunction with the existence condition, (1.227), on w
gives

C=-1/|U|>. (1.231)
If we use a normalized solution U, with ||U|| = 1, then C = —1.

Equation (1.229) now has the required form

b
ut = [ gtrerpede. (1232)
where g satisfies
Lg=8(x—&-UWUE), UI=1, (1.233)

with all three functions, u, g, and U satisfying the same homogeneous
boundary conditions. We note that a multiple of U can be added to u
to get the general solution.
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1.14.1 Examples: Generalized Green’s Functions
(a) Consider the equation
u'=fx), uO0)=du1)=0. (1.234)

The function
Ux)=1 (1.235)

satisfies both boundary conditions and the homogeneous equation.
This calls for the generalized Green’s function, which satisfies

g =8x=-&-UwUE), ie, g'=8(x—-&-1. (1.236)

Considering g in two parts: g1 and g for x < & and x > &, we find

gi=—x, g=1-x (1.237)
Integrating again
g1=_x§2+Dl, g2=_(x_21)2 +Ds. (1.238)
The continuity at x = £ is satisfied by choosing
Dy=D— (5—21)2’ D2=D—§. (1.239)

Letting (U,g) =0, we find D =1/6. Finally,

x2+(%—_1)25 x<$’

1 1
=_—— 1.240
s =57 24+ (x—172% x>E¢. (1.240)
(b) Next, consider
W +u=fx), u0)=0, u(r)=0. (1.241)

The normalized solution of the homogeneous equation, which satisfies
the boundary conditions, is

Ux) = \/gsinx. (1.242)
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The generalized Green’s function satisfies
2
g +g=258(x—§)— —sinxsing, (1.243)
b1

with the same homogeneous boundary conditions.
Considering g in two parts,

1 1
g1 = —[xcosxsiné 4+ Dysinx], g =—[(x —m)cosxsin& + D;sinx].
T T
(1.244)
Continuity of g can be satisfied by taking

Di=D+ (& —m)cosé, Dp=D+E&cosé. (1.245)
At this stage we have

xcosxsiné + (§ —mw)cos&sinx, x<§&,

(x —m)cosxsin& +£cos&ésinx, x> E&.
(1.246)

wg(x,&) = Dsinx + {

After completing the integral, (g, U) =0, we find
1
D= —3 siné, (1.247)

and

1
g(x,&)=———sinxsin&+
2w

T | (x—m)cosxsiné +&cosEsinx, x> &.

(1.248)

1 { xcosxsiné + (§ —m)cosésinx, x <§&,

The jump condition is automatically satisfied.

1.14.2 A Récipé for Generalized Green’s Function

From the examples given earlier, we write down a récipé for con-
structing the generalized Green’s functions for the Sturm-Liouville
operator when separate left and right boundary conditions are given,

as follows:

1.1 Obtain U(x), which satisfies the homogeneous equation and both
boundary conditions. Normalize U.
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1.2 Find u1(x) and uy(x), which satisfy the equation
Lu=-U(x), (1.249)

with u; satisfying the left boundary condition and u; satisfying the
right boundary condition.
1.3 Let

g1=DUXN)UE)+u1(x)UE)+ Ux)uz(§),
£ =DUXUE) +ux)UE) +Uxui(§).  (1.250)

1.4 Find D using (g,U) =0.
For the Sturm-Liouville operator, using
Luy=-U, Luy=-U, (1.251)

and performing

3 b b
/ (ULul—ulLU)dx+/ (ULuz—uzLU)dx:—/ U?dx = —1,
a &

a
(1.252)
the left-hand side gives

PO ) —uyOIUE) — [ (§) —w @IV (E) ) =-1.  (1.253)

Comparing this with g} — g}, we see the generalized Green’s function
has a jump of 1/p at x =&.

1.15 NON-SELF-ADJOINT OPERATOR

The procedure for finding the generalized Green’s function for the
Sturm-Liouville operator can be extended to a general operator L as
follows.

Consider L and its adjoint L* with two sets of homogeneous bound-
ary conditions (say, H and H*) that make the bi-linear concomitant
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zero. We seek a generalized Green’s function when there exists a
function U (x) such that

LU =0, (1.254)

and U satisfies the boundary conditions H.
In this case, the equation

L*U*=0 (1.255)

also has a solution U*, which satisfies the boundary conditions H*.
We come to this conclusion through two observations: (a) L has an
eigenfunction U with eigenvalue zero, and L* must also have a zero
eigenvalue; (b) If L*g* = § allows a left and right solutions, we can use
g* to solve our original problem Lu = f uniquely, which we know is
false.

As in the case of the Sturm-Liouville problem, we begin with
Lu=f, L*U*=0. (1.256)
From this we get the existence condition
(U*,f)=0. (1.257)

The solution u will not be unique as additive terms, which are multiples
of U(x), are allowed. We may choose a particular solution orthogonal
to U*, that is,

(U*,u) =0. (1.258)

Note that in non-self-adjoint systems, we go by bi-orthogonality. We
assume the generalized Green’s functions satisfy

Lg=8(x—§&)+h(x), L*'g"=58x—-¢&) +h*x), (1.259)
where & and A* have to be found. From

(U,L*g") — (g*,LU) =0 = (U,8(x — &) + h*) (1.260)
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we get
b
UE) + f Ul*dx = 0. (1.261)
This allows us to take
b
h*(x) = UE)w* (x), / w*(x)Ux)dx = —1. (1.262)
Similarly
b
h(x) =U*(&)w(x), / wx)U*(x)dx = —1. (1.263)
From
(&", Lu) — (u,L*g*) =0=(g".f) — (u,6 + U(E)w"), (1.264)
we get

b b
u©+ U6 [ uwwwde= [ greomarn (1269)
Using Eq. (1.258), we select
W) = —U*x), wx) =—U(x). (1.266)

Here, the negative signs are obtained from Egs. (1.262) and (1.263),
with the normalization
(U,U*y=1. (1.267)

Thus, the generalized Green’s functions satisfy
Lg=86(x—§)-U'®UWK), Lg¢g=6x—-§-UEU"(x). (1.268)

Using & = & in the first equation and & = &; in the second equation,

Lg=8(x—&)-U"EDUKX), L'g"=8(x—&)-UE)U (),
(1.269)
we find

g*(€1,6) = g(&2,61), (1.270)
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where we have used the existence conditions
(g U)=0=(g,U"). (1.271)

From the symmetry of g and g*, Eq. (1.265) can be written as

b
u(x) = / 200, 6)f (6)dE + AU (), (1272)

where we have added a non-unique term with an arbitrary constant A,
to cast u in the general form.

When there are more than one eigenfunction corresponding to the
zero eigenvalue, these eigenfunctions must be included in the construc-
tion of the Green'’s function, in a manner similar to what has been done
here with one eigenfunction.

1.16 MORE ON GREEN’S FUNCTIONS

In Chapter 2, we mention numerical methods based on integral
equations for using Green’s functions developed for infinite domains
for problems defined in finite domains. In Chapters 3 and 4, using the
Fourier and Laplace transform methods, additional Green’s functions
are developed. These include the Green’s functions of heat conduc-
tion and wave propagation problems. There is an extensive literature
concerning the use of Green’s functions in quantum mechanics, and
the famous Feynman diagrams deal with perturbation expansions of
Green’s functions.
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EXERCISES

11

1.2

1.3

14

The deflection of a beam is governed by the equation

4
BT Y = peo,

where EI is the bending stiffness and p(x) is the distributed load-

ing on the beam. If the beam has a length ¢, and at both the

ends the deflection and slope are zero, obtain expressions for

the deflection by direct integration, using the Macaulay brackets

when necessary, if

(a) p(x) = po,
(b) p(x) = Pod(x — &),
() p(x) = Mo8'(x —§).

Obtain the Green’s function for the deflection equation from the
preceding calculations.
Solve the preceding problem when the beam is simply supported.
That is,

v(0)=v) =0, v"0)=v")=0.

Obtain the derivative of the function

gx) =1f ),

ina < x < b, assuming f(x) has a simple zero at the point c inside
the interval (a,b). Use the Signum function and/or delta function
to express the result.

Assuming a function f (x) has simple zeros at x;,i = 1,2,...,n, find
an expression for

8(f(x)).



1.5

1.6

1.7

1.8

1.9

1.10

111
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Convert the equation

du  ,du
LMZW—FX a—f-Zu:f

into the Sturm-Liouville form.
Find the adjoint system for

xu'+u' +u=0, ul)=0, u@)+u'2)=0.
Solve the differential system
W 4w —2u=x* u0) =0, u'1)=0.
Solve the differential system
uY —nn+Du=0, w0 =0, u(l)=1.

Convert the following system to one with homogeneous bound-
ary conditions:

02wy —nn+Du=0, w0 =0, ul)=1.
Obtain the Green’s function for the equation
w9
(') —~u =f), u@ =0, u)=0.
Using the Green’s function, find an explicit solution when f (x) =
x". Check if there are any values for the integer n for which your
solution does not satisfy the boundary conditions.
Find the Green'’s function for

W+ otu=fx), w0 =0, u(r)=0.

Examine the special cases w =n, n=0,1,....
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1.12

1.13

1.14

1.15

1.16

1.17
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Express the equation
U —2u' +u=fx), u0) =0, ul)=0,

in the self-adjoint form. Obtain the solution using the Green’s
function when f(x) = e*.
Transform the equation

xu"+2u =f(x); W/'(0)=0, u)=0,

into the self-adjoint form. Find the Green’s function and express
the solution in terms of f(x). State the restrictions on f (x) for the
solution to exist.

Find the Green’s function for

Xu —xu'+u=Ffx), w0 =0, wul)=0.
Using the self-adjoint form of the differential equation

xzu//+3xu/—3u :f(x), u(()) :0, u(l) :07

find the Green’s function and obtain an explicit solution when

fx) =x.

Solve the equation
2 43w =%, u)=1, u)=2,

using the Green’s function.
For the problem

Lu=u"4+u =0, u0)=0, u'1)=0,
obtain the adjoint system. Solve the eigenvalue problems,
Lu=iu, L*v=2v,

and show that their eigenfunctions are bi-orthogonal.



Green’s Functions 51

1.18 By solving the nonhomogeneous problem
u'=8(x—&), u0=0, ul)=

where
0, [|x|>e¢,
Se(x)=1
2¢° |x| <E€,
in three parts:
(A)0<x<&—c¢,
(b)) —e<x<&+e€,and
(©)é+e<x<l,
show that, in the limit € — 0, we recover the Green’s function.

1.19 Expanding
| xE-1, x<g
g(x’g)_: -1, x>&,

in terms of u, = v/2sinnnx as a Fourier series, show that

gx,8) = Z M, I —

n=1
1.20 Obtain the Green’s function for
u

v?2 Bu -
kVou(xy,xp) =1 + v
0x1 dxy’

where v1 and vy are constants, by transforming the dependent
variable.

1.21 The anisotropic Laplace equation in a two-dimensional infinite
domain is given by

Find the Green’s function for this equation.
1.22 In a semi-infinite medium, —oo0 < x < 00, 0 < y < 0o, the pressure
fluctuations satisfy the wave equation

Q)

°p

1
c2 32’

Vzp =
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1.23

1.24
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where c is the wave speed and ¢ is time. If the boundary, y =0, is
subjected to a pressure p = Pyd(x)h(t), show that

42 ! _
p(xay’t)—Aﬁmh(t kr),
where r = /x2+y2 and k = 1/c, is a solution of the wave
equation. Evaluate the constant A using equilibrium of the
medium in the neighborhood of the applied load. Hint: Use polar
coordinates.
For the two-dimensional wave equation
v2, L ou

o’

steady-state solutions are obtained using u(x,y,) = v(x,y)e ¥,
where v satisfies the Helmholtz equation,

Lv=0, L=V?>+k’ k=Q/c.

Show that the Hankel functions Hé”(kr) and H(gz) (kr) satisfy
Lg = 8(x,y) when r = \/x2+y2 # 0. Examine their asymptotic
forms for kr << 1 and for kr >> 1, using the results shown in
Abramowitz and Stegun (1965) and select multiplication con-
stants A and B to have g = AHél) or g = BH(SZ) by comparing
the asymptotic form with the Green’s function for the Laplace
operator (k — 0). Show that H(gl) corresponds to an outgoing
wave and H(()z) to an incoming wave.

Show that

e:tikr

g=_4nr’

satisfies the Helmholtz equation
Vig+kig=3(x —¥),

in a 3D infinite domain, with » = |[x —&|. Assuming the Helmholtz
equation is obtained from the wave equation by separating



1.25

1.26

1.27

1.28
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—iQt

the time dependence using a factor e, show that (+) signs

correspond to outgoing and incoming waves, respectively.
Consider a volume V enclosed by the surface S in 3D. From

Viut+ku=f, Vig+kig=b(x—8),
obtain the solution
ou d
ut)= [ sexreav - [g— - u—g} s,
1% Ky n

In the previous problem, assuming V is a sphere of radius R
centered at x = 0 and x is a point on its surface, and g is the
Green’s function for the 3D infinite space, show that

1 eikr ou 9 eikr
”@):E/S[ : a‘%( : )}d&

if f = 0. If the included angle between x and x — £ is v, show that
dr/dn=cosy. Alsoshowthatas R — co,r — Rand R%(1—cosy)
is finite and for the surface integral to exist

r(a—u—iku) —0, and u—0.
ar

These are known as the Sommerfeld radiation conditions.
By reconsidering the previous problem, show that the surface
integral exists if the less restricted condition

r|:2—l: —iku+§] -0
is satisfied.
A wedge-shaped 2D domain has the boundaries: y=0and y =x.
Obtain the Green’s function for the Poisson equation, V2u =
f(x,y), for this domain if u(x,0) = 0 and u(x,x) = 0. Use the
method of images for your solution.
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1.29 A unit circle is mapped into a cardioid by the transformation

w=c(l+2),

where c is a real number. Obtain the Green’s function, g, for a
domain in the shape of a cardioid with g = 0 on the boundary.

1.30 The steady-state temperature in a semi-infinite plate satisfies

V2u(x,y)=0, —o<x<oo, O<y<oo.

On the boundary, y = 0, the temperature is given as u = f(x).
Obtain the temperature distribution in the domain using the
Green’s function.

1.31 Show by substitution that the solutions of

2
u=0

11/ h
(A= =

1 o\ A2
U= )
<1+x>

are

1.32 Obtain the Green’s function for the above operator when £ # 0

if the boundary conditions are

u(—1) =finite, wu(1) = finite.

1.33 If 7 =0 in the preceding problem, show that

1
Ux)=—
V2
is a normalized solution of the above homogeneous equation,
which satisfies both the boundary conditions. Obtain the gener-
alized Green’s function for this case.

1.34 Find the generalized Green’s function for

W'=fx), ul)=u-1), u'@)=u(-1).



Green’s Functions 55

1.35 To solve the self-adjoint problem
Lu=f(x),

with homogeneous boundary conditions at x = a and x = b, we
use a generalized Green’s function g which satisfies

Lg=5(x—8)—-UXUE),

with homogeneous boundary conditions, where U is the normal-
ized solution of the homogeneous equation satisfying the same
boundary conditions. The solution is written as

b
u(x) =AU(X)+/ g(x,5)f (§)ds.

By operating on this equation using L, show that u is the required
solution.
1.36 For the equation

Lu=u"4+u =0, v0)=u'(1)=0,

obtain the adjoint equation and its boundary conditions. Obtain
normalized homogeneous solutions of LU =0 and L*U* = 0.

Construct generalized Green’s functions g and g*.



INTEGRAL EQUATIONS

An equation involving the integral of an unknown function is called an
integral equation. The unknown function itself may appear explicitly
in an integral equation along with its integral. If the derivatives of
the unknown are also present, we have what are known as integro-

differential equations. Here are some examples of integral equations:

1
u(x) — / (1+x8)u(E)ds =2, (2.1)

0
/n sin(x + &)u(&) dé = cos(x), (2.2)

0
¥ u(g)de

= . 2.3
/0 = (23)

2.1 CLASSIFICATION

One way of classifying integral equations is based on the explicit pres-
ence of the unknown function. Integral equations of the first kind do
not have the unknown function present and these equations have the

form

b(x)
/ k(x,&)u(€)ds =f(x), (2.4)

()

where k(x,£) is called the kernel of the integral equation. If

k(xf) Zk($5x)7 (25)
the kernel is called a symmetric kernel.

56
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An integral equation of the second kind will have the unknown

explicitly in it, for example

b(x)

u(x) — / k(x,§)u(§)ds =f(x). (2.6)
a(x)

The integral equations of the first and second kind are further classified

as Fredholm type and Volterra type based on the nature of the limits

of integration. If the limits are constants, such as

b
u(x) — / k(x,£)u(€) dé = £(x), 27)

we have a Fredholm equation of the second kind. If the upper or
lower limit depends on the independent variable, x, we have Volterra
equations.

Unlike differential equations, there are no separate conditions such
as the boundary conditions in the integral equation formulations. In
certain problems involving infinite domains, based on the physics,
conditions on the growth of the unknown as |x| — oo may be imposed.

We assume the kernel, k(x, &), is continuousinx and &. The Volterra

equation,
u(x) — f k(x,&)u(§)ds =f(x), (2.8)
may be written in the Fredholm form,
b -
)~ [ koute) de =), (29)
provided
k(x,6) = { k@5), £ <x, (2.10)
0, & >x.

The continuity of the kernel now requires,

k(x,x) =0. (2.11)
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Integral equations with discontinuous kernels are called singular inte-

gral equations. We will consider these later in this chapter. In the

preceding equations, if the forcing function f(x) = 0, the equations

are homogeneous. The foregoing examples are all linear integral

equations. For homogeneous, linear integral equations, if 1 and u,

are solutions, 11 + up and cuy are also solutions. Here c is any constant.
In higher dimensions, with

X =X1,X2,...,Xn, &=E&,8,...,&, d&=d&ds...d&,, (2.12)

we can have
u(x) - fQ (e, £ u(E) d = (o), (2.13)

where 2 is the domain of integration. Using u and f as vector-valued
functions and k as a matrix function, we may also extend this to a
coupled system of integral equations.

2.2 INTEGRAL EQUATION FROM DIFFERENTIVAL
EQUATIONS

It is always possible to convert a differential equation into an integral
equation. However, in general, it is not possible to convert an integral
equation into a differential equation.

Consider a differential equation of the form

Lu=h, (2.14)

with homogeneous boundary conditions. If we know the Green’s func-
tion for the operator, L, we may formally write a solution for « in terms
of the forcing function, 4. As we know, this is not always possible.
However, we may split the operator, L, as

L=1L1+L,, (2.15)
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where we know the Green’s function, g1 (x,&), for L. Then,

Liu=h—Lou, u:/bgl(x,g)[h—Lzu]dg. (2.16)
This is now an integral equation,
- / ’ ke, Eyu(e) ds = £, (2.17)
where
kb =—gwola, fw= [ Cawon©)d.  (218)

If L, consists of algebraic terms, we are done with the conversion. If
it has certain differential operators, we may need some integration by
parts.

2.3 EXAMPLE: CONVERTING DIFFERENTIAL EQUATION
Consider the differential equation,
W +x"u=hx), u0) =0, ul)=0. (2.19)

We cannot find the Green’s function for the operator

d2
L= E —i—x”, (220)

but we know the Green’s function for the partial operator, d?/dx?,

_ x(s - 1)’ E <X,
g(x,é)—{ fx—1), £>x. (2.21)
Using this we get the integral equation,
1
u(X)+/0 g(x.§)E"u(§) dt =f(x), (222)

where

1
Foo = fo g(x, E)h(€) dt. (2.23)
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2.4 SEPARABLE KERNEL

The kernel, k(x,£), is called separable (or degenerate) if it can be
written as
N
k(x,€) = gn(0)hn(8), (2:24)
n=1
where N is finite.
As an example, consider

() — /0 (Ut xuce) de = F 0. (2.25)
Using
o= /0 "wods, = fo "euce)de, (2.26)
we have
() = £ () + ¢1 + cx. 2.27)

Using the defining relations, Eq. (2.26), from the preceding expression
we have

1
a={1+ca+ 762
(2.28)

1 1
= (f,x)+ 5L + 3%

where we have used the notation

1
(f.8)= /0 fgdx. (2.29)

The system of simultaneous equations,

1
- 502 = <f91)9

Lt 2o )
201 302— X5

can be solved to get
= _2<f’ 1>’

8
c1 =—2(f,x)—§(f,1). (2.30)
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The solution of the integral equation is

8
u(x):f(x)—2(f,x)—g(f,l)—Z(f,l)x. (2.31)

This can also be written as

1 1
u) =0 =3 [ 160+6) +81 @ de. (232)
If f (x) is orthogonal to the functions 1 and x, this reduces to simply

u(x) =f(x). (2.33)

Now we are ready to look at the general case of a separable kernel
with N terms. From

b N
)~ [ Y g @) de =f (v, (2.34)
4 p=1

we identify
b
o= [ ha©ute) e (235)
a
Then Eq. (2.34) becomes

N
u(x) — chgn(x) =f(x). (2.36)

n=1

Multiplying this with 4,,(x) and integrating, we find

N b b
cm—Z|:/ hm(x)gn(x)dx:| cn=f f@h,(x)dx, m=1,2,...,N,
n=1 a a

where we used the definition, Eq. (2.35). This system has a matrix
representation,
[(I—Alec=h, (2.37)

where I is the identity matrix, ¢ is a column of ¢,, and the elements of
A and b are given by

b b
Ay = / B (g (0 dx, b = / F O () dx. (2.38)
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If the matrix, I—A, is not singular, we can invert it and solve for the
constants, ¢;,.

From the series representation of the separable kernel, Eq. (2.24),
it is not clear how to identify a symmetric kernel. For a given term
gn(x)h, (&), if there is another term g, (x)A,, (§) for some unique value
of m, such that

8n()hp(§) = gm(E)hm(x), or  gn(x) = hp(x), (2.39)

we have a symmetric kernel. In this case, the matrix, A, will be sym-
metric. Another way to look at this is by expanding g, and 4, using
N orthogonal functions f,,. Then k has the form

N N

k(6,€) =Y cifi(0fi &), (2.40)

i=1 j=1

Symmetry of the kernel requires c;; = ¢j;.

2.5 EIGENVALUE PROBLEM

Asin the case of matrices and linear differential operators, the integral
operator may transform a function into a scalar multiple of itself. This
relation is written as

b
u(x) =X/ k(x,&)u(€)dg, (2.41)

where A is the eigenvalue and u is the eigenfunction. The special cases,
A =0, which leads to u(x) = 0, and A = oo, which leads to the orthog-
onality of u and k are excluded. This statement of the eigenvalue
problem is in agreement with differential eigenvalue problems if we

examine

Lu=iu, u=iL"lu=2x / g0, E)u() dk. (2.42)
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2.5.1 Example: Eigenvalues

Consider
T
u(x) = k/ sin(x + &)u (&) d&. (2.43)
0
Expanding sin(x + &) as
sin(x + &) =sinxcos& + cosxsiné, (2.44)
we get
u(x) = Alcy sinx + ¢ cosx], (2.45)
where

= /ﬂ coséu()ds, c= /ﬂ sin&u(§) dk. (2.46)
0 0

Multiplying Eq. (2.45) by cosx and sinx, respectively, and integrating,
we find

cl=—C, C=—0C]. (2.47)

1-——=0. (2.48)
The values of X are
M==2/m, r=2/m. (2.49)
Substituting these in Eq. (2.47), we get
A=A1, €] =—C2; A=Ay, C1=c0o. (2.50)
The corresponding eigenfunctions are
U] =sinx —cosx, Uy =sinx+ cosx. (2.51)

As these are solutions of a homogeneous equation, we are free to
choose ¢; = 1. If we need normalized solutions, we set ¢y = 1//7.
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2.56.2 Nonhomogeneous Equation with a Parameter

Let us consider the same kernel in a nonhomogeneous equation,

u(x) = /\/ sin(x + &)u(&) d& + f (x), (2.52)
0

where A is a given parameter.
Expanding sin(x + &) as before, we have

u(x) = Alcr sinx + ca cosx] + f (x), (2.53)

where

1= fﬂ coséu(g)ds, = fﬂ sinéu(€) dg. (2.54)
0 0

Multiplying Eq. (2.53) by cosx and sinx, respectively, and integrat-
ing, we find

A A
c1— 77-[02 = OC,COS), —%Cl +62 = (faSin>’ (255)

where the dummy variable in side the inner products have been
suppressed. If the determinant of this system is not zero, we find

= m/ [COSg—i——Slnflf(é)df
(2.56)
1 .
szm/(; [Slng'f‘?COSglf(g)dS.

The determinant becomes zero when A happens to be the eigenvalues,
+2 /7, of the operator. For example, when » = —2 /7, Eq. (2.55) shows

c1+c=(f,cos), c1+cy=/{f,sin). (2.57)

Subtracting the first equation from the second, we have

/n [sinx — cosx]f (x)dx = 0. (2.58)
0

If this orthogonality of f with the eigenfunction u is not satisfied, the
solution for A = A1 does not exist.
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If the orthogonality is satisfied, we get
¢ = —c1+ {f,cosé), (2.59)

where ¢; remains as an unknown. We, then, have the nonunique
solution,

u:f(x)—%[/Onf(é)cosfcosxdé—i-cwl] (2.60)

The situation when A = A can be dealt with along similar lines.

2.6 HILBERT-SCHMIDT THEORY

Anintegral equation with a symmetric kernel has properties analogous
to those of symmetric matrices and self-adjoint differential equations.
There are two important theorems pertaining to the eigenvalue
problem,

b
u(x) :Af k(x,&u(€)ds, (2.61)

where k is real symmetric.

I. If two eigenvalues A, and A, are distinct, the corresponding
eigenfunctions u,, and u, are orthogonal,

II. All eigenvalues are real.

To prove these, consider, for A, # Ay,

b b
e (0) = Aam / K(r, Bt (€) dE,  tn(x) = A / e, £t () d.
‘ ‘ (2.62)

Since zeros as eigenvalues are not allowed, we rewrite these as

um (x) iy (X)

n

b
/ k(6 )it () di = / G Y (8) d = (2.63)
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Next, we multiply the first equation by u, and the second by u,, and

integrate and subtract to get

b b
/ / Lt GOV (2, E 1t (&) — i COOK (6, E i1 (8] dE

= <i — i) (U, Un). (2.64)

Am o An

By interchanging the variables, x and &, in the first term inside the
integral,

b pb 1 1
[ e — ke (o dsdr = (T - 7) (s ).
(2.65)
As k(x,&) = k(&,x), we obtain the orthogonality relation

(U, uy) = 0. (2.66)

To show that the eigenvalues are real, we begin by assuming the
contrary. That is, assume the eigenvalues are complex and hope this
assumption would lead to an absurd result. Let

Am=a+iB. (2.67)

Since k is real, « — iB, the complex conjugate of A,, should also be an
eigenvalue. Let
An=0o—Iif.

The two eigenfunctions are now complex. Let
Up =0 +Iw, U,=70—Iw.

Using these on the right-hand side of Eq. (2.65), we get

b
—Ziﬁ/ [v2 + wz]dx =0.
a

In this equation, the integrand is positive, and, then, the integral is
non-zero. Thus, § must be zero. Thus, our original assumption about
complex eigenvalues leads to a contradiction.
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If all the eigenvalues of k are positive, & is called a positive definite
kernel.

2.7 ITERATIONS, NEUMANN SERIES, AND
RESOLVENT KERNEL

For a given Fredholm equation of the second kind,
b
u(x) =f(x)+)»/ k(x,§)u(§)ds, (2.68)
a
we may assume, as a first approximation,
u® =fx). (2.69)
Using this in Eq. (2.68), we find as the result of first iteration,
b
u® =fx) +2 / k(x,6)f (§) dt. (2.70)
a

Introducing this into Eq. (2.68), we get

b b b
u® =f(x)+ f k(x,&)f (8)dg + 22 / / ke(e,m)k (n,€)f (£) dndé .

(2.71)
It is convenient to define iterated kernels,
b
k@ (x,6) = / k(x,mk(n,&) dn, (2.72)
a
b
k" = / KD ek (n, &) d. (2.73)
a
We may add k itself into this group, in the form
kD (x,&) = k(x,8). (2.74)

With the preceding notation, the result of the Nth iteration can be
found as

W () = £+ / ZW DKo E)dE. (275



68 Advanced Topics in Applied Mathematics

As N — oo, assuming the sum converges, we have

b
u(X)=f(X)+A/ g(x,5)f (§)ds, (2.76)
where
N
g0x.6) = lim D DD (x g). (2.77)
—)00n:1

Here, the series on the right-hand side is called a Neumann series, and
g(x,&) is called the resolvent kernel.

2.7.1 Example: Neumann Series

Consider the equation

s
u(x) =f(x) +Af sin(x + &)u(§) d&. (2.78)
0
Here,
kD = k(x,&) = sinxcosé + cosxsiné. (2.79)
The iterated kernels may be computed using

T
T / sin%ydn:%, (2.80)

T b
/ cosnsinndn =0, / coszndn =
0 0 20 Jo

as
T
k® = / [sinxcosn + cosxsinn][sinncosé + cosnsin&]dn
0
T T
= E[smxsmé 4 cosxcos&] = Ecos(x—é), (2.81)

T
T . . .
k(3)=/ E[smxsmn+cosxcosn][smncos$+c0snsm€]dn
0

w2 w2
= T[sinxcosé +cosxsiné] = Tsin(x+§). (2.82)
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We notice that kD, k@ kO etc., contain sin(x+ &) and k@, k@ k©,

etc., contain cos(x — £). The Neumann series can be written as

wer= (1427 27 N siner e+ 2 cosee—t)
EWX.8)= 4 16 o 7 O '
(2.83)
When |A| <2/7, we may sum the series to find
1 %4
=———[si — —-&). 2.84
8.8) =7 _k2n2/4[sm(x+$)+ 5 cos(x—8)] (2.84)

The following example shows, in fact, this expression is valid even
when |A] > 2/7.

2.7.2 Example: Direct Calculation of the Resolvent Kernel

From the equation

u(x) = A/n[sinxcoss +cosxsin&Ju(§) d& 4 f(x), (2.85)
0
by defining
c1=(f,cos), ¢ =(f,sin), (2.86)
we have
u(x) = Alcy sinx + ¢z cosx] + f (x). (2.87)

Multiplying this by cosx and integrating, we find

A
1= Tncz + (f,cos). (2.88)
Similarly, using sinx,
A
= 77{01 + (f,sin). (2.89)
Solving for c¢1 and ¢y,
1 AT .
1= m[(f,COS) + 7(f,$11’1>], (290)
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_ 1
C1—2%n2/4
Substituting these in the expression (2.87),

1) [(f,sin) + %t(f,cos)]. (2.91)

A T AT
u(x) =f(x)+ m/o [sin(x+§&) + 7005(35 —-&If &) dE.
(2.92)
The resolvent kernel can be seen as

A
[sin(x + &) + Tncos(x—é)], (2.93)

1
R

which is valid for all values of A, except when A is an eigenvalue, (i.e.,

A=12/7).

2.8 QUADRATIC FORMS

Associated with a symmetric kernel k(x, &), we have the quadratic form

b pb
J[u]:/ / k(x,&)ux)u()dedx. (2.94)

If the functions u are selected from the set satisfying |u| = 1, the
extremum values of J can be found by setting the first variation of the
modified functional

b
J ) =Jul—p [ f u’dx — 1] (2.95)

to zero. Here, p is a Lagrange multiplier. Using the calculus of
variations, we obtain the eigenvalue problem

b
ulx) = A/ k(x,&)u(€)ds, (2.96)

where A = 1/u. For a particular normalized eigenfunction u,,, Eq.
(2.96) becomes

b
o () = Ao / K Cx Etm (£)E. (2.97)
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Multiplying both sides of Eq. (2.97) by u,, (x) and integrating, we find
1= At [Usm]. (2.98)

This shows that the extremum values of J corresponding to the
eigenfunctions satisfy

T[] = Ai (2.99)

2.9 EXPANSION THEOREMS FOR
SYMMETRIC KERNELS

We state two expansion theorems without proof:

L. If k(x,&) is degenerate or if it has a finite number of eigenvalues
of one sign (e.g., an infinite number of positive eigenvalues and a
finite number of negative ones), it has the expansion

N

k(x,€) = w (2.100)

L

where N — oo when there are infinite eigenvalues.
This is known as Mercer’s theorem.

II. For general symmetric kernels that are uniformly continuous in
their variables x and &, the relation

b
foo) = / k(x,6)g(€) de, (2.101)

where g is a piecewise continuous function, can be considered
as an integral transformation of g with respect to the kernel k.
Functions f obtained in this way can be expanded in terms of the
eigenfunctions of k in the form

@) =) auix). (2.102)
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For the proofs of Eqs. (2.100) and (2.102), the reader may consult
Courant and Hilbert (1953). The second expansion theorem shows
that the iterated kernel k@ (x, &) has the form

kP (x,8) =Y ajui(x). (2.103)

2.10 EIGENFUNCTIONS BY ITERATION

Solutions of the eigenvalue problem

b
u(x):k/ k(x,&)u(g)ds (2.104)

may be approximated by iterative means as follows: We choose a nor-
malized function u() and use it on the right-hand side of Eq. (2.104).
We, again, normalize the result of the integration and call it u" to use
in subsequent iterations. This procedure creates a sequence of func-
tions that would converge to an eigenfunction u; corresponding to the
eigenvalue with smallest value of |A|.

To see the validity of this procedure, we observe the following: By
the second expansion theorem, u!) will have the form

u® = iaiui(x). (2.105)
i
The next iteration gives
u® = i i (x) (2.106)
PN
and N
W =3 ‘;‘Z’_(f)) : (2.107)

i i

If 11 is the smallest eigenvalue magnitude, we can write

U 4o (M n_lu + (2.108)
T it ar| = 2 . .

u™ —
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As n — o0, all the terms except the u; term go to zero. The normaliza-
tions will get rid off the constants multiplying «1. Once u; is known, A1
can be obtained from

b
/ k(x,&)u®) dé = ”1/\(:). (2.109)

This iterative method is known as Kellogg’s method.

To use this approach for higher eigenfunctions, we must make sure
our starting function is orthogonal to uq, and after each iteration the
orthogonality has to be reimposed. If the kernel satisfies the condi-
tions for the expansion theorem of Eq. (2.100), we may work with the
alternate kernel,

k = k(x,&) -

ur(x)uy(§) (2.110)
— )

1
to find the second eigenfunction.

2.11 BOUND RELATIONS

Let us assume the eigenvalue %; has M eigenfunctions u;,
(m=1,2,...,M). Using the Bessel inequality with the norm of k(x,&)
with £ and its projections on the M orthonormal eigenfunctions, we

have
b N YW
/kz(x,é‘)dSEZ[/ k(xf)uim(s)ds] =ZWT- (2.111)
a m=1L"4 m=1 i
Integrating with x, we get
b rb
M <)? / f k2 (x,&) dEdx. (2.112)

This puts an upper bound on the number of degenerate eigenfunctions.
If we use all eigenfunctions (discarding the double index notation

for degenerate ones), we have

N

b N b 2 12(x)
/ kz(x,é)dézZ[ / k(x,sm(s)ds} =Y 5 @1
a i=1 L7 i

i=1
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Again, integrating with x, we find

2
AZ _/ / k“(x,&)dédx. (2.114)

2.12 APPROXIMATE SOLUTION

There are a number of ways of finding approximate solutions of inte-
gral equations. These range from semianalytic to purely numerical
approaches.

2.12.1 Approximate Kernel

We may replace the given kernel by an approximate kernel using N

orthonormal functions v; as

k(x,6) = ai(x)vi(&), (2.115)

where the coefficient functions are found from

ai(x) = (k(x,8),v;(§)). (2.116)

Now we have an approximate degenerate kernel.

2.12.2 Approximate Solution
To solve

u(x) = /abk(x,é)u(é)dé +f ), (2.117)
we assume a functional expansion for the unknown u in the form

N
u(x) = Zaivi(x), (2.118)

i=1
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where v;(x) are from a chosen orthonormal sequence. The integral
equation reduces to

N b

Y ani0=f@. #0=uw- [ keoued. @119
i=1 a

A general way to solve for the unknown constants g; is given by the
Petrov-Galerkin method. If f (x) happens to be a linear combination of
the known functions ¢;, we have a unique solution for the unknowns
a;. Otherwise, the error

N
e(x) = Zai(bl- —f (2.120)
1

will not be zero almost everywhere. In the Petrov-Galerkin method,
we choose a sequence of N independent functions ¥; and let the
projections of the error on these functions vanish. That is,

N
> ailgiy) = (f.95), j=1.2.....N. (2.121)

For a symmetric kernel, we may choose ¥; = v; to obtain a symmetric
matrix problem.

2.12.3 Numerical Solution

We begin by discretizing the interval [a,b] into N points, &, i =
1,2,...,N. Let u; = u(§;). The integral with k can be approximated
by the trapezoidal or the Simpson’s rule for numerical integration, for
example

b N
| ke ds = Y ke gywia (2.122)
a 1

where w; are the weight coefficients of the particular numerical
integration scheme. For example, the trapezoidal rule has

1
w] ==

5o w=1 (2.123)
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and Simpson’s rule has

wy = A (2.124)

2 4
30 273

Then

N
u(x) =Y k(x.E)win +f(x). (2.125)
1

We may use the method of collocation in which the error is made
exactly zero at N points. In our case, we choose these points as x;.
With

Ajj =k, &)w;, bi=f(x;), (2.126)
we get

[I—Alu=b, (2.127)

where u and b are N vectors.
In all the three preceding approximation methods, integrals may
be evaluated numerically if necessary.

2.13 VOLTERRA EQUATION

Introducing a parameter A, the Volterra equation given in Eq. (2.8)
can be written as

u(x) = A/ k(x,&)uE)dé +f(x). (2.128)

For continuity, the kernel has to satisfy k(x,x) = 0.
Using iterated kernels

k™ (x,&) = / ) kKD mkm,&)dn, kD (x,6) =k(x,6), (2.129)

a

the Neumann series for this Volterra equation is obtained as

u(x) =fe)+y 2" f k™ (x,&)f (&) dt. (2.130)
n=1 a
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If we stipulate that k and f are bounded functions, with
|kl <M, |fl<F,

we get
<MF(x —a)

/ kG E)f (6) de

and "
- M'F (x— a)

/ KO (x,6)f (£) dE| <

77

(2.131)

(2.132)

As n — oo, the Neumann series for u unlformly converges, and we

have a unique solution for the Volterra equation.

In special cases, by differentiating both sides, a Volterra equation

may be converted to a differential equation.

2.13.1 Example: Volterra Equation

The equation

u(x) = fx sin(x — &)u(€) dé + cos(x)
0

has a slowly converging iterative solution. The first fiv

solutions are shown below.

u©® = cosx,

X .
uD = cosx + zsmx,

X .
u® = cosx — g{xcosx — Ssinx}

X .
u® =cosx — — !xcosx + (—33 +x2> s1nx} s

u® =cosx + — [ (—87 +x2) cosx + (279 - 14x2> sinx] ,

384

(2.133)

e iterative

u® —cosx—}-—{Sx( 195 + 4x )cosx+(2895 185x% +x )smx}

3840

Noting that the kernel has the cyclic property that it returns to its

initial form after two differentiations, by differentiating the integral
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1.0

10l

Figure 2.1. Plots of the functions u© to u® with higher iterates getting closer to the
exact solution u = 1.

equation, we find

u = /x cos(x — &)u(£) de —sinx, (2.134)
0
' =0, (2.135)

where we have used Eq. (2.133) to eliminate the integral of the
unknown function u. We need two boundary conditions to go with this
second-order equation. From Eq. (2.133), we get u(0) = 1. From the
derivative of u, we find &’/ (0) = 0. The unique solution of the differential
equation is

u(x)=1. (2.136)

2.14 EQUATIONS OF THE FIRST KIND

We may investigate equations of the first kind,

b
f k(x,§)u(&)ds =f(x), (2.137)

using the second expansion theorem stated in Section 2.9. This theorem
states that if k is continuous and symmetric, f has an expansion in terms
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of the eigenfunctions of k. Thus, if the given f is a linear combination
of the eigenfunctions, we may seek solutions. Otherwise, there is no

solution. Writing

N N
u=>y aui(x)+¢x), f=Y biui(x), (2.138)
i=1 i=1
where the unknown function ¢ is orthogonal to all #;. Using this in the

integral equation, we get

b
a; = Ajb;, f k(x,&)p(&)ds =0. (2.139)

When there are a finite number of eigenfunctions, we find ¢ is in general
nonzero; in fact, there are an infinite number of them. In conclusion,
there is no unique solution for the equation of the first kind, except for
the case a complete set of infinite eigenfunctions.

The Volterra equations of the first kind,

/ ko )u(E) de = £ (o), (2.140)

can be converted to a Volterra equation of the second kind by differen-
tiating both sides. We assume all the functions involved are continuous
and differentiable with k(x,x) = 0. The first differentiation results in

* ok
/ S @HuE) ds =), (2.141)

and the second differentiation results in

dk X 3%k
St + [ woue) d = (2142)

0x

Now, we have an equation of the second kind.
There are integral transform methods available for special forms of
kernels. We will discuss these for the Fourier and Laplace transforms

in the coming chapters.
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2.15 DUAL INTEGRAL EQUATIONS

There is considerable literature on dual integral equations. The book
on mixed boundary-value problems by Sneddon (1966) is a valuable
resource for a deeper understanding of this topic. A knowledge of
Hankel transforms is required to understand the solution techniques.
Here, we will try to give a glimpse of this topic without using the Hankel
transform.
Consider the axisymmetric Laplace equation in cylindrical coordi-
nates r and z in the form
%u  1du  d*u
P e 0, (2.143)
where the domain is the 3D half space: 0 < z < 00, 0 <7 < co. The
boundary conditions are provided in the mixed form

u(r,0)=up(r), O0<r<l, (2.144)
%r,o) =0, l<r<oo. (2.145)
Z

Mixed boundary conditions appear in many problems in physics and
engineering. In electromagnetics, a charged circular plate touching the
half space and in elasticity an axisymmetric body making an indenta-
tion on a surface or a circular crack in a full 3D elastic space are a few
examples of these problems.

To develop solutions of the axisymmetric Laplace equation, we
note the Bessel function J,,(pr) satisfies

er,’l’ +r, + (0*r* —n*)J, =0. (2.146)
If we attempt a separable solution of the Laplace equation,
u(r,z) = v(rye "=, (2.147)
where p is a parameter, we find

20+ + p2r2v =0, (2.148)
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which has
v=Jy(pr) (2.149)

as a solution. The other solution, Yy, is singular at » = 0, and we omit
it. By superposition, the general solution is

o
v(r,z) = / A(p)e P<Jo(prydp. (2.150)
0
Substituting this in the mixed boundary conditions, we find
o
/ A(p)o(pr)dp =up(r), 0<r<l, (2.151)
0
o
/ PA(p)o(pr)dp =0, 1<r<oo. (2.152)
0

So, for a certain range of r, we have one integral equation for A(p), and
for the complementary range, another integral equation. This captures
the gist of dual integral equations. When ug = U, a constant, we use

the following properties of the Bessel function:

oo s
/ w]g(pr)dp = z, O0<r<l, (2.153)
0o P 2
o
/ sinpJo(pr)dp =0, 1<r<oo, (2.154)
0
to obtain U
A(p) = —sinp. (2.155)
P

These properties are listed among others in Abramowitz and Stegun
(1965).

2.16 SINGULAR INTEGRAL EQUATIONS

Anintegral equation is called singular if one of the following condition
is met:

(a) The domain is infinite (semi-infinite included),
(b) The kernel k is discontinuous, and
(¢) The forcing function f is discontinuous.
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2.16.1 Examples: Singular Equations

u(x) + / e uE)de =f(x), (2.156)
T ou) _
u(x) + /a sin(x€)u(&) d& = sgn(x). (2.158)

In these examples of singular integral equations, the first one has an
unbounded domain, the second has a discontinuous kernel, and the
third has a discontinuous forcing function.

2.17 ABEL INTEGRAL EQUATION

The Abel integral equation is a Volterra equation of the first kind with
a singular kernel, given by

*ou@)
dg =f(x). 2.159

Historically, this problem arose from the dynamics of a frictionless
particle, under the force of gravity, sliding on a curved surface from a
height x to height zero. If the time to descent, T, is given as a function,
f(x), of the height x, we would like to find the shape of the curve. We
know the two extreme cases. For a vertical drop, the time 7 = \/W ,
and for a horizontal line, 7 is infinite. In Fig. 2.2 an arbitrary height
on the curve, &, is taken as a parametric function of the curve length s.
At the top of the curve, the particle has a potential energy of mgx and
zero speed and at the height &, it has potential energy mgé and kinetic
energy mv? /2. From the conservation of energy,

v =2g(x—&), v=2g(x—§&). (2.160)
As s decreases with time,
ds

T = —v=—\2G 5. (2.161)
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s=0

Figure 2.2. A particle sliding along a curve.

From this,
T dt = . 2.162
= f g 0d5 \/W (2.162)
If we set d
S
u®) = g f@)=y28T(x), (2.163)

we obtain the Abel equation.
This equation may be solved by multiplying both sides by 1/./n —x
and integrating.

/ / uds /”f(x)dx (.164)
0 Jo VOI—0x—8) 0 V=X '

Interchanging the order of integration, we have

" f(x)dx
———d 2.165
/”@)/ (1= x)(xs T /om_x (2109
Let .

= _ . 2.166
/x VIn—=x)(x—8§) ( )

Using a new variable, ¢, in the form
(=25 et m—-on, (2.167)

n—¢§’
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U dt
- / 4 (2.168)
0o Jt(1—=1)
A second substitution, ¢t = sin® 0, gives
/2 2si
=/ 28infeost 4y o, (2.169)
0 siné cos6
Thus,
(x)dx
f () dt = f it (2.170)
which can also be expressed as
f (S )dE
2.171
ux T dx ( )

2.18 BOUNDARY ELEMENT METHOD

The Boundary Element Method (BEM) for the numerical solution
of partial differential equations is also known as the boundary inte-
gral method. We begin with the premise that the unknown function
u satisfies a partial differential equation inside a finite domain Q with
prescribed boundary conditions on the boundary 9. If we know the
Green’s function for this problem, of course, we can write down the
solution, and no numerical method is needed. In most practical cases,
we have the Green’s function for the infinite domain, Q4,, for either
the full differential operator or for part of the operator. To avoid com-
plications, let us concentrate on the first scenario. Let L denote the full
operator whose Green’s function g for the infinite domain is known.
We also have the adjoint operator L* and its Green’s function g*. If
the source point is & and the observation point is x, from the given
problem,

Lu(x)=f(x), in <, (2.172)

and the equation for the Green’s function

L*g*(x,&) =8(x —&), in oo, (2.173)



Integral Equations 85

we form
(g*’Lu) - <M, L*g*) = P[g*,u]aﬁ, (2174)

where P[g*,u]yq is an integral over the boundary involving values of
g* and u and their derivatives normal to the boundary. The integration
for the inner product is carried out over the domain Q. Replacing Lu
by f and L*g* by §, we obtain

(§*.f) — (u,8(x — £)) = Plg*, ulag. (2.175)

u() = /Q (. B)f (¥)dx — Plg" ulsa, (2.176)

where it is assumed that the point & is inside the domain. As we will
see later, if & is on the boundary curve, the integral

/ U(x)8(x — E)dx = —u(f), 2.177)
2

where o depends on the smoothness of the boundary. If at & the bound-
ary has a continuously turning tangent, « =, and if it has a cusp, « is
the included angle.

Using the inner product relation for the adjoint operators, Eq.
(2.174), on

Lg(x,£1)=8(x_€1), L*g*(x,EZ):(s(x_SZ), (2178)
for the infinite domain, we find the symmetry relation
gx,8) =g"(&,x). (2.179)

We use this relation to write g* in terms of g, to have Eq. (2.176)
in the form

u®) = [ gEwf@dx—Plgaia. (2150)
7 Q

In general, P contains the unknown u and its derivatives inside an
integral over the boundary. Thus, Eq. (2.180) is an integral equation.
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2.18.1 Example: Laplace Operator

The general statements of the previous discussion can be made con-
crete by focusing on the special case of the Laplace operator in a 2D
space. Assume that we are interested in solving

Viu=f(x), in (2.181)

with
u=ru(s), on 9L, (2.182)
where s is a parameter describing the boundary curve. It is convenient
to use the curve length for s. The coordinates of the point will be
denoted by s. The Green’s function for the Laplace operator in the
infinite 2D domain is given by
1
=—1 2.183
8(&.x) = 5—logr, (2.183)

where

r=lx—&l=x—§2+ - (2.184)
We have here two overlapping coordinate systems: x = (x,y) and & =
(&,7n). The boundary curve 92 has distance elements ds in the (x,y)
system and do in the (§,n) system. Similarly, the unit normal to the
boundary is given by n and v in the two systems. Using Eq. (2.180), we
have the solution

2w = / g(g,x)f<x)dxdy+7§ |:u8—g— ga—u}ds. (2.185)
2 Q s on on

As u=1u on 92, we rewrite the solution in the form
2 ) = f g(x;6)f (x)dxdy +f 228 4 —f ¢ s (2.186)
2 Q aq on aq  on
The unknown function du/dn inside the boundary integral has to be
found first before we can evaluate u at an arbitrary interior point. We
utilize the known function (iz) on the boundary, to set up an integral

equation for

v(s) = 2—;‘ (2.187)
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Selecting a point (&,7) on the boundary, we may denote it by o. The
ensuing singular, Fredholm integral equation of the first kind is

ad
f gvds:/ gfdxdy+7§ 028 gs — iL"t(cr). (2.188)
a0 Q aQ on 27

Removing the factor 27, we get

jﬁ v(s)log|o —s|ds
a0

:/f(x)logkr —x|dxdy+¢ u(s)n.Vloglo —s|ds — aii(o).
Q IR
(2.189)

To solve this, we discretize the boundary curve as shown in Fig. 2.3
with nodes ats =s;,i=1,2,...,N, and let

v; = v(07) = v(s;). (2.190)

We may also select collocation points identical to the nodes to obtain
N equations for v; by setting pointwise error to zero.

In evaluating the integrals involving log r and its derivative 1/r,
we face singular integrals. Methods for interpolating the unknown
function between the nodes, the weight coefficients in the numerical

integration, and the evaluation of the singular integrals in the sense of

Figure 2.3. Discretized boundary in the Boundary Element Method.
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Cauchy principal values are discussed in many books on this subject
(see Pozrikidis, 2002, Hartmann, 1989, Brebbia, 1978).

In the example, if du/dn is given on the boundary, u# on the bound-
ary will be unknown. To solve for u#, we move the interior point to the
boundary and obtain a Fredholm equation of the second kind.

Compared to other numerical methods such as the Finite Element
Method (FEM) and the Finite Difference Method (FDM), the num-
ber of unknowns in the system of equations in the Boundary Element
Method is equal to the number of discrete points on the boundary and
not in the domain. In the 2D case, the Boundary Element Method has
N equations and the other two methods may have up to N? equations.
Thus, highly accurate solutions can be obtained by BEM using mini-
mal computer time. On the negative side, BEM requires considerable
analysis from the user, and it is not readily available in the form of an
all-purpose software.

2.19 PROPER ORTHOGONAL DECOMPOSITION (POD)

Proper orthogonal decomposition (POD) is a method for approxi-
mating data distributed in time and space using a finite number of
orthogonal basis functions of the space variables, which are selected
to minimize the expectation value of the standard deviation of the
error. Generally, we are used to selecting basis functions a prior such
as in a Fourier series. The POD method provides the best sequence of
basis functions depending on the data. In the literature POD appears
under various names: principal component analysis, Karhunen-Loeve
transformation, and singular value decomposition.

Although the applications of this method in turbulence and other
dynamical systems often involve vector valued data, we discuss POD

using a scalar function

v=uv(x,t), x in £, ¢t in [0,7T]. (2.191)
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We define the spatial norm, spatial inner product, and the temporal

expectation value by

1 T
||v||2=/v2dx, (v,u):/ vudx, E{v}:—/ vdt,  (2.192)
Q Q T Jo

respectively. In POD, we wish to express the data, v, as

N
v(x, ) =Y _filuix), (2.193)

where both, f;(¢) and the spatial basis functions u;(x), have to be found.
We assume all the functions involved are continuous, and the integral
over space and the integral over time commute. To start the process,
let us ask ourselves the following: What is the single term f(¢)u(x),
which is the best approximation for v(x,)?

The criterion for finding « is the requirement that the expectation
value of the square-error E has to be a minimum. The square-error £
is defined as

E= / [v(x,0) — f(Oux)]dx, (2.194)
Q
and its expectation value, as
1 T
E{E} = —/ f [v(x,t) — f(t)u(x)Pdx dt. (2.195)
TJy Jo
We assume our single basis function is normalized. That is,
lu| =1. (2.1906)

The extremization of E{E} with the constraint ||u| = 1 can be done

using the modified functional
E(E*} = E(E} + pllul® — 1], (2.197)

where u is a Lagrange multiplier. Explicitly,

1 T
R(E*) = /0 fg [0(.0) — F(OuGePdx de + pllul® — 11, (2.198)
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The first variation of this functional using f — f +§f and u — u+4u,

gives
1 T
—/ / 2[v — fu](—usf)dx dt =0, (2.199)
TJy Ja
1 T
—/ / 2[v — ful(—f8u)dx dt + Zf ududx = 0. (2.200)
TJy Jo Q
Noting that f is a function of only ¢, and u is that of only x, we have

f=(v,u), (2.201)

T
1 / [vf — fuldt — pu =0, (2.202)
T Jo
where we have used ||u|| = 1. Using Eq. (2.201) in (2.202),
/ E{v(x,)v(x’,0)}ux)dx' = [E{f?} + nlu(x). (2.203)
Q

This relation shows that the function u gets mapped into itself through
a symmetric integral operator R(x,x’) defined by

R(x,x") =E{v(x,0)v(x’,1)}, (2.204)
and the associated eigenvalue problem is
/ / /! 1
/ R(x,x"Hu(x")dx' = Xu(x). (2.205)
Q
Equation (2.203) becomes

% =E{f?} + . (2.206)
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Let us compute the first term on the right-hand side.

E{f?} =E{/ v(x,Hu(x)dx}?
Q
=E{/ v(x,t)u(x)dx/ v(x', Hux)dx'
Q Q

=//E{v(x,t)v(x’,t)}u(x’)dx’u(x)dx
QJa

2
:/ u (x)dx
Q A
= 1 (2.207)
= .

Thus, the Lagrange multiplier  turns out to be zero. Also, as E{f?} > 0,
the eigenvalue is positive.

From the Hilbert-Schmidt theory, our eigenvalue problem with a
real symmetric continuous kernel gives a set of N orthonormal eigen-
functions u; with eigenvalues A;, where N may be infinite. With this,

we extend our approximation to

v(x,t) = iﬁ(t)u,-(x), (2.208)
i
where f; = (v,u;) and the orthonormal eigenfunctions u; satisfy
u; (x) :AiAR(x,x’)ui(x’)dx’. (2.209)
The expectation value of the error becomes

E{E} = E{ /Q [v— ) fiuildx}, (2.210)
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which may be broken into the three integrals:
I :E{/ v(x,Hv(x,t)dx},
Q
=23 B [ vtenfueds)

L= E{| ffu}(x)dx),
3 Z{fgf,u,(x)x}

where in /3, we have anticipated the orthogonality of u;.
With the expansion of the kernel using Mercer’s theorem stated in
Eq. (2.100), we have

Bloe,00x' ) = Rix,') = 30 00D,
1
14 :/QR(x,x)dx: )TL.’
1
L==23 E(ff)=-2} =
1
L= By =2 5 (2211)

These integrals add up to zero, and our choice of basis functions
makes the expectation value of the error zero, provided the complete
sequence of eigenfunctions are used for the expansion.

In applications, an approximate representation of the data using
a finite number of eigenfunctions is more practical. Also, in order
to improve numerical accuracy the spatial mean value of the data is
removed before finding the low dimensional representation through

the proper orthogonal decomposition.
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EXERCISES

2.1 Using differentiation, convert the integral equation

x2

2

into a differential equation. Obtain the needed boundary condi-

1 1
u(x) = 5/ I — Eu(E)dE +
0

tions, and solve the differential equation.
2.2 Convert

1
u(x) = f e ElyE)ae
-1

into a differential equation. Obtain the required number of
boundary conditions.
2.3 Solve the integral equation

1
U(x) = ¢ 42 / B u(e)dt,

and discuss the conditions on A for a unique solution.
2.4 Solve

1
o) = x + /0 (1 — x&)u(€)de.
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2.5 Solve -
u(x):sinx+/ cos(x — & )u(&)ds.
0

2.6 Obtain the eigenvalues and eigenfunctions of the equation
2w
ux) = A/ cos(x —&)u(é)de.
0

2.7 Find the eigenvalues and eigenfunctions of

1
u(x) =)»/O (I —x&)u(§)ds.

2.8 From the differential equation and the boundary conditions
obtained for Exercise 2.2, find the values of A for the existence
of non-trivial solutions.

2.9 Show that the equation

1
u(x) =2 fo I — Elu®)dE

has an infinite number of eigenvalues and eigenfunctions.
2.10 Obtain the values of A and a for the equation

1
ux) = xf (x — E)u(€)de + a+ x>
0

to have (a) a unique solution, (b) a nonunique solution, and
(¢) no solution.
2.11 Obtain the resolvent kernel for

2
u(x) = A/ My (€)de +f(x).
0
2.12 Find the resolvent kernel for
u(x) = A/O cos(x — &)u(&)dé +f (x).

2.13 Show that for a Fredholm equation

b
(o) = / k(x,E)u®)ds +f (),
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the resolvent kernel g(x,&) satisfies

b
g0r.8) = k(x,8) + A / k(eam)g(n,€)dn.

Thus, the resolvent kernel satisfies the integral equation for u
when the forcing function f is replaced by k with & and X kept as
parameters.

2.14 Demonstrate the preceding result when k =1 —2x£ in the domain
0<xé&<1.

2.15 For the Volterra equation,

u(x)Z/O (1 —x&)u§)dé +1,

starting with u© = 1, obtain iteratively, u®.
2.16 For the integral equation of the first kind

2
/ sin(x + &)u(&)dé = sinx,
0
discuss the consequence of assuming

ux) = Zan cosnx + Z b, sinnx,
n=0 n=1
where the constants, a,, and b,;, are unknown.
2.17 With the quadratic forms,

b pb b
J1[u]=/ / k(x,&)u(x)u(€)dsdx, Jz[u]=/ uldx,

where u is a smooth function in (a,b), show that the functions u,

which extremize
_Jilul

uj=—-—>,
Ja[u]
are the eigenfunctions of [k(x,&) + k(&,x)]/2. Also show that the
extrema of J correspond to the reciprocal of the eigenvalues of

k(x,§).
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2.18

2.19

2.20

2.21

2.22
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In the preceding problem, assuming k is symmetric, compute
J[v] if
V() =) anity (x),
n
where u,, are normalized eigenfunctions.

The generalized Abel equation,

Y u(é)ds
0 (x—=8)*

is solved by multiplying both sides by (7 —x)*~! and integrating

=f),

with respect to x from 0 to n. Implement this procedure, and
discuss the allowable range for the index, .

Solve the singular equation

X
i )
0o (x*—§9)

using a change of the independent variable.

If an elastic, 3D half space (z > 0) is subjected to an axi-symmetric
z-displacement, w(r), where r = \/m, we need to solve the

integral equation for the distributed pressure on the horizontal
surface, z =0,

" &lpdp _ p
0 V/r2—p2 1-

where w is the shear modulus, v is the Poisson’s ratio, and a is the

wr), O0<r<a,
v

contact radius. Obtain the pressure distribution g(r) (see Barber
(2002)).

In the preceding problem, if the contact displacement is due to
a rigid sphere of radius R pressing against the elastic half space,

we assume 5

r
:d— P —
w(r) 2R’

where d is the maximum indentation. Obtain the pressure distri-
bution, the value of the contact radius a, and the total vertical
force.
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2.23 Consider the integral equation

1
u(x) = / k(x,&)u(E)d +x%,
0
where
X(E - 1)7 X < S’
Ex—1), x>E&.

Obtain an exact solution to this equation. Using the approximate

k(x,§) =

kernel Ax(1 —x), find A using the method of least square error.
Obtain an approximate solution for u. Compare the values of the
exact and approximate solutions at x =0.5.

2.24 Consider the differential equation

W +u=x, u0)=0, ul)=0.

Find an exact solution. Obtain a finite difference solution by
dividing the domain into four equal intervals.

Convert the differential equation into an integral equation using
the Green’s function for the operator L = d*/dx*. Obtain a
numerical solution of the integral equation by dividing the
domain into four intervals and using the trapezoidal rule and the
collocation method. Compare the results with the exact solution.

2.25 Consider the nonlinear integral equation

1
u(x) —,\/ u?(€)ds =1.
0

Show that for A < 1/4 this equation has two solutions and for
A > 1/4 there are no real solutions. Also show that one of these
solutionsis singular at . = 0 and two solutions coalesce at A =1/4.

Sketch the solutions as functions of A. (Based on Tricomi (1957).)



FOURIER TRANSFORMS

The method of Fourier transforms is a powerful technique for solving
linear, partial differential equations arising in engineering and physics
when the domain is infinite or semi-infinite. This is an extension of the
Fourier series, which is applicable to periodic functions defined on an
interval —a < x < a. First, let us review the Fourier series and extend

it to infinite domains in a heuristic form.

3.1 FOURIER SERIES

If f (x) is a continuous function on —a < x < a, we expand it in terms of

the orthogonal functions,
{1,cos(wx/a),cos2nx/a),...,sin(wx/a),sin(2rx/a),...}

as
o0

fx) =A0+Z[An cos(nmx/a) + Bysin(nmx/a)]. (3.1
n=1

Taking the inner product of this equation with each member of the

orthogonal set (basis), we obtain

Ag= 1 /af(t)dt, (3.2)
2a J_,

A, = % af(t) cos(nmt/a)dt, (3.3)

B, = % af(t) sin(nrwt/a)dt. (3.4)

98
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Asthe functions in our orthogonal basis are periodic, if f (x) is evaluated
for a value of x outside the domain —a < x < a, we find a periodic
extension of f.

We may also form the complex form of the Fourier series using the
basis

—imnx/a
b

{e —00 < N < 00}.

Here, the negative sign for the exponent is chosen to have compatibility
with our convention for Fourier transforms. Writing

o0
fay= > Cpe ™l (3.5)
n=—00
we find
1 “ irnt/a dt (3 6)
= — t .
Cﬂ 261 7af( )e >

where the orthogonality of the basis,
a .
/ LMITX[A Gy D8, (3.7)
—a

was used.
Substituting for C,, in the complex Fourier series representation,
we get the identity

e¢]

f(x)=21—a Y emimmla _aaf(t)ei””f/“dz. (3.8)

n=—0oo

This equations applies only when f is continuous.

3.2 FOURIER TRANSFORM

Historically, the Fourier transform was introduced by extending the
domain to infinity by taking the limit, @ — oo. This limiting process
needs to be carried out carefully as, in the exponent, inwx/a, n may
also be large. Let
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Then the preceding identity, Eq. (3.8), becomes
1 L[ ,
- —i &t
fx)= 5 E e ¥ wf(t)e‘ dtAE. (3.9)

As a — oo, we get the Fourier integral theorem

_f(x):i / eix / (e drds. (3.10)
27 J - )

We may express the double integral on the right side as a single integral,
using

F(§) = \/%_zr /_ Z f(x)e* dx, (3.11)

f) = F(&)e ¥ dt. (3.12)

1 o0
A/ 21 /;oo
These two equations define the Fourier transform F(§) and its inverse
transform f (x), when f(x) is continuous. We use upper case letters for
the transform in the & domain and lower case for the inverse in the x
domain.

We may introduce integral operators:

Flifl= / b ™ f (x) dx, (3.13)
FUF) = / - e X F (&) dE. (3.14)

As the kernels of these integrals are complex conjugates of each other,
we have
Fl=F FFr=1, (3.15)

where an asterisk denotes the complex conjugate and 7 is the identity
operator.

We have introduced 1/+/27 in both the transform and its inverse,
which gives a convenient symmetry to the representations. Electrical
engineers remove this factor from the transform and use 1/(2x) in the
inverse. They also use (—i) in the transform and (i) in the inverse. Also,
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electrical engineers use j for the imaginary number to avoid confusion
with the notation i for current. These conventions do not alter the
Fourier integral theorem.

Our informal approach to the Fourier integral theorem can be put
in sharper focus by clearly defining the class of functions amenable
for this transformation. We need f to be absolutely integrable and
piecewise continuous.

A function is absolutely integrable on R (i.e., f € A), if

/oo If)|dx <M, (3.16)

where M is finite. This can also be stated as: Given a number ¢, there
exist numbers R1 and R; such that

[ee) R
/ If ()| dx <e, f 2|f(x)|dx§e, (3.17)
R

1 —00

A function is piecewise continuous on R (i.e., f € P), if
lirr})[f(x—i—e)—f(x—e] =f(xt) —f(x7) #0, (3.18)
€e—

for a finite number of values of x.
When the functions of the class P are included, the Fourier integral
theorem reads:

l[f(x*)+f(x‘)] 1 / " it / ” (e’ drdk. (3.19)
2 2r —00 —00

Thus, the inverse transform gives the mean value of the left and the
right limits of the function at any x.

Before we attempt to prove this, it is helpful to establish two results:
the Riemann-Lebesgue lemma and the localization lemma.
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3.2.1 Riemann-Lebesgue Lemma

If f(x) is a continuous function in (a,b),

b
L= lim | f(x)sinixdx=0, (3.20)
A—00 J,
b
I, = lim f(x)cosixdx =0. (3.21)
A—00 J,

As shown in Fig. 3.1, multiplication by sinAx or cos Ax slices the func-
tion and creates areas of alternating signs under the curve. To prove
this lemma, we use the periodicity of the trigonometric functions to
write

sinA(x + /L) = —sinAx. (3.22)

b b
IS=/ f(x)sinkxdx:—/ f)sinA(x +m/A)dx. (3.23)

b b
2[S=/ f(x)sinkxdx—/ f(x)sinA(x 4+ 7/A)dx. (3.24)

Replacing x + 77/ by x" in the second integral,

b—m /A

b
215=/ f(x)sinkxdx—/ f(x—m/A)sinAxdx, (3.25)
a a—m /X

Figure 3.1. Product of f(x) = cosx and sinAx (A = 10).
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where we have again replaced x’ by x. The integrals on the right-hand
side can be written as

21, = —/a fx—m/))sinAxdx
a—m /X
b
+/ [f(x) —f(x — 7 /A)]sinAx dx (3.26)

b
+/ fx—m/))sinAxdx.
b—m /A

As L — oo, we see that each one of the three integrals goes to zero.

The integral /. can be shown to vanish in a similar way.

3.2.2 Localization Lemma

For a continuous function f(x) defined in (0,a),

sin Ax

loy= lim / F(x) - %f(OJF). (3.27)

To see this result, we write I as

sin Ax

IOZAIEEO{/ [f (x) — (0] —d +f(0+)/ dx}. (3.28)

By the Riemann-Lebesgue lemma, the first integral goes to zero as
[f(x) — f(0T)]/x is continuous. In the second integral, substituting

Ax =y,
f S . (3.29)
0o Y
As A — 00, we have
00
/ MY =TI, (3.30)
0 X 2

where the last integral can be obtained by integrating the complex
function e/?/z along the real line and using the residue theorem. Thus,
we have the localization lemma stated in Eq. (3.27).

Also, note that the sequence

1 sinAx
() =—

(3.31)

X
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forms a §-sequence, which converges to the Dirac delta function as

A — o0.

3.3 FOURIER INTEGRAL THEOREM
We begin by considering the integral on the right-hand side of
Eq. (3.19),

1

I= e X / (e drds
2

00 00 0
= % / £ [ / eF) dg 4 / s t=0 ds} dr. (3.32)
—00 0 —00

In the second integral inside the brackets, we let £ — —& and the new
upper limits of co in both the integrals is replaced by A, which would
go to infinity in the limit. Then

1 00 A .
[= lim — f £ / (507 4 e~ 0=D 4t dt
r—>00 21 J oo 0

00 r
:Alim l/ f(t)/ cos&(t — x)dE dt

oo T
— lim _f f )51nk(t x)
A—00 T —X
= lim l Oof(r +x)sm)w dt
A—=>00 T J_no
— lim l[ 7 / fa+ )Sm“ ]
A—00 T 0
1
= E[f(x+) +fx)1, (3.33)

where we have used the localization lemma in the last step.

Having established the Fourier integral theorem for functions of
class P, hereafter we confine our attention to functions of class (con-
tinuous functions) for simplicity. We have two domains: the x domain
where functions f are given and the £ domain where the transforms F
exist.
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3.4 FOURIER COSINE AND SINE TRANSFORMS

When a function f(x) is given on (0, 00), we may extend it to (—o0,0) as
an even or an odd function. Figure 3.2 shows the extended functions,

f(x), x>0,
=1 34
: { f(=x), x<O, s
_ | f®, x>0,
fo= { few. x<o, (3.35)

We can take the Fourier transform of these extended functions

provided they are absolutely integrable and piecewise continuous.
F ]=—/ (x)e'* dx
Ue V21 —oofe

o) 0
= \/%_n {./0 fe(x)eigxdx+foofe(x)eigxdx}

VAN

IaVA

Figure 3.2. Even and odd extensions of a function f(x).
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= E {/Ooofe(x)e"sxdx+/ooofe(—x)eisxdx}

=\/Z/oof(x)cos5xdx. (3.36)
7 Jo

We define the Cosine transform as

Felfl=F. = \/g/oof(x) coséxdx. (3.37)
0

Similarly,

Flfol = ! / fo(x)e dx
27‘[ —00

:/ fo (x)elsxdx—i—/ fo(x)elsxdx}

= E {/Ooofo(x)eiéxdx—i—/ooofo(—x)eiéxdx}

:i\/Z/oof(x) sin&xdx. (3.38)
7w Jo

We define the Sine transform as

ﬁ\ f

Flfl=F = \/g/mf(x) sin&x dx. (3.39)
0
Then
Flfel = Felf1=Fe, (3.40)
Flfol = iFslf1=iFs. (3.41)

We note that F.(§) is an even function of &, as & appears in the
definition through the even function cos&x. Similarly, F; is an odd
function of &£. The Cosine and Sine transforms are collectively referred
to as Trigonometric transforms. The inversion formulas for the
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trigonometric transforms may be developed as follows:

1 [ .
e == F. _lgxd
£o(0) m/m (&)e & d
=\/3/°°Fc<s>cossxds,
T Jo
f(x):J%/OOFC(S)cosSde, x>0, (3.42)
0

where we have used the evenness property of the function coséx.

2 [ .
fot) =iy| = / Fy(&)e &% de
T J-co
2 [ .
- \/—f Fy(€)sinéxde,
T Jo

f(x):@fooFs(E)sinéde, x>0, (3.43)
0

Similarly,

where we have used the oddness property of the function sin&x. The
trigonometric transform operators have the properties

Fl=F., Fl=F. (3.44)

If f(x) is defined on (—o0,00), we may obtain an even and odd
component by introducing

1 1
fe() = z[f(x) +f(=0] fo= z[f(x) —f(=0] (3.45)
f) =fe(@) +fox). (3.46)

This decomposition scheme, when applied to e*, gives the even
function coshx and the odd function sinhx.

With this decomposition,

f[f]zf[fe +ﬁ)]=FC+iFS’ (3'47)
FFIfl1=Fe—iFFe+iFl=fe+fo=f. (3.48)
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If the given function f is even,
F:FC’ f:[fC_ifS][FC]:fC[FC]a
and if it is odd,

F =iFj, fz[fc_ifs][iFs]zfs[Fs]-

3.5 PROPERTIES OF FOURIER TRANSFORMS

From the definition

FE) = J%_n [ :ﬂx)e’f" dx,

using the Riemann-Lebesgue lemma, we see

lim F(&)=0.

|§]—>00

We can also see that F(§) is continuous, because
1 00 . .
FE+h—FE&)=—— [ _f@e (e~ 1] ax
goes to zero as i — 0.

3.5.1 Derivatives of F

Differentiating the defining relation,

F'(¢)= xf (x)e"** dx = Flixf],

l' (0,¢]
vV 2w /—oo
which exists if xf (x) € A. Differentiating n times,
F® (&) = F[(0)"f],

if X'f € A.

(3.49)

(3.50)

(3.51)

(3.52)

(3.53)

(3.54)

(3.55)
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3.5.2 Scaling

1 [ .
Flfx/a)] = e / f(x/a)e’s dx

a
N2

where we have assumed the constant a > 0.

/ f (X)e'* dx = aF (a),

3.5.3 Phase Change

FIf (x)e*)] = J% / - Fx)e'TO% dy = F(€ +a).

3.5.4 Shift

1 e . .
F (x—a)]:—/ (x —a)es  dx = &% F(§).
lf G mf &
3.5.5 Derivatives of f

1 [ .
f[f’(x)]=\/7_n/ f/(x)e dx

1
Vo
= (—iE)F (),

[f(x)eisx ‘ - —ié/oof(x)eisx dx]

109

(3.56)

(3.57)

(3.58)

(3.59)

where we used f = 0 at the limits of integration. This result shows

the most useful property of the Fourier transform: The differential

operator in the x domain becomes an algebraic operator in the &

domain.
Differentiating further,

FIF™® 0l = \/% / " PO el dx
= J%(—i@" /_ Zf(x)e"“ dx

= (—i&)"F(§).

(3.60)
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3.6 PROPERTIES OF TRIGONOMETRIC TRANSFORMS

With the definitions

Fcz\/Z/OOf(x)coséxdx, sz\/z/wf(x)singxdx, (3.61)
T Jo T Jo

we list some of the useful properties of the trigonometric transforms

next.
3.6.1 Derivatives of F. and Fg

F.=—-Flxfl, F.=F.Ixf].

3.6.2 Scaling

For positive numbers, a, the scaling operation gives

Felf(x/a)l = aF.(a§), Flf(x/a)] =aFy(af).

3.6.3 Derivatives of f

Using integration by parts, we see

Felf' 1= \/g/() f'(x)coséxdx

2
==/ =fO) +EF(5),
T

Flf' (0] = —&F (&),

2
Felf" 1= —\/;f/(o) +EFIf]

2
=—/ =f(0) —&*F.(&),
T

Flf" 01 = =& F(f"1

2
=\ Z&F(0) —E2Fy().
T

(3.62)

(3.63)

(3.64)

(3.65)

(3.66)

(3.67)
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The presence of the boundary terms in the transforms of the second
derivatives directs one to choose the cosine transform if f/(0) is known

and the sine transform if f(0) is known.

3.7 EXAMPLES: TRANSFORMS OF ELEMENTARY
FUNCTIONS

Now we are ready to obtain the transforms of some familiar functions
belonging to the class .A.

3.7.1 Exponential Functions

Let us begin with the integrals
oo o
I =/ e Ycoséxdx, J =/ e Psinéxdx. (3.68)
0 0

Using integration by parts,

—ax oo o] 1
1=¢ coséx —5/ e_“xsinéxdxz——gj,
—a 0 aJo a a
e R §
J= sinéx| + —/ e "costxdx = 21. (3.69)
—a 0 aljo a

Then
a &

=, J=—"—.
a2+52 aZ_i_%-Z

These results and the property that the trigonometric transform

(3.70)

operators and their inverses are identical lead to

12 a 2 a
—axy _ — o aé
.7:6[6' ax]_ ;a2+§2, ~7:c|: ;az+x2:| =e a , (371)

_ 2 & 2 _x —at
Ble™ =y f[/;m}: G.72)

Thus, every time we compute a transform, we get another one for free!
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Figure 3.3. The function e=2"! and its Fourier transform (dashed curve).

Using the even and odd extensions of this function, we obtain

_ 2 a 2 a _
.7:[6 ah']:@m, ]:|:\/;a2+x2:| =e a|$|’ (373)

alx 2 é—v: 2 X . —a
Flsgn(x)e™ M= /= 2+§2 f[/;m}zzsgn(é)e IE1,

(3.74)

Figure 3.3 shows an exponential function and its transform. Further
transforms related to the exponential function can be generated by
differentiating or integrating with respect to the parameter a. Through
differentiation, we get

dF. ey /2 a —52
dF; _ —axq g 2a&
i Fslxe™™] =,/ - —(a2 VR (3.76)
12 az—éz
—axly_— (27 S

_ 2 2af
alxly —
Flxe ™™ =i,/ — T @1 (3.78)
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Through integration, we get

a 1—e 9 1 a2+€2
Feda=F = lo . 3.79
[ Feda= | S | = e (3.79)

3.7.2 Gaussian Function

Consider the normal probability distribution function, which is also
known as the Gaussian function, exp(-ax?).

Fle )= —— f " e ie gy
A/ 27 J-c0
1 > 24206 x/(2a)+(i& [2a)? ] —£2 /4
-— / o—al+2iEx/Qa)+ & /20718 fda g
AL J—o0
_£2
_e / > aletigx/ Qo gy
N2 —00
_ete e e dy
\/27[ —00 «/E
1 2
- —£2/4a
- , 3.80
e (3.80)

where we have substituted

oo
a(x +i&2a)* = y?, / e dy = /. (3.81)
—0o0
Also, if we look closely, we will see the integration path in the complex
plane has been moved without crossing any singularities.
Whena=1/2,
Fle ™) =512, (3.82)

Functions with this symmetry are called self-reciprocal under the
Fourier transform.
As this is an even function,
1

Fole™ ™| = fe—fz/“a. (3.83)
a
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Differentiating this with &, we find

Filxe 1= get/4 (3.84)

(261)3/2

which is self-reciprocal when a =1/2.
Next, let us consider

]_-[elax z(a)c2 +£x) dx

r/

_ eia(x+$/2a)2—i§2 /4a g
A 21 ./;oo

— Le—l’%—z/“ﬂ/oo eiax2 dx (385)
\/27‘[ —0o0 '

where, in the last line, we replaced the variable x + £ /2a by x.
The integral

2 1 [ .»
sz e dx = —/ e dx. (3.86)
o0 val

In the complex plane, this is a line integral of el along z =x. We may
rotate this line by 45° to have z = x 4 iy = (1 + i)x. Using this,

1+l o0 _22 T .
1= Cdx=_[—1 . 3.87
T _ooe X ‘/2a( +1) (3.87)

Then, Eq. (3.85) gives

: 14+i _2
j:[emxz] — e—t& /4a.
2J/a

For this even function, separating real and imaginary parts, we find

ST S DU S
Felcos(ax?)] 2 a |:cos + sin 4ai| (3.88)

Felsin(ax®)] = L cos ﬁ —sin ﬁ (3.89)
¢ 2.a 4a ’
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) . 2,2 . .
Figure 3.4. The functionne™"*" //7 for n =2 and its Fourier transform (dashed curve).

In the Gaussian family, we may consider the delta sequence,
8n = ne="¥ /+/7, which has the transform

An(E) = Fsu(0)] = J%_ﬂe—éz/4"2. (3.90)

Figure 3.4 shows a member of the delta sequence and its Fourier
transform.

As n— oo, we get

1
Fls) = . (3.91)

This has to be viewed as an extension of the Fourier transform beyond
its application to absolutely integrable functions.

To relate the Fourier transform to the frequency content of a
function, let us obtain the transform,

2 o0
Fle ¥ coswx] = \ = e ™ coswxcoséxdx
7 Jo

= \/%/ooe_”x[cos(a)—é)~|—cos(a)+§)]dx
7 Jo

1 a 4
zm[a2+(w_g)2+az+(w+§)z]. (3.92)
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4,

| f\
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Figure 3.5. The function e~ cos wx and its Fourier transform (dashed curve) for a =

0.landw=1.

A plot of the function and its transform are shown in Fig. 3.5. We see

two spikes corresponding to § = w and & = —w in the transform. These

spikes tend to delta functions as a approaches zero. We may verify

one feature of the delta sequence, namely, the area under the curve

is unity by examining the following relation concerning the inverse

Fourier transform,

1 * 2 a —i(E—w)x —alx|
\/27‘[./;00 TRt (w—E2 @a=e

If we let x =0, we get

1 [ a
E[matuw—@fE:L

Defining

1 a
7@+ (w—6)2

3§ —w) =
Fle= ™ coswx] = \/g[%(f — )+, + )],

T
Flcoswx] = \/;[5(5 — ) +8(E+w)].

(3.93)

(3.94)

(3.95)

(3.96)

(3.97)
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If a function is made up of a linear combination of cos wyx,
(n=1,2,...,N) its Fourier transform will show delta functions located
at +w,. These are referred to as spectral lines.

3.7.3 Powers

In order to compute the Fourier transforms of functions of the form
x~P, first we introduce the Gamma function

o]

Frx+1)= /0 e 't dt. (3.98)
Integrating by parts, we obtain the recurrence relation
Fx+1) =xI'(x), (3.99)
and, when x is an integer, n,

Fn+1)=n!. (3.100)

2 [ _ .
FC+iFs=\/; / x7Pe* dx, (3.101)
0

For x77 to go to zero at infinity, p > 0. In the complex plane, z =x +iy,

Let us evaluate

this is a line integral along C : z = x. We may distort the contour as
shown in Fig. 3.6 without including any singular points. Then

[C:/CO+/C1+/OO, (3.102)

with Cp having a small radius € and C a large radius R. First, let us

consider the integral over Ci:

[2 (R,
/ = _/ e~imPI2y P e~V dy
1 T Je
2 p—1,im(1=p)/2 Oo —Pe=Y
=,/—&""e yPe™Vdy
7T 0

[2 :
=,/ ZgP LT A=P)21 (1 — p), (3.103)
v
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Figure 3.6. Two paths for evaluating the integral of z 7 exp(i&z).

where we have taken the limits € — 0 and R — oo. The integral over Cy

As € — 0, this integral vanishes if p < 1. Thus, 0 < p < 1. The integral

-

As & > 0, in the limit R — oo, this integral goes to zero. Thus,

/2 . ‘
/ lmPemifp=tesing g (3.104)
0

over Cyso

0
/ Rl_pe—iép—gRsinG dol. (3105)
/2

2 .
Fe+iFy =,/ Z€P7T (1 — p)elt=P7/2, (3.106)
b g
For an inverse transform to exist, this expression has to be absolutely
integrable, which also confirms 1 —p <lorO<p < 1.

Separating the real and the imaginary parts and using the notation
q=1—p,we get

Fe= @EqF(CD cosmq/2,

F :@E‘qF(q)sinnq/Z. (3.107)
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When p =1/2 = g, using I'(1/2) = /7, we obtain the self-reciprocal

relations 1 1 1 1
£ [ﬁ} -2 % [ﬁ] - (3.108)

Using the even and odd extensions,
2
Flix|™P1=/ =117 (q) cosq/2, (3.109)
/3
_ 2 _ .
Flsgn(olx| 1=,/ —sgn(@®)I§[ T (g)sinzg/2.  (3.110)

3.8 CONVOLUTION INTEGRAL

Under the Fourier transform, the convolution integral of two functions,
f and g, is defined as

’1 oo
* x):—/ x—1ng()dt, 3.111

g N _Oof (x—1)g () (3.111)

where the operator * is used to denote convolution. Using
x—t=1t, t=x-r, (3.112)

we see
1 oo

*g(x) = —f (Dgx—1)dt =gxf(x), 3.113
fxg NS A gxf (3.113)

which shows the commutative property of the convolution operator.
The Fourier transform of the convolution integral,

f[f*g]=%[ [ f(x—z)g(t)ei‘fxdtdx

= i/w /Oof(r)g(t)ei‘f(’“) dtdr, x—t=r,
21 ) o) -
=FE)G®). (3.114)

This relation shows that if a Fourier transform is factored as F times
G, we may invert them individually, to get f and g and then convolute
them to obtain the inverse of FG. It also implies that the convolution
is defined to suit the transform.
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3.8.1 Inner Products and Norms

An important property of the Fourier transform is that it conserves the

inner products and norms. From the inversion formula,

frh)=F UFEHE®)],

where we assume f and / are real, letting x =0,

/ FOh(—t)di = / F(&)H (&) de.
If g*(t) = h(-1),

H¢) = gr(—nesldr,

1 o0
E/_m
__1

- V2
Then
(f.g) =(F,G),

where the inner products are defined as

(f.g) = / fe*dv, (F.G)= / F()G*(€) de.

/ ~ g (e 8 dt = G*(&).

(3.115)

(3.116)

(3.117)

(3.118)

(3.119)

The choice, g = f, leads to the conservation relation for the norm:

IF1=1F1.

(3.120)

In physical applications, often, the norm is related to the energy con-

tent and Eq. (3.120), known as the Parseval’s relation, shows the same

energy content in the frequency domain. A plot of | F % as a function

of & is called a power spectrum of a signal f(x).
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3.8.2 Convolution for Trigonometric Transforms

The convolution integral for trigonometric transforms are not as simple
as for the Fourier transforms. We may obtain them by considering

/chGccossxds :\/Z/oo/OOGCf(t)cosstcosfxdtdé
0 7Jo Jo

1 oo oo
- G, -
\/E/o /0 f®Gelcosé(r —x)

+cos&(t+x)]dédt
1 o0
= 5/0 fOlg(t —x|)+gt+x)]dt. (3.121)

Similarly,

/OOFSGscoséxdé =\/Z/OO/OOGSf(t) sin&tcoséx dtdé
0 TJo Jo

:\/%/Ooofooof(t)Gs[siné(H-x)
+siné&(t — x)]dédt

1 o0
-2 [0 FOlsen(t —0g(t —x|) +gCc+D]dr,
(3.122)

/OoFchsinExdé = \/Z/w/oo G.f (t)sin&tsinéxdtdé
0 7Jo Jo

1 o0 o0
= — GC -
«/E/o /0 f(®)Ge[cos&(t —x)
—cosé(t+x)]dedt

1 o
25/0 fOlg(t—x)) —gt+x)]dt.  (3.123)

Setting x = 0 in Egs. (3.121), and (3.122), we obtain the inner

product conservation relations

(FCa Gc) = O‘"g)v <Fs, Gs) = <f7g>a (3-124)
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where all functions involved are real and the inner products are defined
using integrals from 0 to co.

The special case, g = f, gives

IFell =11, IE I =1f 1l (3.125)

3.9 MIXED TRIGONOMETRIC TRANSFORM

As we have seen, if f'(0) is given, we use the Fourier Cosine transform,
and if f(0) is given, we use the Fourier Sine transform. There are cases
where a linear combination of f/(0) and f(0) is given. As an example,
let us consider the Newton’s law of cooling at the surface, x =0, of a
body extending to infinity,

f'(0) = hf(0) =0, (3.126)

where f(x) is the relative temperature, T(x) — T, and /4 is a constant.
This boundary condition is known as the radiation condition in the
literature.

In order to obtain the preceding combination of boundary terms,
let us consider the mixed trigonometric transform,

Frlf1=Fr(&) = \/g/()oof(x)[acosx%‘ + bsinx&]dx, (3.127)

where a and b have to be chosen to obtain the boundary term as in
the radiation condition of Eq. (3.126) from the transform of " (x). The
subscript, R, is used to indicate the radiation condition. We have

2
FrIf" = —\/; [af (0) — bEf(0)] — 2 FR(£). (3.128)

Choosing
a=§&, b=h, (3.129)
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we recover the left-hand side of Eq. (3.126). Our definition of the mixed
transform is

Frlf1=Fr(é) = \/3/0 f(x)[& cosx& + hsinx&]dx. (3.130)

The mixed transform can also be written as the Sine or the Cosine
transform of alinear combination f and its derivative or anti-derivative.
Using the Sine transform, we obtain an expression for the inverse of
the mixed transform. Consider

ﬁ@=¢3fﬁu{i+4mﬁw
T Jo dx
2 T 2 e, _
=,/—f()sinx§| — —/ [f'(x) — hf (x)]sinx&dx
T 0 T Jo

= —Flf = hfl,
f'@) = hf (x) = —F; '[FR). (3.131)

This is a first-order differential equation, which can be solved to get

f(x). The convolution theorem for the mixed transform states that
FRIf xg) =& ' FRrGr, (3.132)

where the convolution integral f «x g is defined as

X+t
fxglo) = 8 [f(x-i-t) +f(|3€—t|)~|-h/| f(f)df] dr.
xX—1t

(3.133)

7=

For a derivation of this result, the reader may consult Sneddon (1972).
For a solution of problems involving the radiation boundary condition,
we may use Eq. (3.131) to invert the transform.

3.9.1 Example: Mixed Transform
To find the mixed transform

Frle ™, (3.134)
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Wwe use
2 a 2 &
Fo=J2- 2%  R=/2_%_ 3.135
T Vrma2+e2 T Vpa?pe? ( )
to get
2 a+h
Fr=&F, +hF, = ,/ ‘2’+ =2 (3.136)

3.10 MULTIPLE FOURIER TRANSFORMS

For functions of two variables, x and y, if both variables extend from
—o00 to 0o, we may take the Fourier transform with respect to x and y
sequentially, to have

Fen=o [ [ swpetcomasa. (3.137)
In an n—-dimensional space €2, if
X =X1,X2,...,Xn, &=§1,6,...,&, (3.138)
we have
x1&1+x26 + -+ x6, =x.E. (3.139)

With this, the generalized n—dimensional transform can be written as

F(§) = / f(x)e* 4 d. (3.140)

Qn )n/2
In engineering applications, n has the value of two or three.
3.11 APPLICATIONS OF FOURIER TRANSFORM

In the following subsections we discuss some examples of solutions
of differential and integral equations obtained using the Fourier
transform.

3.11.1 Examples: Partial Differential Equations

1. Laplace Equation in the Half Space

Consider an incompressible, irrotational, two-dimensional flow of a
fluid in the upper half plane: —oco < x < 00, 0 < y < oo (see Fig. 3.7).
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-a a X

Figure 3.7. Semi-infinite half space with prescribed vertical fluid flow in —a <x <a.

Let u and v denote the components of velocity along the x- and the
y-axis, respectively. We assume the fluid is flowing into this domain
with v =f(x), u =0 along the slot, —a < x < a, y =0. Both components
of velocity vanish at infinity.

For incompressibility

d ad
T, (3.141)
ox ady

and for irrotationality
a 9
oy, (3.142)
ay ox

Differentiating Eq. (3.141) with respect to x and Eq. (3.142) with
respect to y and adding the two, we get

V2u=0. (3.143)
Similarly, eliminating u, we have
vZy =0. (3.144)

Thus, the velocity components satisfy the Laplace equation. Taking
the Fourier transform of Eq. (3.144) with respect to x,

V(&,y) = Flu(x,y),x — &], (3.145)

we have )
>V
e —£2V =0. (3.146)
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This equation has the solution
V =Ae 5 4 Belly, (3.147)

where B has to be zero for V' to vanish at infinity. The boundary
condition at y = 0 has the transform F(§). Using this

A=F(¢), (3.148)
and
V(E.y) =F&)e 5V (3.149)

Using the convolution integral and

2
Fle by = ;xzi ol (3.150)
we invert this to get
y [ fWadt
v(x,y) = 5/_00 [ (3.151)

To find u, we take the transform of Eq. (3.141),

—iEU =|g|F (€)Y, (3.152)
or

U=isgn&F(E)e V. (3.153)
Using

2 x
—1p; —l&lyy —
Flisgn &e” 5] —\/;x2+y2, (3.154)

we find

1 /00 (x—Of ()dt

ulx,y) =— . m (3.155)

T
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0 X

Figure 3.8. Infinite strip with prescribed temperatures at y =0 and y = a.

2. Steady-State Temperature Distribution in a Strip

We consider a strip Q: —oo <x <00, 0<y <a, (see Fig. 3.8). The
relative temperature u(x,y) satisfies

Vu=0 in Q, (3.156)
u(x,0) =fo(x), ulx,a)=rfi(x). (3.157)

Taking the Fourier transform of the Laplace equation,

LU,
e U =0, (3.158)
where
UE.y) =Flux,y),x > §]. (3.159)

Unlike in the case of the semi-infinite domain, for the strip it is
convenient to write the solution in the form

U = Asinh(a — y)§ 4 Bsinhyé. (3.160)
With the Fourier transforms of the boundary conditions, we obtain
A =Fy(¢)/sinhaé, B=F;(&)/sinha&. (3.161)

Then - -
U:Fo(é)w +F1(S)M

. 162
sinh a& sinha& (3.162)
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As (a—y) and y are less than a, U goes to zero as |£| — oo.
To find the inverse transforms,

sinh(a —y)&
sinha&

gox,y) =F1 [ smhyé}

R
]’ g1xy) =7- |:sinha$

we use aé — &, and consider

ooecé—ixé
I = d 1.
(x.0) /m e o<

In terms of I(x,c),

go(x,y) = [[(x/a,y/a) —1(x/a,—y/a)],

1
NE
gl(xay) = ﬁ [I(x/a,y/a) —I(x/a,—J’/a)L

(3.163)

(3.164)

(3.165)

(3.166)

where y = a — y. Using the convolution theorem, the solution can be

written as

1 o0
u(x,y) = i / [go(x — £, fo (1) +g1(x —t, ) f1 ()] dt.

(3.167)

Here, go and g1 are the Green’s functions associated with the nonho-

mogeneous boundary conditions.

To evaluate the integral I, we use the contour shown in Fig. 3.9. In
the complex ¢ = & + in plane, the function, f(¢) = e“"™¢ /sinh¢, has
simple poles at ¢ = 0,7i,27i. The integrals over C and C; add up to

27i times the sum of half of the residues at 0 and 2xi and a full residue

at wi with the integrals at infinity vanishing, in which case.

/C F@)de = / FE)ds=1.

(3.168)
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2r C1

0 c 4

Figure 3.9. Contour in the complex ¢ plane.

On Cy,¢ =&+ 2mi and

p 0 27r(tc+x)+(c tx)éd
/le(é') €= / sinh(& +2mi §

_eZN(ichx) / f(%')d%'

et (3.169)

The residues are

Res(0) =1,
Res(ri) = —e™et9)

Res(2ri) = ¥t

Asthe points ¢ =0and ¢ =2miare on the contour, the Cauchy principal

values of the integrals through them give half the residues. Thus,

(1 _ eZn(ic+x))I — 7_”-(1 + eZn(ic+x) o 26n(ic+x))’
; (1 _ eﬂ(ic+x))2
(1 _ en(ichx))(l + en(ic+x))

I=mx
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1- e lictx) 1 4 pr(=ictx)

=Tl 1+ en(ic+x) 1+ en’(fic+x)
sinc —isinhwx

=7 3.170
d cosmc+coshme ( )

Using this in Egs. (3.165) and (3.166),

= sinmy/a
_ [T 3171
8005 =\ 32 coshmx/a+ cosnyja’ (G171
T sinwy/a
_ [ 3.172
g1(x,y) 2a? coshmx/a+cosmy/a’ ( )

where y =a—y.

3. Transient Heat Conduction in a Semi-infinite Rod

Consider a semi-infinite rod occupying 0 < x < oo. The transient
relative temperature u(x,t) satisfies

K 3273 = Z—l:, (3.173)
where « is the diffusivity. The boundary conditions are
u(0,)=0, u—0 as x— oo. (3.174)
The initial temperature distribution is given as
u(x,0) = f(x), (3.175)

with f(0) =0 and f — 0 as x — oo. For a semi-infinite domain with
u(0,t) prescribed, we use the Fourier Sine transform.

UE,n =Flux,n], F&)=FlfKx)], (3.176)
8%u 9
Fs [87j| =-£7U. (3.177)

Taking the transform of Eq. (3.173), we have

dU
o +x&2U =0, (3.178)
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which has the solution
U0 =Ae™ (3.179)
where A is found from the initial condition, U (¢,0) = A = F(¢). Thus,
U0 = Fy()e . (3.180)
For special initial temperature distributions, such as
f) = uoxe_xz/(4”2), (3.181)

we have from Eq. (3.84)

F(&) = up2v/a)’ge ¢, (3.182)
U(E.0) = up@y/ay e @H0s, (3.183)
Inverting this gives
_ Uox —x2 [[4(a+k1)]
HN=——"—"—79——— . 3.184
u(x,1) (1~|—Kt/a2)3/ze ( )

Figure 3.10 shows the peak temperature diminishing and moving
to the right as time passes.

0.8

0.4+

02l

L L L L I L n 1 L I

2 4 6 8 10

Figure 3.10. Temperature distributions u/u for t =0.1,1.0,10.0 when a2 =« = 1.
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In a more general scenario, we would like to keep f(x) arbitrary and
to obtain the Green’s function to write the solution in a convolutional
form. To this end, from Eq. (3.123), we have

1 [ee)

PG = = fo fOlgx—1] g +0ldr,  (3.185)

where |
Ge=e | g(x) = ———e ¥ /D), (3.186)

V2«t
Thus,
u(x,t) = 1 /oof(x/) [ef(xfx’)z/(élkt) _ ef(x+x’)2/(4kt)]dx/ (3.187)
’ Varkt Jo -

4. Transient Heat Conduction in a Rod with Radiation Condition

Here we reconsider the previous heat conduction problem with the
boundary condition at x = 0 changed to the radiation condition
(Newton’s law of cooling):

ou
a(O,t) —hu(0,t) =0. (3.188)

Using the mixed trigonometric transform,

Ur(&,t) = Frlu(x,0)] = \/3/000 u(x,t)[& coséx + hsinéx]dx, (3.189)

we obtain
oUR

ot
The solution of this equation satisfying the initial condition, Ug(&,0) =
Fr(§),is

= —«E>Ug. (3.190)

Ur(E,t) = Fr(£)e %’ (3.191)

Using the relation (3.131) between the mixed transform and the

Sine transform,

Ur=—F; [— —hu:| , Fr=—-Flgl, (3.192)
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where
— hf. (3.193)

oQ
I
I

Then
0 2 [ee)
a_u — hu = f;l |:\/je—/<t§2 / g(x/) Sin %.x/dxl}
X T 0
2 o0 o0 2
= —/ / g(x)e " sin gxsin£x'dx’ d&
T Jo Jo

= %/m/oog(x')e_’“gz[cos(x—X’)S —cos(x +x)E]dédx’
o Jo

1
Varkt

o ’ "2 /(4kct "2 /(4dkct ’
/ (Y[~ X/ ARD) _ e /(i) g
0

U= 1 /oog(x/) i _h - [e—(x—x’)z/(4/ct) _ e—(x+x’)2/(4/(t)]dx/
VAt Jo ox ‘
(3.194)

Next, we want to obtain the result of the inverse differential operator
acting on the x-dependent Gaussian functions inside the integral. This

is equivalent to seeking a solution of the differential equation

OV = o G2/ et) _ (et 2/ ct) (3.195)

ox
Note that v(x) satisfies the radiation boundary condition at x = 0. We
may solve for v using superposition by considering only the first term
on the right-hand side. Using an integrating factor,

(3.196)

d(e ) x% — 2xa + 4k hix + a?
—~ =exp| - ,
0x 4rct

where a = +x’. Completing the square,

o) _ | a=2ch?—a® | | x—a+2ch)?
ox P dict P dict

(x—a+ 2kht)?

= exp(—ha+ kh’t) exp |: el
K

} . (3.197)
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Integrating both sides, we obtain

(3.198)

— 2kht
v=+/mrtexplh(x —a+ «ht)lerf [u} ]

Vvt

With this, superimposing the two expressions for v corresponding to
a = +x’, the solution given in Eq. (3.194) can be written as

1 o0
u= E / g(x/) [UJ(X - -x/) - w(x +.X/)]d.xl, (3199)
0
where 4 2kcht
x4+ 2«
w(x) = "D erf [} ) 3.200
VAt ( )

5. Transient Heat Conduction in an Infinite Plate
The diffusion equation and the initial condition for the relative
temperature u are

ou
KVzu(x,y,t) =% u(x,y,0) =f(x,y), (3.201)

where f and u go to zero as /x2 + y% — oo.

Using the double Fourier transform,
f[u('x’y’t)’x - E’y - 77] = U(E?’Lt)) (3202)
Flfe,),x — &,y —>nl=FE,n), (3.203)

the differential equation can be written as

W e @, (3.204)

which has the solution satisfying the given initial condition,
w=F(g,n)e <€+, (3.205)

The inverse transform of the exponential term can be found by con-
sidering it as a product of a function of £ and a function of 5.
1

glx.y.0) = F e €] = ﬂ(Wzﬂz)/(““). (3.206)
K
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Using the convolution theorem, the solution can be written as

1 0o oo _\2 _ W2
u(xayvt)sz / f(x/’y/)exp |:_(x x) +(y y) j|dx/dy/.

dict
(3.207)

6. Laplace Equation in a Semi-infinite 3D Domain
Consider the equation

Zu  u  9*u

e g =0 (3.208)

with the conditions

u(x,y,0)=f(x,y), u—0 as R=.x2+y2+z2—o00. (3.209)

Taking the double Fourier transform with x — £ and y — 7, we get

32U
— —E+nHU =0, (3.210)
0z
where
U¢,n,2) = Flu,x — &,y — nl. (3.211)

The boundary condition becomes

U,n,0)=F(&,n). (3212)

The solution of the differential equation (3.210) satisfying the bound-
ary condition at z =0 and the condition at infinity is

U(En.2) = Fg.me VETT2, (3.213)

We may invert this product by using convolution after obtaining the

inverse of each factor. To this end, let
g(x,y’z) — ]_‘—1 [e_\/ 52+7]22]
= i/oo /oo e~V EHI L pmilxE ym) dédn. (3.214)
27 Joo -0
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We may transform this integral using the polar coordinates

E=pcos¢p, n=psing, (3.215)
x=rcosf, y=rsinf. (3.2106)
Then
1 2w poo )
g=— / e~ lzHircos@=01 5 dep. (3.217)
21 0 0

The integral with respect to ¢ from 0 to 27 can be changed to the limits,

0 to 27 + 6. Using a new angle

Y=¢-0, (3.218)
we have
1 2r oo .
g= > g~ lztircos '“p,od,odw
wJo Jo
1 2 pe—[z+ircosw]p e—[z+ircosx//]p >
— _ — d
27 Jo Z+ircosy (z +ircosir)? 0 v
B 1 2 dl/f
" 2n )y (z+ircosy)?
dl
=— 3.219
= (3:219)
where 5
1 v
I=—— d—l/j (3.220)
2m Jo z+ircosy
This integral is evaluated using
c=ev, dr=ieVdy, cosy=(+c N2, (3.221)
and the unit circle, |¢| =1, as the closed contour. Thus,
I 1 1 dc
2 Jgm z+ir@ Y 20
1
¢ (3.222)

ZE lcl=1 §2+1+ZZ§/(ir)'
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The integrand has simple poles at

¢ =iz/r+i\/1+272/r2% (3.223)

only one of the poles is inside the contour. Using the residue theorem,

1
T=——J1+72/r2 3.224
PRl ( )

Z
T @+
The solution of the Laplace equation can be written as

. i o0 o f(x/,y/)dx/dy/
D = o [oo [oo [ =X+ (y =y + 2213/ (3.226)

and

g (3.225)

3.11.2 Examples: Integral Equations
1. The Fourier Integral

The Fourier transform
1 © .
I / f(x)e™dx = F(&) (3.227)
T J—o0

can be considered as a singular integral equation with kernel, k(x,&§) =
(2)~ 12 exp(ix¢), with a given function F(&) on the right-hand side.
By the Fourier integral theorem, the solution of this equation is

fx)= F(&)e ™ dt. (3.228)

1 o
v 27 ~/—oo
In this context, the self-reciprocal functions we have seen earlier
become eigenfunctions with eigenvalues of unity for our integral oper-
ator. This illustrates a peculiar property of singular integral equations
that a particular eigenvalue can have infinitely many eigenfunctions.

From adding the transform and inverse transform pairs

2 (™ _ 2 a
;/0 e ‘”‘cosxédx:\/;m, (3.229)
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[ / \/> o ——— cosxbdx=e"", (3.230)
T a X

we obtain eigenfunctions

—ax 2 a
p(x)=e +\/;a2 — (3.231)

This eigenfunction corresponds to the eigenvalue of unity. We

could do this with any pair of functions and their transforms,
which illustrates the multiple eigenfunctions for our singular integral
equation. Also, by subtracting the transform from its function, we

obtain eigenvalues of —1.

2. Equations of Convolution Type

An integral equation of the form
1 o
— / k(x—tu(t)dt =f(x), (3.232)
T J—00
under the Fourier transform, becomes
K@ UE) =F@). (3.233)
It may seem that we can solve for u from
UG)=MEFE), ME=1/K. (3.234)

However, the reciprocals of Fourier transforms do not have inverses.
If K decays at infinity, M grows at infinity. If this growth is algebraic
(as opposed to exponential), we may divide M by a power of &, such as
&", and compensate for this by multiplying F by &”. The factor § "M
may have an inverse, and the inverse of §"F can be found if the nth
derivative of f exists.

As an illustration, consider the equation

/ u(t)dt
V2 Jooo X —tP

=f(x), 0<p<l. (3.235)
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Taking the Fourier transform
FlxI"PIU &) = F(©). (3.236)

Using Eq. (3.109),

2
\/;F(q)COS(ﬂq/Z)Iél“’U(S) =F@¢), g=1-p. (3.237)

U= \/ZLF@ (3.238)
2 I'(q)cos(wq/2) ' '

Here, £7 with g > 0 cannot be inverted. By multiplying and dividing
by (=i§),

=\/E & [—iEF ()]
2 Zisgn (§)[EIT (@) cos(q/2)

_ |7 sgn®IEITP .

_’\/; Fgycos(egra) oF @

Assuming the existence of f’(x) and using Eq. (3.110), we invert the

two factors to get

M—igFE)]=f (0, (3.239)
s T sgn(x)|x|~4
F 7 lisgn (§)|&| ]_\/;—F(p)sin(np/Z)' (3.240)

Using convolution,

JT [ Y fl(odt /Oof’(t)dt}

ux) = - .
272 (p)T(q)sin(p/2) cos(mq/2) L) —oo X =09 Jy (t—x)1
(3.241)

In the special case, p =1/2,

wx) = 1 [ f(t)dt / f/(t)dt} (3242)

V2r
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3. Eddington’s Method

In the preceding example, we required the forcing function f to be
once-differentiable. If it belongs to the class of infinitely differentiable
functions, C*°, we assume the Fourier transform U (¢) of the unknown

has an expansion

UE) =) an(—i&)"F (&), (3.243)

n=0

where a, are unknown. From Eq. (3.233), we get

K(&)) an(—i§)"F(€) = F (). (3.244)
n=0
Thus,
> an(—i&)" =1/K (). (3.245)
n=0

If 1/K(¢) can be expanded in a power series, we can solve for a,,. For
a power series expansion, K has to be analytic in £ around the origin.
Consider the case

1 (e.¢]
N / e u(tydt = £ (x). (3.246)
T J—00
Taking the Fourier transform,
U= x/iegz/“F,
2
2 1 2
=2 1+<%>+5<%> +..- |F. (3.247)
This can be inverted to get
1 /! 1 1 111
u=~2|fx — 2@+ 55+ (3.248)

4. Evaluation of Integrals

Certain integrals that are difficult to evaluate directly may be obtained

using Fourier transforms.
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Consider the integral
I= / @) gy (3.249)
0
Taking the Fourier transform with respect to the parameter b,
1 [ 21 E2 14,2
F=Fllb—t1=— / o @HE /R (3.250)
0

Integrating with respect to x, we have

1 1 1 2a
F= = . 3.251
V202 +E2/4 J2ada® +87 G231
Inverting this,
1
[=—-e 2P, (3.252)

V2a

Another integral that can be evaluated using the Fourier transform
is the convolution integral

f(x) = (3.253)

1 /“’O dt
V27 Joo X —1Pt]9”
where p + ¢ < 1. Taking the transform and using Eq. (3.109), we find

2

F&=—T(1-pTd-gcos[(l—p)/2lcosm[(1-q)/2|E["*7%,

(3.254)
Inverting this, we get

o= \/ZF(l —P)T(1 —g) cosml(l —p)/2lcosl(l =q)/2), 1-p-g,

re-p-q cost(2—p—q)/2
(3.255)

We may also take advantage of the norm (and inner product)

conservation property in the evaluation of integrals. For example,

IE/OOL:W”Z, f

—oo (@% +x%)? 2



142 Advanced Topics in Applied Mathematics

As |IfIl = IIF|l, we have

2 o]
=IFIP=— f U
wTas Jo

- (3.256)

3.12 HILBERT TRANSFORM

In this section, we consider time-dependent real functions f (¢), instead
of the space-dependent functions we had looted at previously. We
further assume f(¢) is causal, meaning f(¢t) = 0 for t < 0. We also
assume f(¢) is continuous and absolutely integrable. The Cosine and
Sine transforms of f may be denoted by

X)) = \/Z-/oof(t) costrdt, (3.257)
T Jo
2 [ .

Y (1) :\/j/ f(@)sinttdr. (3.258)
T Jo

The inverse relations are
f@ = \/gfooX(n) costndn (3.259)
0

_ ﬁ f ™ Y (nysinndn. (3.260)
7 Jo

Substituting for f(¢) from Eq. (3.260) in Eq. (3.257),
2 o o
X(1)= —/ / Y (n)sintncostt dndt
TJo Jo
1 o0 o
=— / / Y (n)[sint(n+ t) +sint(n — 7v)]dtdn

1
n—t

_ / nY(n)dZn‘ (3.261)
7)o nt-rt
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Similarly, substituting for f(¢) and from Eq. (3.259) in Eq. (3.258),

2_r/°° X(n)dn
0

Y(r)=
O=1 5o

. (3.262)

Here, X and Y form a transform pair under the Hilbert transform.

Recognizing X (t) is an even function of  and Y (r) is an odd

function,
1 *Y(nd *Ynd
X(f):_[/ () n+/ (n) n}
wlJo n+t 0o n-—rt
_1 /0 Y(=mdn /°° Y (ndn
T|Jooo —N+T 0 n—rt
_ L[ Yy (3.263)
) n—1 "’ ‘
Similarly,
o
Yoy =+ / Xndn (3.264)
TJ) oo T—0N

These represent an alternate form of the Hilbert transform pair

Y0 = HIX ()7 — 1] = / X@dr (3.265)
T ) —T
X() = —HIY (1)t — 1= — f Y(o)dr (3.266)
T J)oo T—1

These relations are also known as the Kramers-Kronig relations.

3.13 CAUCHY PRINCIPAL VALUE

The preceding Hilbert transform pair can also be obtained directly

from the Cauchy’s theorem,

f (S_)‘is, (3.267)

1
f(Z)Z%fC s

where C is a closed, smooth curve and z is an interior point. When z

is on the curve C, if we interpret the integral as an improper integral
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with a Cauchy principal value, we obtain

l *f(s)ds
miJe s—z°

f2)= (3.268)

where we follow Tricomi’s notation in using the superscript * toindicate
the Cauchy principal value. Now, consider the closed curve formed by
the real axis, —00 < & < 00, and a semicircle of infinite radius on the

upper half plane. Assuming |f(z)| vanishes at infinity,

1 [*° d
fx+i0) = —/ U f;‘. (3.269)
i) _ E—X
It
fx+i0) = u(x,0) +iv(x,0), (3.270)
separating the real and imaginary parts, we find the Hilbert transform
pair
1 [*° d
u(x,0) = —H[v(E.0)] = — / v@)ds (3.271)
TJ) o E—X
1 [*° d
0(x,0) = Hlu(E,0)] = / u@)ds (3272)
TJ) oo X—E&
In particular, for u = cos wx and v = sin wx,
cos wx = H[sinw&], sinwx=—H[coswé]. (3.273)

In signal processing, a signal f(¢) is modulated by multiplying it by
cos Qt, where Q2 is a large number, to get the modulated signal g(¢).
The function

h(t) =g(t)+iH[g(t),T — t], (3.274)

called an analytic signal is used for transmission. One advantage of this
method is that % can be factored as

h(t) =f(t)e'¥, (3.275)

and f(t) = h(t)e™"¥ can be reconstructed using fewer sampling points
than the modulated signal. A theorem of Nyquist which states that to
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reconstruct a signal with frequency N cycles per second, we need to
sample at least 2N points.

3.14 HILBERT TRANSFORM ON A UNIT CIRCLE

Another form of the Hilbert transform for periodic functions in (0,27)
can be obtained from the Cauchy integral

1 [f(sds
)= 7 % T (3.276)

where the integral is on a unit circle C with s = ¢/® a point on the circle

and z = re’ a point inside the circle. When z is on the circle, we have

f (S)ds

fe) = 2l =1,
f(e“f’)el%dqs
T elt — el?
_ 1 % fe)idp
) 1—¢@9
* f(el?)e~10=9)/2iqg
T e—i0—9)/2 _ pi(0—¢)/2

= % f " F(e)[1+icot® — ¢)/2] dg. (3277)

Let
£y =u®) +iv(o). (3.278)

Then
1 * 1
u(®) = z—f o(#)cotl(® — $)/2] + —— ?f u@)dp,  (3279)
b4 2

1 [ 1
v(0) = E% v(¢)cot[(¢p —0)/2] + g%l}((ﬁ)d(ﬁ, (3.280)

For a historical development of the two forms of the Hilbert trans-
forms, the two-volume work on Hilbert transforms by King (2009) is
recommended.
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3.15 FINITE HILBERT TRANSFORM

Integral equations of the form

*1
l/ u(é)dézv(x), l<x<l, (3.281)
)1 x—§&

where u(x) has to be found, appear in thin airfoil theory and in elas-
tic contact and crack problems (see Milne-Thomson, 1958, Gladwell,
1980). In thin airfoil theory, circulation around an idealized 2D air-
foil is created using distributed vortices of unknown strength along its
chord, and the condition that the incompressible fluid velocity has to be
tangent to the airfoil profile is used to solve for the unknown. In elas-
ticity, an unknown pressure distribution on the contact line or crack
length is related to the known displacement caused by the pressure.
The finite Hilbert transform also has applications in image processing.
We may define the finite Hilbert transform as

*1
Th)= L / v(§)ds (3.282)

)1 x—&°

Note the kernel has the form 1/(x — &) unlike the regular Hilbert trans-
form. This can be related to a line integral in the complex plane in two
ways: the Cauchy integral representation of analytic functions and the

Plemelj formulas.

3.15.1 Cauchy Integral

As before, consider a unit circle C in the complex z-plane described
parametrically by s = ¢/, —7 < ¢ < . Using the Cauchy integral
theorem, we define an analytic function inside C by

1 [ Fsd
Fy=— OB o1, (3.283)
2ni Jo s—2z2
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When z is on the contour C, the integral has to be evaluated as the

Cauchy principal value, and

F(Z)=l?§ F(S)is7 =1,

wiJe s—

If we replace z by z,

F(z)=l.y§ Fds - 4.

Tl JC s—z

By adding and subtracting Egs. (3.284) and (3.285), we find

1 r* 1 1
F(z)iF(Z)z—,f F(s)[—i—_}ds.
i Je s—z S§—
With
z=¢7 s=€? ds=isdp,
we have
1 1 i
+ — lsd¢: l—% d(P,
s—z §—z cos¢p —cos6
1 1 i
[ ___}sdqs:_&,
s—z §$—z cos¢ — cost

Using the notation
F(") =F@®),

Eq. (3.2806) for the two cases, plus and minus, becomes

F(0)+F(—8) = - 55 "F) [1 n i%} do,
T Je cos¢ — cos6
F@O) - F(—)= - f R —00 g,
7 Jc cos¢ — cosf

(3.284)

(3.285)

(3.286)

(3.287)

(3.288)

(3.289)

(3.290)

(3.291)

For an arbitrary function G(¢), the integrals around the circle can be

split into two integrals as

T b4 0 T
/ G(¢)d = fo G(¢)dg + / G(¢)dd = /0 [G(#) + G(—$)1do.
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Introducing
1
FO) =51FO) +F(=0)], (3.292)

1
ig(0) = E[F(G) —F(=0)], (3.293)

which amounts to the relation F(0) = f(0) + ig(0), the preceding
equations can be expressed as

1 *TT *TT inod
f(e)=—{ / f@)dp— f M}, (3204)

cos¢ — cosf
*T f(¢)sinfdg
80) = 7)o cosh—cosd’ (3.295)

Here, f and g form a finite Hilbert transform pair in terms of
trigonometric kernels. This is the common form found in thin airfoil
theory.

We note that for a given f, its finite Hilbert transform g is unique,
whereas the inverse of g is not unique because of the added term —
the average value of f between 0 and m, on the right-hand side of

Eq. (3.294).
Using
cosf =x, cos¢p=¢&, (3.296)
f(cos’lx) g(cos™ x)
in Egs. (3.295) and (3.294), we get
*1
o) = / ”@)ds, (3.298)
mJq x—§
/ 2 1
V1= x2u@x) = / - ’5 ”(S)ds nf w@)de.  (3.299)
1

We have the finite Hilbert transform operator

U u(x)dx

Tlux—>&El=vE) = JEox’

(3.300)
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and its non-unique inverse

1 —&2 v(§)dg ¢

1 *
71 = =_— 3.301
[v,€ = x] = u(x) n/_1 2 t-x o ( )
where the arbitrary constant
1 1
c-1 / () dt. (3.302)
TJ-1

In thin airfoil theory, the physics of the flow requires u(—1) to be
finite. With this condition, we get a unique solution in which

(3.303)

CZ_;/” VI=Ev@)ds
T Jo

£+1

3.15.2 Plemelj Formulas

The Plemelj formulas deserve consideration on their own merit due to
their use in solving singular integral equations arising in the plane the-
ory of elasticity. Here, we derive them to illustrate certain properties
of the finite Hilbert transform. Consider a line integral,

1 f(s)ds

F(z) = — 3.304
@O=i) 5 (3.304)

from A to B over the curve shown in Fig. 3.11. Unlike our previous
Cauchy integrals over a closed curve, this is over an open curve. As we
traverse from A to B, the domain close to the curve at left is referred to
as the “4”-side and that to the right is the “—"-side. This convention
is in agreement with what we have for closed curves. The function F is
analytic in the entire complex domain except on the curve itself. When
z approaches the curve from the “+”-side, we remove a piece of the
curve CD of length 2¢ and write

Fuz) = lim —— { / fWds [ [s)ds } : (3.305)
A

e—~02mi C+DB S—2Z c S—Z
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A

Figure 3.11. Indented contours for Cauchy principal value.

where C’ is a semicircle of radius € centered at z (as shown in the second
sketch). In the limit of € — 0, the first integral becomes the Cauchy
principal value,

f(s)ds

1
F = lim — 3.306
P(Z) eg% 2mwi AC+DB S—Z ’ ( )

and the second becomes f(z)/2. Thus,

1
Fi(z)=Fp(2)+ Ef(z). (3.307)

Similarly, when we approach the curve from the “—"-side, we take the

semi-circle, C”, to the left, to get

1
F_(z) =Fp(z) — Ef(z). (3.308)

The difference in the signs in front of f(z) in the two relations can be
attributed to an angle change from —z to 0 on C’ and from 7 to 0 on
C”. By adding and subtracting these two relations, we find the Plemelj
formulas

1 1
Fp=3IFs@+F-@L @ =3F@-F-@] (3309

To relate these results to the finite Hilbert transform, let us define our
curve as the straight line y = 0 between x = —1 and x = 1. Since F(z) is



Fourier Transforms 151

continuous in —oco <x < —1 and 1 < x < oo, from the Plemelj formulas
f0 =0, Fp)=Fx), y=0, 1< <oo, (3.310)

*1
M_ (3.311)
E—x

1
Fe@) = F-()) =2f (), Fr(0+F-(0) = —

From our previous calculation with the unit circle where F(9) and
F(—0) are complex conjugates, we choose

Fi)=Ux)+iV(x), F_(x)=Ux)—iV(x), (3.312)

and rewrite the Plemelj formulas as

*1
! / V§)ds (3.313)

=iV(x), Ux)=—
fo=iVe, Uw=q| —=
From the finite Hilbert transform and its inverse given by Egs. (3.300)
and (3.301), we notice (U, V) and (u,v) are related through the Jaco-
bian of the transformation x = cos6. In general, we may transform the

unit circle |z| =1 to an ellipse in { = £ +in plane using the conformal

;ZE[HHJFE[Z_H, (3.314)

map

2 2
When the parameter ¢ decreases from 1 to 0, the unit circle maps into
an ellipse and ultimately ends up as a slit between —1 and 1.

3.16 COMPLEX FOURIER TRANSFORM

The variables x and & in the Fourier transform pair, f(x) and F(§), are
real. When one or both of these are allowed to be complex, we have
the complex Fourier transform. Under complex transforms, we have
a larger class of functions that are transformable.
Consider the function
e, x>0,

fx) =
0, x <0,

(3.315)
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where a > 0. As this function is not absolutely integrable, we do not

have a regular Fourier transform of f(x). However, we may define
g =fe ™, (3.316)

which is absolutely integrable if n > a. Taking its Fourier transform,

GE) = g(x)e dx

1 oo
A/ 21 /—oo
e(afrH»iS)xdx

et E+ImX

= \/%_n [ N f)e*dx = F(¢), (3.317)
with the constraint
Im(¢)=n>a. (3.318)

In the complex ¢—plane, the region 5 < a contains all the singularities
of the complex function F(¢). Or equivalently, F(¢) is analytic above
the line n = a. We have F(¢) as the complex Fourier transform of f(x).

To obtain an inversion formula, we, again, work with g(x). We have

1 o0 .
800 =fWe ™ = —— / &,
Foo = J% / ¥ Geetiorgg

= \/%_n /C F(0)e ¥de, (3.319)
where the line C is defined by n = constant (> a). Figure 3.12 shows
the analytic domain for the complex function F(¢) and the inversion
contour C: 75 > a.

Next, we consider a function f (x) defined as zero for positive values
of x and bounded by e~?* for negative values of x. Suppose we multiply
this function by e~ to make it absolutely integrable. Then 7 has to
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N

Figure 3.12. Analytic domain for F(¢) and the integration contour C for inversion.

satisfy n < —b. Thus, the Fourier transform F(¢) of f (x) will be analytic
below the line = —b and the inversion contour can be any line below
n=—>b.

In the normal case of functions defined on —oo < x < 00, we may
define

_J o, x=0 o x>0
f+(X)—i 0. x<0° -0 = F0). x<0" (3.320)
Then
fO) =f+ 00 +f-(x), (3.321)

and each of the functions on the right-hand side has its own complex
Fourier transform. If we use F;(¢) and F_(¢) to denote these trans-
forms, the inversion contours must lie entirely in the analytic domains
of these functions. We may use the complex transform to include func-
tions that are not absolutely integrable as long as they are bounded by
an exponentially growing function.

In this light, a function k(x), which allows regular Fourier trans-
form, may behave like e~ for x — co and e?* for x — —o0; its complex

Fourier transform is analytic above the line n = —a and below n = b.
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3.16.1 Example: Complex Fourier Transform of x?
By writing
X =f+f, (3.322)

we have

1 a1
C 2rditic
2 1
=~ (3.323)

0
F_(¢)= «/%/ x2e/* dx
2t
N A

Both of these functions have poles at ¢ = 0. The inversion contour for

(3.324)

F is a line above the pole, and that for F_ is a line below the pole.

3.16.2 Example: Complex Fourier Transform of e!¥!
Again, by writing

el =f 41, (3.325)

1 o ;
F+(§-) — \/T_n\/o e(l-i-l{)xdx

1 1
— 32
o lic’ (3.326)

0 ;
Ff(f) — \/T_n\/ e(—l-i-ll')xdx
—00
1 1



Fourier Transforms 155

Here, F has a pole at ¢ =i, and it is analytic above the line n = 1.
F_ has a pole at ¢ = —i, and it is analytic below the line n = —1.

3.17 WIENER-HOPF METHOD

The Wiener-Hopf method uses the idea of partitioning a complex
Fourier transform into F; and F_ and inverting them using separate
contour integrals. The function F; must be analytic above a certain
line, Im(¢) = a, and F_ must be analytic below a certain line, Im(¢) = b.
This method has found many applications involving mixed boundary
value problems, which have the dependent function prescribed on part
of the boundary and its derivative prescribed on the remaining part of
the boundary. In the following, we discuss some classical examples
from Morse and Feshbach (1953).

3.17.1 Example: Integral Equation
Consider the integral equation
oo
u(x) —/ e y(ydr = x2. (3.328)
—00
When this is put in the form of a convolution integral, the kernel is
k(x) =~2me M, (3.329)
We observe that the forcing function allows complex Fourier trans-
forms
P, 2i 1 P 2i 1
Ve T v

We assume the unknown u also is made of two parts, u; and u_, with

(3.330)

U_e ¥ (¢)dg,
(3.331)

/ Upe 8*@yde, u_=

T 27 e
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where the two lines, C; and C_, have to be selected. The Fourier
transform of the kernel is

K@) = (3.332)

241

which is analytic in the strip: —1 < 5 < 1. The inversion contour C+
has to be chosen to run through the analytic region of K; at the same
time, U, must be analytic above this line. Similarly, C_ also has to be
in the analytic region of K with U_ analytic below it.

Substituting the inverse transforms into the integral equation

) .
/C+ |:<1 — §2+1> Uy —F+:| eI g
) .
2 \u _ —itx g, _
+/.C, |:<1 §2+1> U_ F_i|e d¢ =0. (3.333)

This may be simplified to get

/ é-2—_1U —F e_izxdg“—i—/‘ §2_1U —F_|e ®*dr =0

c,|2+1 " T c | ¢2+1 7 '
(3.334)

Observing from Fig. 3.13 that a closed contour C can be formed by

going along C_ and returning from infinity along C (opposite of the
direction of the arrow) and again rejoining with C_. For closed curves,
we have from Goursat’s theorem

fH@fW@=Q (3.335)
C

for any function H (¢), which is analytic inside the contour. Comparing
this with Eq. (3.334), we conclude

-1
-1

~———U_—-F_=H. 3.337
2+1 ( )
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_

7

Figure 3.13. Inversion contours C and C_ in the ¢-plane.

Solving for the unknown transforms,

2 +1

U, = gz—_l(F+ _H), (3.338)
241

= z:z_jl(ﬂ +H). (3.339)

These functions have singularities at ¢ = 0 (from F; and F_) and at
¢ = #£1. The inversion contour C, can be selected with n > 0 for it to
be above the singular points. However, the kernel K is only analytic
between i and —i. This restricts C to be below n = 1. Similarly, C_ is
in the strip: —1 <5 <0.

Using the inversion formula, we get

u@)=I+1,+1_, (3.340)
where
1 241 _
[=—— H(¢)e % dc, 3.341
N fc e (3341
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2 2+l
=" /@ se-n’ (3342)
2i 2+1

= | e %de. 3.343
o e te-nt (3349
We evaluate these three integrals using the residue theorem. The

integral, I, has residues at ¢ = +1, which contain H(1)e™* and

H(—1)e*. As H is arbitrary, we may express this as
I = Acosx+ Bsinx, (3.344)

where A and B are arbitrary constants. This shows that our integral
equation has a non-unique solution. Additional information is needed
to evaluate these constants. In 7 and /_, we see residues at { = +1.
As we already have the constants, A and B, contributions from these
residues can be omitted. The lines C; and C_ can be made part of a
closed contour by including semicircles extending to infinity. When x
is positive, e ¥ goes to zero as n — —oo, the semicircles are in the
lower complex plane (see Fig. 3.14). When x is negative, it is in the

//
|

e J
_&I

~_|
e

Figure 3.14. Closed contours for evaluating the integrals when x > 0.
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upper complex plane. Using the residue at ¢ =0, we get
I =@ —xDhx), I-=@—xHh(-x), (3.345)

where /(x) is the Heaviside step function. Finally, the solution of the
original integral equation is

u(x) = Acosx+ Bsinx +4 — x°. (3.346)

We may verify this solution as follows: Differentiate the integral

equation twice to convert it to the differential equation
W tu=2-x% (3.347)

which is satisfied by the given solution. Of course, this is a special
case; in general, integral equations cannot be converted to differential
equations.

3.17.2 Example: Factoring the Kernel

The Wiener-Hopf method originated from an attempt to solve one-
sided integral equations of the form

ux) =»x /Ook(x — Hu(t)dt, (3.348)
0

where —oco < x < oo. This equation is usually supplemented with
conditions on the growth of u as |x| — oo.

As in the previous example, we express u using two functions: u
and u_ defined as

quz{u(x), x>0 u_:{O, x>0 (3.349)

0, x<0’ ux), x<0

Then, we have

Uy +u_ = X/ k(x —uy (t)dt. (3.350)
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Assuming the complex Fourier transform of k, namely, K(¢), is ana-
lytic in a strip, —a < Im(¢) < b (which implies that k& behaves as the
function e~ for large positive x and as eP* for large negative x),
from the integral equation we can assess the behavior of u(x) for
large values of |x|. As x — oo, if us(x) ~ e, for the integral of
k(x —uy (t) ~ e~ *0=D=¢ to converge, ¢ > a. As x — —00,

u_(x) ~ /eb(x_t)e_“dt, u_(x) ~ eb*. (3.351)

We also require b+ c > 0 or ¢ > —b. Also, U4 (¢) is analytic above
n = —c, and U_(¢) is analytic below n = b. Thus, there is a patch
between n = —c and n = b where U, and U_ are analytic. This is shown
in Fig. 3.15. These two functions are said to be the analytic continuation

of each other. The Fourier transform of the integral equation is

A —V27AK)V Uy +U_=0, or (1—~27AK)Uy=—U_. (3.352)

Im(¢)

Re(¢)

-C

Figure 3.15. The function U is analytic in the hatched area above n = —c and U_ is
analytic in the hatched area below n = b. The kernel K is analytic in the strip between
b and —a.
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We hope by factoring

(1—~270K) = % (3.353)

the resulting equations,

KU =-K U_, (3.354)

can be solved as
Ui =H/K,, _=-H/K_, (3.355)
where H is analytic between n = —c and n = b, U, is analytic above

n = —c, and U_ is analytic below n = b.

Then
1 _iex H 1 i H
Uy =—— [ e —d;, u-=——+=|[ e —dz. (3.356
* «/ZWL Ky ¢ V2 Je K “ ( )
For example, if
2 1
kxy=e M, K= /=——. 3.357
(x) =e"M, Pl (3.357)
Here,a=1and b =1 as K has poles at +i such that
241-20 K
(1= VImK)y= S 1 ==h 2 (3.358)

241 K
From the two poles at +i, we use the pole at —i in K, and the one at
—+iin K_, by the choice

2 +1-2

i Ke=cei (3.359)

+

Of course, this choice is not unique; we may multiply K by any func-
tion and divide K_ by the same function as long as we do not violate
the regions of analyticity.

As U, (¢) — 0as &€ — oo, we obtain H(¢) = D, a constant. Then

+i

Ug=D——>""1
AR 2N P Y

U_=-D/¢ —i), (3.360)
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and from Eq. (3.356), we find

Uy = A [cos x+ Smﬂ“x] . u=~v2r-1, (3.361)

u_=Ae", (3.362)

where the constant A (which is a multiple of D) is indeterminate for
our homogeneous equation.

The definitive reference for the Wiener-Hopf method is the book
by Noble (1958). More on this method and on analytic continuation
may be found in Morse and Feshback (1953) and Davies (1984).

3.18 DISCRETE FOURIER TRANSFORMS

An analog signal, x(¢), which is a continuous function of time is con-
verted to a sequence of digital quantities by sampling the signal at
fixed intervals, 7. Practical constraints limit the number of samples to
a finite number, N. We may denote these N sample values by

X, =xnT), n=0,1,...,N—1. (3.363)

Beyond the range [0,(N — 1)T], we assume the signal is periodic. The
discrete Fourier transform of the sequence {x,} is defined as

N-1
X(@)=) xpe " TT. (3.364)
n=0

Here we employ the electrical engineering convention of using (—i)
to take the transform. The infinite integral of the regular Fourier
transform has been replaced by a finite sum (which is equivalent
to numerical integration using the trapezoidal rule). The angular
frequency w is related to the frequency f (cycles per second) by

w=27f. (3.365)
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Then
N-1

X() =T xpe T, (3.366)
n=0
The transform X (f) varies as f increases from 0 to 1/7, and then
it repeats in a periodic manner with period 1/7T due to the periodic
nature of the exponential term. This frequency range may be divided
into N discrete values, to get
m N-1 .
Faltan—ml=Xp=X (7)) =T ;‘) xae 2N (3367
n—=
In practice, we are given a sequence {x,} and the interval T is taken
as unity. To obtain the inversion formula, we multiply both sides by
e?mimi/N and sum:

N-1 N—-1N-1
Z X, o2mimj/N _ Z Z xne—2nim(n—j)/N
m=0 j:O m=0
N-1
=T xuSu, (3.368)
n=0
where
N-1 '
Snj — Z e—2mmk/N, k=n —j. (3369)
m=0

When k =0, that is, n = j, we get
Sun=N, (3.370)

and when k # 0, we use the summation formula for a geometric series,

N-1 1— N .
Y= p= e, (3371)
m=0 —-f
to get S,,; = 0. Thus,
| Nl o
Xp = }"d_l[Xm;m —n]= NT Z XTI, (3.372)

m=0
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We note the periodicity of the transform pair

Xp=XptN, Xm=XmiN.

(3.373)

Because of this periodicity, we may visualize the N values of x,, or X,

stored at N equally spaced locations on a circle, and the summations

run around this circle.

Following the approach used in continuous Fourier transforms,

we may show the convolution sum of two sequences, {x,} and {y,},

defined by
XEYk =Y XnVk—n:
n

has the property

Falxxy;k — m] = Z anyn ke—kam/N

— ZZX Vi e—2m(n+/)m/N’ ]-_ n— k

= Xm Y.
Using the inverse transform,

1 .
(x *y)k = N ;memezjnkm/]v.

In this, if we choose k =0,

XpY—n = l X Ym.
N
n m

If we choose
*
Y—n = xn’

which is the complex conjugate of x,,,

Y, = Zy”efbrinm/N — innefbtinm/l\/
n n

_ * 2winm/N __ y*
—ane =X,
n

(3.374)

(3.375)

(3.376)

(3.377)

(3.378)

(3.379)
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Thus, from Eq. (3.377), the norms of the sequences defined by

N-1 1 N-1
Il = 3w, IXI= 5 D XX, (3.380)
n=0 m=0

satisfy the Parseval’s formula,

llxll = I1X[l. (3.381)

3.18.1 Fast Fourier Transform

To compute one value X7, we have to sum N terms involving the
products of x, and e~27""/N In computational terminology, these
constitute N “add-multiply” operations. To compute all values of X,
we expect N2 operations. In a historic paper, Cooley and Tukey (1965)
showed that, if N has the form 27 and the computations are done in
binary arithmetic, the discrete Fourier transform can be accomplished
in N logy N operations. When N is large, there is substantial difference
between N2 and N log, N. This algorithm has come to be known as
the Fast Fourier transform. The reader may consult the original paper
of 1965 or Andrews and Shivamoggi (1988) for details. When a real
array x,, is transformed, X,,;s come out as pairs of complex conjugates.
Available software, normally store only the real and imaginary parts —
thereby reducing the storage need. When reconstructing the origi-
nal sequence from its discrete transform, terms involving the complex
conjugates have to be added.
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EXERCISES

3.1 From the Fourier transform of

@) =h—Ix]),

00

Sinx T
| =7
0 X 2

3.2 Obtain the Cosine and Sine transforms of

show that

f=ecosbx,

where a and b are positive constants.
3.3 From the Fourier transform of

foo) = A = IxDh — |x]),

compute the integrals

I, = /OO (Siﬂydx,
0 X
forn=2,3,4.

3.4 Obtain the Fourier transform of
fx) = e cos bx,

where a and b are positive constants.
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3.5 Compute the Sine transform of

and find its limit as a — 0.
3.6 Using f = 1/4/x in the cosine and sine forms of the Fourier
integral theorem, show that

/ COSXd _/ smxdx_ 7;

Fell//x] = Fl1/4/x]1 =1//E.

and

3.7 Invert the following

F&)=—5———
@ FO= gy
b) F(§)=—5—=.
®) F© = g0
3.8 Invert
P = S
in terms of complementary error functions.
3.9 Invert .
e—za§
F&)=—75—.
® = "17+4

3.10 For 0 <a < m, compute

Foy = [coshas} () = £ [sinha?g } .

sinhw& sinhw&

3.11 Evaluate the integral

1_/"0 dx
S (2 a2+ 1)

by (a) using partial fractions and (b) using the convolution

theorem.
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3.12

3.13

3.14

3.15

3.16

3.17

Advanced Topics in Applied Mathematics

For
fx) =h1—I|x|),

show that ||f| = || F]|.
Obtain the Cosine transform of

and show that it is self-reciprocal.

Show that N
1 sin(2N +1)6/2
_ g=_—" T /7=
D cosn 25in6,2
n=1
Using the definition
2 o0
Fo®) =)= / £ () cosxéds,
T Jo
show that

1 N 1 o sin@N+1)xé/2
EFC(0)+;FC(n§)—E/() f(X)de

Using the Riemann-Lebesgue localization lemma, show that the
preceding relation yields the Poisson sum formula

1 > 1 >
VE [EFC(O) +ZFc<ns)] =Vx [zf(o) + Zf(nx)},

n=1
where x& = 2.
From the preceding result, show that the Theta function given by
the sum

o0
o)=Y e/

—00

0(x) = @9(271/10.

satisfies
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3.18 Solve the wave equation for an infinite string

9%u . 9%u
ax2 a2’
with the initial conditions
ou(x,0
u(x,0) = er_xz, ux,0) =0.
ot
3.19 Solve the wave equation for an infinite string
9%u _ 9%u
ax2 a2’
with the initial conditions
Uy ou(x,0)
90 = ) :0
u(x,0) x2+1 ot

3.20 Lateral motion of an infinite beam satisfies

a%v 9%v

El— +m—
x4 ar?

—0,

where EI is the bending stiffness and m2 is the mass per unit length.
If the initial conditions are

2 dv(x,0) _

v(x,0) = Voe™, o 0,

and v — 0 as |x| — oo, obtain v(x,?).
3.21 Consider the motion of a concentrated force on an elastically
supported taut string. The deflection u satisfies
3%u 3’u
— 4u=——35(x—ct),
ax? or? ( )
with u — 0 as |x| — co. Assume the speed of the force, ¢ > 1. We
are interested in the steady-state distribution of the deflection.
Introducing the new variables,

E=x—ct, T=HI,
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rewrite the governing equation. For the steady state, let du/dt
and 3%u/d7? go to zero. Obtain the solution that is continuous at
£=0.

3.22 The transient heat conduction in a 1D infinite bar satisfies

3.23

3.24

3.25

9%u _ ou
ax2  at’
with the initial condition
u(x,0) = Toe M.

Obtain the temperature u(x,?).
The transient heat conduction in a 1D infinite bar with heat
generation satisfies

%u  ou 1

FrE Rl
with the initial condition u(x,0) = Ty. Obtain u(x,¢) in the form
of a convolution integral.

The transient heat conduction in a 2D infinite plate satisfies

u  3u _ ou

a2 e o
with
u(x,y,0) = Uge™* ).
Obtain u(x,y,t).

The transient heat conduction in a 2D infinite plate satisfies

2u  *u  du

W T o
with
u(x,y,0) = Uph(1 — |xDh(1 — |y|).

Obtain u(x,y,t).



3.26

3.27

3.28

3.29

3.30

3.31

3.32
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A semi-infinite rod has an initial temperature distribution
2
u(x,0) = Toxe™,
and the transient heat conduction is governed by

3%u _ du

axz ot
If the boundary temperature is u(0, ) = 0, obtain the temperature
u(x,t).

In the preceding problem, if we replace the condition at x =0 by

du(0,1)

— hu(0,t) =0,

where A is a constant, obtain the solution using the mixed
trigonometric transform.
Solve the integral equation

o0
u(x) = xe Ml —f u(tye .
—0o0
Find the solution of

u(x) = e M —/ u(tye *qz.

—0o0

Find the solution of
oo
u(x) = |x|P — / u(tye gz,
—0o0

where p is a real constant: 0 < p < 1.
Solve

u(x) —xe ¥ — % /OO e*(x*’)zu(t)dt,
T J-00

in the form of an infinite series.
Solve 1 oo
X 2
— —(x-0
=" - e u(t)dt,
2+4 Jr)ow ®
in the form of a series of convolution integrals.

u(x)
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3.33 Solve the system of integral equations

1 o0
ui(x) = 5/ wp (e ¥ !dt 427,

—00

1 o0
up (x) = 5/ up (t)e W tldr — 4e2H,

—00

3.34 Show that

u=1/2 and u=c—x’

are solutions of

(0= /w “Pur—ndi=1
ux) £ —— e u(x — =1,
21 J—o0
corresponding to “+” and “—7” signs, respectively. Here, c is a

constant.
3.35 Obtain all the solutions of the integral equation

*
e Pu(x —tyde =1.

1
A 21 —00

u(x) —

3.36 Solve
1 [o)0]
u(x) — zf e 2=ty pydt = .
—0Q

3.37 Obtain all the solutions of the integral equation

1(x) A b e Ru(x —tydt = x
vV 27 J-0 -
with X being real and positive.

3.38 Solve ~
u(x) — A/ e P y@t)dt = cosx.
—00

3.39 Consider the signal

f () =3cos3t+4sin2t,



3.40

34

3.42
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which is modulated to get
g(t) =f(t)cos100z.
Show that the analytical signal
h(t) =g(t) +iH[g(r),T — 1]
allows the factoring
h(t) = f(1)e 0.

Show that the finite Hilbert transform of (1 — x2)1/2 is x and that
of (1 —x?)"Y2is0. Use the change of variable,

to simplify the integrals.

Show that the finite Hilbert transform of an even function in
(=1, 1) is odd and that of an odd function is even.

Show that

cosf —cos¢  sinf

1 [*” cosnodeo sinnf
T Jo
In Eq. (3.295), assuming Fourier series

f®)=Y_A,cosnd, g@®)=> Bysinng,

n=0 n=1

show that B, = —A, (n=1,2,...). In airfoil theory, B,, are known
and A,, are to be found.



LAPLACE TRANSFORMS

As the name implies, this integral transform was introduced by Laplace
during his studies of probability. The English mathematician and engi-
neer Oliver Heaviside had extensively used the methods of Laplace
transforms in the name of operational calculus in solving linear dif-
ferential equations arising from electrical networks. The Laplace
transform, in its common form, applies to functions that are causal.
This limitation, compared to the Fourier transform, is more than com-
pensated by the fact that the Laplace transform can be applied to
exponentially growing functions. These two features make the Laplace
transform ideal for time-dependent functions, which are zero for r <0
and bounded by an exponentially growing function. In this chapter, we
assume that, unless otherwise defined, all functions of time are zero
for negative values of their arguments.

The Laplace transform of f(¢) is defined as

LIf(®),t = pl=Ff(p) E/O f(e Pdt. 4.1)

We assume f(¢) is piecewise continuous and satisfies the generalized

integrability condition,

/Ooof(t)e_ytdt <M, (4.2)

where M and y are real. The defining integral, Eq. (4.1), in conjunction

with the integrability condition implies f(p) has no singularities in the

174
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Im(p) 7

4 Re(p)

7

Figure 4.1. The complex p-plane. The hatched area shows the analytic region for ftothe
right of the line Re(p) = y. Solid circles represent singularities of f.

complex p-plane on the right side of the vertical line, Re(p) = y. Thus,
f(p) is analytic in the shaded area in Fig. 4.1.

4.1 INVERSION FORMULA

We may use what we learned from the complex Fourier transform to
obtain the inversion formula for the Laplace transform. As f =0 when
t <0, using the Heaviside step function (), we define

g =fMe " h(), (4.3)

with y sufficiently large to make g absolutely integrable. The Fourier
integral theorem when applied to g gives

g = i /00 e ! /Oof(r)e_””&drdé. (44)
27 ) 0

Replacing g by f(t)e™7",

fo= L / = etriion / - f(@)e VT drde. (4.5)
2 [e'9) 0
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Let
p=y—i§, dp=—ids. (4.6)
This change of variable alters our inversion integral from the line —oco <

& < oo to the line I' going from —ico to ico in the analytic region in
Fig. 4.1. Defining the inner integral as

for= [ raera (47
0
the inversion formula is
1 _
=5 / Fpyerdp. (48)
Tl Jr

The line T running vertically in the analytic region of f is called the
Bromwich contour. From Eq. (4.1), when f is the Laplace transform of
some function f, as Re(p) — oo, f — 0. Now, given a function f , we test
if there is a semi-infinite region beyond Re(p) = y where it is analytic.
Then, we also test for the limit of f as Re(p) — oo. If f passes both of
these tests, we may attempt to invert it using the inversion integral. For
the uniqueness of the inverse transform, we have to limit ourselves to
functions, f(¢), that are piecewise continuous and discard “functions”
that are undefined on certain finite intervals.

4.2 PROPERTIES OF THE LAPLACE TRANSFORM

First, let us consider a continuous function f(¢) for the purpose of
illustrating the basic properties.

4.2.1 Linearity

From the definition given in Eq. (4.1), a linear combination of two
functions has the transform

LILO+HO1=F ) +H ). (4.9)
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4.2.2 Scaling

Assuming a is positive, a change of scale of the time variable, ¢, to at
results in

L[f(at)] = / - f(at)e P'dt
0
_! / - fOePadt
aljo

1-
= Zf(l?/a)- (4.10)

4.2.3 Shifting

If the graph of the function is shifted by an amount a to the right,
o0
LIft—a)]= / ft—a)e Pdt
a
(0.9)
= / f(Oe P gy
0
=e Pf(p). (4.11)

The function f(¢) is zero when the argument is negative and f(t — a) is
zero when t < a.

4.2.4 Phase Factor

Here, “phase” is used in a generalized sense. What we have is the
original f (r) multiplied by the factor e=%.

LIf (e ] = / - f(t)e~ P+t gy
0
=f(p+a. (4.12)
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4.2.5 Derivative

When considering functions of time, it is customary to denote deriva-
tives using “dots” over the variable.

dar
E_f’

af _y o AT
arz 7 dm

LIF)]= / S e
0

o, (4.13)

=fe 'y +p / oof(t)e*’”dt
0
=pf () — £ (0). (4.14)

Similarly,

LIF O] =pLIf O] -FO)
=p*f(p) —pf (0) — £ (0). (4.15)
LIFO1=p"f —p" ' f(0) —p" 2 (0) —--- —f"10).  (4.16)

These are important properties that allow us to convert differential
equations into algebraic equations in the transformed form.

4.2.6 Integral

Consider the integral

t
F(@) =/ f(r)dr. (4.17)
0
Using the relation for the derivative,

LIf O] =pLIF©®)] - F(0),

1-
LIF®)] = I;f(p)- (4.18)
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4.2.7 Power Factors

LI"f ()] = / "f (e Pdt
0

dl’l o0 /
=(-D" He Pldt
D" /0 fve
d"f
=(-D"—. 4.19
0 (4.19)
4.3 TRANSFORMS OF ELEMENTARY FUNCTIONS
Recalling that all our functions are zero when ¢ < 0,
o© 1
L[1] =/ e Pldr=—. (4.20)
0 p
The integral of 1, namely, ¢ has
dl 1
Lt]=——--=—. (4.21)
dpp  p?
Repeating the integration,
L["] = an.rl . (4.22)
Using the result from the phase factor multiplication, we have
at 1 iat 1
Lle"]=—— Ll]=—F. (4.23)
p—a p—ia
1 1 1 p .
L =3 = L[sinat] = .
[cosat] 2|:p—ia+p+ia:| p2—|—a2’ [sinat] p2+a2
(4.24)

Similarly,

1 1 1 p ) a
E[coshat]:z[p_a+p+a:| =p2—a2’ L[smhat]zm.
(4.25)
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Recalling the definition of the Gamma function,
o
Fwv+1) =/ te”ldt, v>—1, (4.26)
0
note that

L[] = / e Py,
0

1

o0
_ v,—T _
_P”+1/() t’e"'dr, tT=pt,

Fw+1)
:W

(4.27)

When vis aninteger, n, '(n+1) = n!, and we recover L[t"] = n!p_(”+1).

4.4 CONVOLUTION INTEGRAL

The convolution integral of two functions f and g under the Laplace

transform is defined as
t
fxgt)= fo ft—1)g(r)dr. (4.28)

A change of variable, t — 7 =1/, gives

t

fxg) = /0 gt —t)f(x)dt =g=f(), (4.29)

which establishes the commutation property of the convolution
integral.

Taking the Laplace transform
[e'e} t
LIfxg®)] = / e / ft—v)g(v)drdt
0 0
o0 o
:/ g(r)/ ft—1ve Pddr, t—t="1,
0 T

:./ g(f)/ f@he Pt ardr
0 0

=f(PEgp). (4.30)
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Thus, a given transform can be factored, and the factors after inversion
can be convoluted to get the inverse of the original transform.
As an application of convolution, we evaluate the integral

1
I— / & (431)
0 t*(1—1)l-@
First, we generalize the integral to obtain the convolution form
! dt
Iy=| ———. 432
0= | = (432)
The Laplace transform of this integral as the products of the transforms
LI =T —a)/p'™, (4.33)
L =T()/p", (434)
can be written as
I=T()Id—a)/p. (4.35)
Inverting this,
IO)=T@I'd-a). (4.36)

Here, the right-hand side shows that the integral is independent of ¢,
which can be verified by letting 7/t = t’ in the preceding convolution
integral.

4.5 INVERSION USING ELEMENTARY PROPERTIES

From a knowledge of the properties of the Laplace transform and the
transforms of elementary functions, we may be able to invert many
transforms. For example, to find

—2p
_ 1 e
fo=°L |:p2 g +10}’ (4.37)

we use the basic properties of the Laplace transform. The factor e =2
represents a shift in time, and we can write

fO) =gt —=2)h@-2), (4.38)
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where

1
g = £t [m} . (4.39)

We may replace (p + 1) by p, by introducing a factor of e~*. Thus,
1 3
N=e L7 |
g)y=e 3 [pZ n 32}
1
= ge*tsin3t. (4.40)

Finally,
1
fo= ge@—” sin3(t — 2)h(t —2). (4.41)

Here, we have inserted the Heaviside step function 4 for clarity.

4.6 INVERSION USING THE RESIDUE THEOREM
When the given transform f(p) has only poles and no branch cuts, we
use the inversion formula

: A 4.42
)= — _ .
f® 2m'/rp2+2p+10 p: (442)

where the vertical line I" in the complex p-plane is selected to keep all
the poles of the integrand on the left-hand side of it. The open contour
I" can be closed in two ways: When (¢t — 2) is positive, we extend it
using a semi circle of infinite radius, C, lying on the left-hand side
of the plane as shown Fig. 4.2, and when (¢ — 2) is negative, we use
a semicircle on the right-hand side of the plane. In the latter case, as
there are no singularities inside the contour we obtain f(¢) = 0 by the
residue theorem. In the former case, the integral on this semicircle
goes to zero by Jordan’s lemma and by the residue theorem,

f@) = Z Residues, (4.43)
of the function f (p)eP’. Let us illustrate this using our previous example

e=2)p

T pi42p+10°

fe" (4.44)
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Figure 4.2. Closed contour to use with the residue theorem.

This function has poles at (—1,£3i) and

o(1=2)(—=1+3i) (=2 (—1-30)

————, Res(-1-3)=———. (445)
6i —6i

The sum of the residues along with the fact that the integral is zero

Res(—143i) =

when t < 2, gives

f= %e@*f) sin3(1 = 2)h(t —2). (4.46)

4.7 INVERSION REQUIRING BRANCH CUTS

When the given transform requires branch cuts to create analytical
domains, closing the Bromwich contour I' using semicircles may not
be feasible. Let us consider

f(t) =L e WP, (4.47)

The integrand in the inversion integral

f(= % /F PP dp (4.48)
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r r C, r
S—— P ——
o \)
c Co

@ (b) )

Figure 4.3. Closed contours to evaluate the line integral over I' when branch cuts are
present: (a) The original line I' with a branch cut along the negative Re(p)-axis, (b) closed
contour using quarter circles, and (c) distorted I'-line.

must be analytic to the right of the vertical line I". Then, the branch
point p =0 can be connected to the point at infinity by taking a branch
cut, —oo < Re(p) < 0, which is shown as a thick line in Fig. 4.3(a). We
may create a closed contour using two circular arcs, two lines (above
and below the branch cut), and small circle around the origin as shown
in Fig. 4.3(b). As there are no singularities inside this closed contour,
we may also distort I by bending it around the branch point p =0 to
get an equivalent contour as shown in Fig. 4.3(c).

We will use the contour shown in Fig. 4.3(c) for our calculation.
We have

1
f0 =5 [ @ Pdp
2mwi Jr
1
=-— [ / + / - / ]eﬁf—“ﬁdp. (4.49)
2mi C_ Co C,
On Co,
p=ee?, dp=ee?ido, (4.50)
and
ks . . .
f =f explee — ee?1eeidp. (4.51)
Co -

As e — 0, this integral goes to zero.
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On C+,
p=re™, Jp=ré™?=iJr, dp=—dr, (4.52)
and
0 .
/ = —/ e 1T gy (4.53)
Cy 0
OnC_,
p=re” ™ p=re T =_iyr, dp=—dr, (4.54)
and o
/ __ / VT . (4.55)
— oo
Thus, combining the line integrals, we obtain
1 (0.¢]
f@) = —/ e sinas/rdr. (4.56)
7 Jo
Next, we use a change of variable
x> =r, dr="2xdx, (4.57)
to get
2 [ _»2
f) = —/ e~ sin(ax)xdx. (4.58)
T Jo

This may be viewed as the Fourier Sine transform with respect to the
transform variable a. We have

_p22 __ 1 e
Fslxe ,X—al= (ﬁb)3e . (4.59)
Finally,
L e WP = ﬁeﬂlz/(‘"). (4.60)

Integrating both sides with respect to a, from a to oo,

—ayp 1 2
£ ¢ =, 4.61
[ N } NeT (401
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One more integration with respect to a gives

-1 e_aﬁ _ 1 o0 —02/(41)
L — e da
p VIt Ja

1 o0 _122\/261 a
= — e T, T= )
NETRAENG 2Vt
o0
= 2 e Tdr
NEWPTENG
a
=erfc| —|. 4.62
[2ﬁ} (462)

As we will see, these Laplace transforms with branch cuts appear

frequently in heat conduction problems.

4.8 THEOREMS OF TAUBER

From the behavior of f(p) for large values of |p| and small values of
|p|, we may infer the behavior of f(¢) for small values of ¢ and large
values of ¢ without actually inverting the transform. These results are

known as Tauber’s theorems (or Tauberian theorems).

4.8.1 Behaviorof f(t) ast— 0

Assuming f(¢) is bounded by ¢”’ and it has the form

f(t)=co+cit+crt>+---, (4.63)
near t =0, we have
- cg ¢ 20
f(P)=—+—2+—3+~--. (4.64)
p p p

From this
lim pf(p) = co = lim £ (¢). (4.65)
P> t—0
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4.8.2 Behavior of f(t) ast — oo

Assuming f(¢) is bounded as t — oo, we have

P -0 = [0 -feole Tpd (466)
Substituting x = pt,

zi@yaﬂw>=ﬁwvunn—fwka¢n (4.67)

;ig})pf(m = f(c0) = lim f(1). (4.68)

In many engineering applications, we are interested in the short-time
or long-time response of a system; the Tauberian theorems lead to

these results without a detailed calculation of the inverse for all times.

4.9 APPLICATIONS OF LAPLACE TRANSFORM

Some typical applications of the Laplace transform are described in
the following sections.

4.9.1 Ordinary Differential Equations
Consider the differential equation
u™ +au™ Y+ va, u® fau=r1Q), (4.69)

where aj are constants and

H_*=
uV = R i=12,...,n, (4.70)
with the homogeneous initial conditions
u©0 =uP ) =---=u""1©0)=0. (4.71)
Taking the Laplace transform of both sides, we get

[p"+aip" 4 tadi=Ff. (4.72)
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The Laplace transform of the solution is

i =gf, (4.73)

where

g = . 4.74
T it ap T+ +a, (79
The nth degree polynomial in the denominator, known as the charac-

teristic polynomial, may be factored in the form
prap” + o tan=@—-p)'-p)?-(p—pm), (475
where
i+ +jm=n. (4.76)

Here, p1, etc. are the zeros of the characteristic polynomial. These
may be complex numbers. We also include the possibility of repeated
zeros. A partial fraction expansion of g can be expressed as

a® +a@@—p)+---+a@p—ppHi1

g= o—p) +ee (4.77)
Using the elementary result
-1 1 pit
L P =P, (4.78)
Wyt @1 .
g)y=L"lg = ar e 4ot al [P (4.79)
it =D

Once g(t) is known, the solution can be expressed in the convolution
form

t
u(t) = / gt~ Df (0)dr, (4.80)
0

where g(t — t) can be recognized as the Green’s function for our
differential equation with homogeneous initial conditions.

When the coefficients g; are real, the zeros of the characteristic
polynomial come in pairs of complex conjugate numbers, in the form

pP1=M+iw, p2=»XM —iw, etc. (4.81)
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In this case, terms of the form

(€)) 2
e L4 (4.82)
p—p1r p—p2
can be combined to obtain
b (p— a1y 4+ O
P—2r)+ 5 1 (4.83)
(p—r)2+ on
which can be inverted in terms e*! coswqt and e*! sin wyz.

Example: Vibrations

For a spring and mass system with mass m and spring constant k, the
equation of motion may be written as

mii+ku=f(0), u(0)=i(0)=0, (4.84)

where f is the force exciting the system. Using

w? =k/m, (4.85)
the Laplace transform gives
it=_gf, (4.86)
where
RN, s
Inverting,
1
gt = P sinwt, (4.88)

and the solution is

t
u(t) = L/ sinw(t — 1)f (t)dr. (4.89)
mw Jo
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Example: Higher-Order Differential Equation

Consider the differential equation

d*u dBu d?u du

— —6—+14——-16— +8u=t 4.90

ar ~as T T 0 o= h (4.90)
with the initial conditions

du d*u

wV=3z

dt dt

Taking the Laplace transform

du
0) = E(O) =u(0) =0. (4.91)

_ 1
TR e 14— 16p+8)

By inspection, we find p =2 is a double zero. Removing the factors

(4.92)

(p —2)? and p?, what remains is p> — 2p + 2, which can be written as
[(p —1)?> +1]. Thus,
= ! . (4.93)
PP —2%(p-1D*+1]

A partial fraction expansion of the right-hand side expression is

1 A +A2 N B
Pe-2A@-D2+11" p p* (-2
B, Cip+ QG

+(p—2)2+[(p—1)2+1]’ (4.94)

where the constants A, ..., C; have to be found. Multiplying both sides
by p? and setting p = 0, we find

1
and multiplying with (p —2)? and setting p =2,
1
B; = 3 (4.96)

The quadratic expression [(p — 1) + 1] can be factored as (p — 1 — i)
(p —1+i). Multiplying by the quadratic and setting p =1 £ i gives

C1=0, C=-. (4.97)



Laplace Transforms 191

The remaining constants are found as

1 1
Ai=-, Bj=—-
1 47 1 4»

by setting p to two arbitrary numbers other than the zeros of the

(4.98)

denominator of iz, say, p = 1 and p = —1. Finally,
172 1 2 1 2
n=-|-+—=- , 4.99
¢ 8[P+P2 p—2+(p—2)2+(p—1)2+1] (499

which has the inverse

1
u=g2+1- 2e% 4 te? 4 2¢' sint). (4.100)

4.9.2 Boundary Value Problems

In some problems, the differential equation is supplemented with
boundary conditions, instead of the initial conditions we have assumed
so far. In such cases, we substitute unknown constants for the missing
initial conditions while taking the Laplace transform, and solve for
these constants using the unused boundary conditions after inverting
the solution. Most of the time, differential equations containing an

unknown space-dependent variable come with boundary conditions.

4.9.3 Partial Differential Equations

We consider two examples of partial differential equations: transient
heat conduction in a semi-infinite bar and wave propagation in a semi-
infinite string.

Example: Transient Heat Conduction

With u representing the relative temperature above the ambient, the

heat conduction in a semi-infinite bar is described by the equation

Fu 0
K—uz—u, 0<x<oo, 0<t<oo, (4.101)
ax2 ot
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where « is the diffusivity. We assume
ux,00=0, u(,0)=f(@), ulx,t)—0, as x— oo. (4.102)

Taking the transform

Llu(x,t),t — p]l=u(x,p), (4.103)
% _

This second-order ordinary differential equation in x has the general
solution
it = Ae VP/X | BeVP/Kx, (4.105)

Asu—0asx— oo, B=0.
The end condition u(0,t) = f(¢) transforms into #(0,p) = f ,and we
find

A=F. (4.106)

Then
i(x,p) = feVP/kx, (4.107)

Using convolution, the solution has the form

t
u(x,t) = / gt —o)f(v)dr, (4.108)
0
where the Green’s function g is given by
g(t) =L [e P/

1
= = (4.109)
TTK

where we have used Eq. (4.60). In the case of a sudden increase in
temperature, Ty, at the end of the bar x =0, we have

£(t) =Ty, (4.110)

T,
i(x,p) = ?Oe_”’/”, (4.111)
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and we may invert this directly using Eq. (4.62), without resorting to
convolution, in the form

u(x,t) =Ty erfc[ ] . (4.112)

X
Vit

Example: Wave Propagation in a Semi-infinite String

We consider a taut string occupying 0 < x < oo. The differential
equation describing the perpendicular displacement is

Pu 9%

— =t 4.113

02 ~ < ax2 (4-113)
where c is the wave speed that depends on the tension in the string and
the density of the string material. We assume the boundary and initial

conditions:

ux,0)=u(x,00=0, u,0)=f(¢), ulkx,t)—0 as x— oo.
(4.114)
Taking the transform, we obtain the second-order differential equation

in x,
3% p?_
which has the solution
it =Ae PY/C 4 BeP¥/c, (4.116)

As it is required for the solution to vanish at infinity, B = 0. Using the
end condition, i2(0,p) = f, we find

A=F, (4.117)
it =fe P¥/c, (4.118)

Noting that the effect of the exponential factor is a shift in time,

u(x,t) =f(t—x/c)h(t —x/c), (4.119)
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where we have used the Heaviside step function for clarity. It can be
seen that the disturbance imparted to the end, x = 0, travels along the

string with a speed of c.

Example: D’ Alembert Solution for Waves in an Infinite String

In an infinite string, if the displacement and velocities are prescribed

initially, we have

9%u 2 92u
— =" 4.120
a2 = ¢ a2 ( )
u(x,0) =f(x), u(x,0)=gx). (4.121)
Taking the transform
2- 2 9t
pri—pfn) —g)=c"-7, (4.122)
where, as before,
i = Llu(x,t),t > pl. (4.123)
Next, we take the Fourier transform of u(x,p),
U(&,p) = Fla(x,p),x — £]1. (4.124)
Now the differential equation is
(P’ +PEHU =pFE) +G (),
_ F G
g=PEO*oE) (4.125)
p-+cg

Inverting the Laplace transform first and then the Fourier transform,

U= % [eiczs +e—ict§:| F(&)+ ﬁ [eiczs _ e—iczs] G(&)

— 1 I:eicté _’_eficté]F(%_) " 1 /l eicféG(g)dT
2 2 ’

—t
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t
u(x,t) = % |:f(x+ct) +f(x—ct) —i—/ glx— cr)dr:|
t

X+-ct

= % |:f(x +ct)y+f(x—ct)+ % / g(x/)dx’] , (4.126)

—ct

where we have used X' =x —ct.
The traditional derivation of this result uses new variables (not to
be confused with the Fourier variable),

S:x—}—ct’ an_C[’ (4127)

to have
d 0 0 10 9 ad

—_—=—t—, —— = — 4.128
ax ag+an car 9E ( )
In these new variables, the wave equation becomes
82
“_o. (4.129)
d&dn

This equation, after integration, gives the solution in terms of two
arbitrary functions, F and G, in the form,

u=FE)+Gn)=Fx+ct)+Gx —ct). (4.130)
From the initial conditions,
Fo+G@) =f®), F(x)-G®=gw)/ec (4.131)

Integrating the second relation,

Fx)—Gx) = %/xg(x/)dx/, (4.132)
0
and solving for F and G,
F(x) = 1 [f(x) + l/ g(x/)dx/:| , (4.133)
2 c Jo

Gx) = ! |:f(x) - 1/xg(x’)dx’] . (4.134)
2 c Jo
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With these

X+-ct
U= % [f e +flx—cn+ - f g(x/)dx/} : (4.135)
x—ct

—C

The new variables, &£ =x+ct and n = x — ct, are called the characteristic
variables. In the (x,f)-plane, a fixed value of £ or n corresponds to a
straight line known as the characteristic line. The initial conditions

propagate along the characteristic lines.

4.9.4 Integral Equations

Integral equations containing convolution integrals may be solved
using the Laplace transform. Of course, the convolution integrals must
be suitable for the Laplace transform.

Example: Volterra Equation

Consider the integral equation

t
u(t) + A/ gt —tu(r)dr =f(@), (4.136)
0

where A is a constant. Kernels of the form g(z — 7) are called hereditary
kernels as they express the history of the unknown, u. Taking the

transform
(1+12)a=f, (4.137)
_
= . 4,138
“T1iag (4-138)

If we can invert this expression, we obtain the solution. In the special

case,

gy=e', g= L (4.139)

_ (p+Df f
S e N W 4.14
! p+Ar+l / p+A+1’ (4.140)
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which can be inverted to obtain
t
ut) =f@) —r / e~ AV ey e,
0

Example: Abel Equation

The Abel equation,

transforms to

ﬁi{ :];’

JP
where we have used

3
t p
iz Pl
VIS

Inversion yields

1d ['f(v)dr

Hn=—— | —=.
u(t) wdt )y Jt—1

Example: Generalized Abel Equation

A slight modification of the Abel equation has the form

" u(r)dr
JRET

2 -t

We may introduce new variables

x=r, &£=1%, dr=d&/(2\¥),

to obtain VB
Y w(JEde
Let
v(§)=u(—@ gx) =f(Vx).

2UE

197

(4.141)

(4.142)

(4.143)

(4.144)

(4.145)

(4.146)

(4.147)

(4.148)

(4.149)

(4.150)
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Now we have the Abel equation,

/t v(§)dé —g(0), (4.151)
0 VX—§

which has the solution

1d / g(€)de
0

() = —— (4.152)
T

In terms of the original variables,

2d (!'f(n)rdr
H=—— | —/——. 4.153
wn=24 L (4.153)

4.9.5 Cagniard—De Hoop Method

To solve partial differential equations involving infinite spaces and
time, we may use the Laplace and Fourier transforms simultaneously
as we have done with the multiple Fourier transforms. Once the trans-
form of the unknown function is isolated, it can be inverted using the
inverse integrals sequentially. The Cagniard-De Hoop method uses the
Fourier inverse first, and the line integral from —oo to oo is distorted to
look like a Laplace transform. In this way the inverse of the two trans-
forms are obtained without any contour integration if there are no
singularities between the original contour and the distorted contour.

We illustrate this method using a semi-infinite medium, —oco < x <
00,0 <y < oo at a quiescent pressure, pg. At time, ¢ = 0, an addi-
tional pressure of magnitude Pgf (x) is applied on the surface y =0. It
is assumed that the pressure fluctuations p(x,y,t) above the ambient
pressure pg satisfy

3%p
2g2
Vop = , 4.154
Vp=-3 (4.154)
where c is the speed of sound. The boundary conditions are

p(x,0,t) = Pof (0)h(t), p—0 as r— oo, (4.155)

where r = /x2 + y2.
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To avoid confusion, we use s for the Laplace variable, instead of p,
and let

px.y,8) =LIpx,y,0),t — s]. (4.156)
After taking the Laplace transform, we have

(V212D =0, plx,0,s) = @

(4.157)
where k = 1/c. Next, we take the Fourier transform of the governing
equation and the boundary condition to get

2
@ L@+ RPHP =0, P05 =) (4.158)
ay s
where
P=F[px—¢l, F=F[fx—ElL (4.159)

Solution of this equation vanishing at infinity is

P = Ae~VEHRSY, (4.160)

where the square root has to be selected to have the real part of

V&2 + k22 positive. This can be accomplished by introducing branch

cuts from iks to ico and from —iks to —ioco in the complex &-plane.
Using the boundary condition, we find

A =PyF(&)/s. (4.161)

Thus,
- PoF
P(E,y,s)=°T(§)e— E24k25%y, (4.162)

Recalling the Green’s functions, we express the solution in the
convolution form,

ee]

px,y,0) =P0f gx—xy,nf (x')dx’, (4.163)

where

G = FLIgx,y,0] = FIgx,y.5)] = JZ_Le—V By (4.164)

s
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where we have inserted 1/+/27 to avoid this factor in the anticipated
convolution integral for Fourier transforms.

A direct approach for inverting G requires a Fourier inversion inte-
gral and a Laplace inversion integral. Using the Cagniard-De Hoop
method, we can avoid actual integrations. The Fourier inverse is

written as

1 [ ;
gx,y.5) = — / VR y—iex &5 (4.165)
21 J oo s
A change of variable, § — s, gives

1 [ .
By =5 / e SWEHRSY—iED) e (4.166)
—0oQ

In Fig. 4.4, this integration is over the line, C. In the new &-plane
the branch points are at +ik. We introduce new parameter ¢ (which
will be later identified as time) to distort this line to ', by defining

VEZ+ K2y —ikx =1,

(E%+ k%)Y = (t +igx)?,

2itx . k*y*—1?
§2+r_2§+ y,—z =0, r2=x2+)% (4.167)

Solving for &, we get

\ /t2 _ kZ 2 t
E:i—rsine—i—cose, (4.168)
r r
where
sinfd =y/r, cosf =ux/r. (4.169)

Let us distinguish the two roots as

V2 —k*r? t
&y = ++ sinf — i; cosb, (4.170)

V2 —k%r? t
£ = —+ sin — i~ coso. (4.171)



Laplace Transforms 201

Im($)

Re(¢)

Figure 4.4. Distortion of the contour C to I in the Cagniard-De Hoop method.

Note that as ¢ varies from kr to oo, the real part of £, varies from
0 to oo, and the imaginary part varies from —kcosf to —oo. This is
represented by the right half of the lower hyperbola in Fig. 4.4. For
large ¢, the slope of the hyperbola asymptotically approaches —cot6.
The values of & from —oo to 0 is covered by ¢ going from oo to kr and
the asymptote for the left half of the lower hyperbola is cot6.

The integral representation, Eq. (4.166), in terms of ¢ is

_ 1T (e, de /00 L des
N = dt —— /i
grys) = - [ /Oo ik | e
L ordE dELT
=5/ [ =+ = ]e dt. (4.172)

We recognize this expression as a Laplace transform with respect to
time, and the function g(x,y,¢), which is the function we are looking
for, is the factor of e™' in the integrand. Then,

1 |:d§+ d&_

g(X,y,l‘) = E 7 — 7:| h(f — kr), (4173)
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where the Heaviside step function indicates a shift as our integrals start
from kr. Evaluation of the derivatives yields

d&y  sin6 t .cosf

=T = - 4.174
i Je_ee L r o (“4174)
d&y sin@ t .cosf

=r — 4.175
a = vEen e P

1 sinf t
Il = —— ———. 4.176

The Green’s function we have found has the property that it is
the solution when Pyf(x) = Ppd(x), a singular compressive force of
magnitude Py suddenly applied at the origin. The pressure for this
case is given by

Py sin6 t
=, 4.177
T r /12 — 242 ( )
When ¢t — oo, we reach a steady-state solution,
Py sinf
— oy (4.178)
T
which is
Py .
p= - Im(1/z), z=x+1iy, (4.179)

and it satisfies the Laplace equation. In our original wave equation, the
right-hand term vanishes for steady-state solutions. For a concentrated
applied force of Py, we should have

/2
Py =1lim 2prsiné. (4.180)

r—0Jo
As we can verify, our solution satisfies this equilibrium condition.
The Cagniard—-De Hoop method has found numerous applications
in wave propagation problems in elastic media. The books by Fung
(1965) and Ewing, Jardetzky and Press (1957) provide further citations
and solutions.
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4.10 SEQUENCES AND THE Z-TRANSFORM

Consider an infinite sequence of numbers
{an} ={ag,a1,...,ay,...}. (4.181)

We construct the so-called Z-transform of this sequence by multiplying
a, by 7" and adding. Here, z is a complex number, and it is assumed that
the sequence is such that the sum converges for a suitable radius |z|.

Zla)=Z=> an". (4.182)
0

For example, the sequence

{1} ={1,1,...,1,...} (4.183)
gives
1
Z=ltz4do=, (4.184)
-z
provided |z| < 1. The sequence
{d"}={1,a,d",.. .} (4.185)
has
2.2 1
Z=1+4az+az°+ = . (4.186)
1—-az

Our definition is slightly different from the commonly used definition —
we use z instead of z~! in our expansions.

The connection between the Z-transform and the Laplace trans-
form will become clear if we convert the sequence into a discontinuous
function of time. Between ¢t =0 and ¢ = 1, the function has the value
of ap; between t =1 and ¢ = 2, it has the value of a1, and so on.
This is shown in Fig. 4.5. Thus, the discontinuous function f(¢) can

be written as

f@) =aolh(t)y —h(t —D]+ailh(t=1) —h(t—-2)]+---,  (4.187)
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o =t st & S &
1 2 3

0 4 5 t

Figure 4.5. Representation of a sequence as a discontinuous function.

where # is the Heaviside step function. The Laplace transform,

n+1
E[h(t—n)—h(t—n—l)]:/ e Plde

n

_1 [ —emtmetr ] = ey,

P
(4.188)

Using this, we obtain the Laplace transform of our discontinuous

function,
-1 0
f=—0=eP)) ape™. (4.189)
p 0
A change of variable,
z=e", (4.190)
makes
- -1
f=i—2z (4.191)
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where

o
Z=> an" (4.192)
0

is the Z-transform. In choosing Log z, we have selected a branch along
the negative axis of Re (z).
Our elementary examples show that

z-! [L} = {a"}. (4.193)

1—az

In a more general case, the inverse Z-transform of a function F(z),
which is analytic within a circle around z =0, is the coefficient of z” in
the Taylor series expansion of F(z).

By differentiating Eq. (4.193) with respect to a, we find

z
zH —=— =" 4.194
| e (4194)

Similarly, by differentiating Eq. (4.186) with respect to z and
identifying the coefficient of 7", we get

a
z— = Da"*1y. 4.195
[(1_az)2] ((n+1a"t) (4.195)
The relation between the Z-transform and the Laplace transform
makes it clear that the Laplace inversion integral can be used for

inverting more complicated Z-transforms.

4.10.1 Difference Equations

A sequence {u,} may be characterized by difference equations of the
form

Un1 = f (Un), (4.196)

where f is a given function. If f is a linear function, we have a linear
difference equation. As an initial condition, uy needs to be supplied

to begin the evaluation of u1, up, etc. When the equation contains two
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consequent members, u,4+1 and u,, we have a first-order difference
equation. In addition to u,4+1 and u,, if it contains u,,7, we have a
second-order equation. Descretized versions of differential equations
(as in numerical analysis) yield difference equations.

4.10.2 First-Order Difference Equation

Consider the equation
Upt1 = aly, + B. (4.197)

Here « and 8 are constants. If we denote the Z-transform of {u, } by Z,

Z=Z{u,) =) upz". (4.198)
0

The Z-transform of the shifted sequence {u;,41} can be written as

o
Zlup1}t = Zun+12n
0

o
=S w2
0
o0
1
o0
=z! (Z up " — uo)
0

=771 (Z — ). (4.199)
With this, we can take the Z-transform of the first-order difference
equation, Eq. (4.197). This gives

TN Z—uw)=aZ+ 1i, (4.200)
—Z
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where we have used Z{1} =1/(1 — z). Solving for Z,

207

uo zp
Z = + . 4.201
l—az (Q1-201-a2) ( )
Expanding the S-term in partial fractions yields
uo B 1 1
Z= — . 4.202
1—az+oz—1|:1—az 1—2] ( )
Inversion gives
a" -1
up = upa” + B . (4.203)
a—1
4.10.3 Second-Order Difference Equation
The second-order homogeneous equation
Upy2 — (b+c)upy1 +becuy, =0, (4.204)
with b and ¢ being constants, may be transformed using
Zlupy =27, (4.205)
Zunt1}=2""[Z—uol, Zlups2}=221Z—up—wzl, (4.206)
to obtain
Z—up—uiz— (b+0)z[Z —uol +bcz*Z =0,
[1—(b+ )z +bcz?1Z = up+ uiz — (b + c)uoz,
_upt+uiz—(b+oupz
T (1-b2)(1—-c2)
o b c up —(b+ougy 1 1
S b—cl|l-bz 1-cz b—c 1-bz 1-cz
— 1 -b 1
T th ~ oo (4.207)

b—c 1—bz b—c l—cz
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After inversion, we get

uy—cuy,, ui—bug ,
M=y U T Th—c O

Note that this solution has two unknowns: g and u;.

(4.208)

Example: Vibration of a String

The motion of a taut string occupying the spatial domain 0 < x < £ is
described by
Tu" = mii, (4.209)

where T is the string tension and m is the mass density per unit length.
Assuming harmonic motion in time, we assume

u(x,t) = v(x)e¥, (4.210)

to reduce the equation to

V" =—mQ%v)T. (4.211)
Using
x/€—x, mQ?)T =w, (4.212)
we find
V' +0?v=0, 0<x<l. (4.213)

The well-known solution of this equation satisfying the boundary
conditions v(0) =v(1) =01is

v(x) = Asinwx, w=nrx. (4.214)

Let us approximate the Eq. (4.213) using finite differences by dividing
the domaininto N equal-length segments. If zis the length of a segment

Nh=1. (4.215)

The value of v at an arbitrary point x,, = nh is denoted by v,, and the
derivatives are approximated as

v = Un+1 — Un o = Un+2 — 2041+ Un

== = (4.216)
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The difference form of Eq. (4.213) is
Unaa — 20n41 + (1 + Hw?)v, = 0. (4.217)
Comparing this with our second-order prototype, Eq. (4.204),
b+c=2,bc=1+h**. (4.218)
Solving for b and c,
b=1+4+ihw, c=1-ihw. (4.219)

Substituting in the general solution, Eq. (4.208), with vg =0,
(A1 +ihw)* — (1 — ihw)"

= 4.220
U= 2ihw ( )
To satisty the condition vy =0, we require
(14 ihw)N = (1 —ihw)V. (4.221)
Taking the Nth root,
1+ihw =1 —ihw)e?™ /N k=1,2,... .N—1. (4.222)
Solving for w,
1 eink/N _e—ink/N
@ = ih ¢ink/N § g—ink/N
1
= tan(rk/N) = Ntan(wk/N). (4.223)

For any finite values of nodes N, this equation gives approximate
values of the frequency. We may identify k with the mode shape. For
large values of N, we may expand this as

rk 73K

w2k?
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For the kth mode, the error is given by

W — Wexact ~ 7T2k22 . (4'225)
Wexact 3N

Of course, as N — oo, we recover the exact frequency.

4.10.4 Brilluoin Approximation for Crystal Acoustics

To study the propagation of acoustic waves (phonons) in crystals, the
physicist, Brilluoin, used an idealized crystal lattice where each atom is
considered as a particle of mass m, and the interaction between atoms
is approximated using a spring of stiffness k. This is shown in Fig. 4.6.
If the displacement of the nth particle is denoted by u,,(¢), its motion

is governed by
mity = k(ups1 + up—1 —2uy). (4.226)

By changing n to n+ 1, we write this (in our standard form) as
m.,,
Up42 — 2un+1 +u,; = Eun+] . (4227)
We assume steady-state motion of the particles in the form
Uy, (t) = v, sin Qt, (4.228)

to obtain the Helmholtz equation

Vnyr — 2 —mQ2/k) vyt +vp =0. (4.229)
Let o
0= — 4.230
T (4.230)
Uy Uy u, Uy
= = = =
O—M—O—M—0O—MW—CO—MW—
m k m k m k m k

Figure 4.6. A spring-mass representation of a crystal lattice.
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where the denominator represents the angular frequency of a simple
spring-mass system.
Comparing this with Eq. (4.204),

b+c=2—w”, bc=1. (4.231)
From this we get
a)2 (,()2 2
be=1——=,/(1-— | —1. 4232
e 5 < 5 > (4.232)

When o < 2, we may denote

2
cos0 =1— % (4.233)
and write
b=¢eY c=e". (4.234)

The solution of the Helmholtz equation is

—i6 i6
vi—e vy e v1—€%v0 i
. e — — —-e
et — o—1i0 el _ o—1i0

vy =

sinnf sin(n —1)0

=1

sing " sing (4.235)
As long as 6 is positive real, this solution is bounded for all values
of n. When w > 2, the angle 0 is complex, that is the imaginary part
of 0 is nonzero, and we get unbounded solutions, which cannot be
sustained with finite power input. This illustrates the concept of a cut-
off frequency,

Qeut—off = 2V k/m. (4.236)

When Q is less than the cut-off frequency, we see that our solu-
tion is periodic. The significance of a cut-off frequency is that periodic
vibration of the system is not possible for frequencies above it.

If n is increased by 27/0, we find

Uy =vpeN, N =2m/6. (4.237)
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Here, N is a measure of the wave length, and the relation
0 =2n/N (4.238)

is known as the dispersion relation. From

cosf =1—w?/2, (4.239)
we get, explicitly,

w? :2[1—cosz—ni|
N

w=2sinw/N. (4.240)

Using the periodicity, we may choose vy = 0 and obtain

sinn6

(4.241)

Uy = V] — .
sinf
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EXERCISES

4.1 Find the Laplace transforms of

f@) =e"cosbt, g(t)=e"sinbt.



4.2

43

4.4

4.5

4.6

4.7

Laplace Transforms

Using the relation

oo
/4
/ e—(02x2+b2/x2)dx _ «/__e—Zab, a’b > 0’
0 2a

obtain the Laplace transforms of

1 2 X
X~/ (41) — .
f(t) = ﬁe , g= erfc<2ﬁ>

Find the Laplace transforms of

fo=d, gt= "‘jft,
Invert the transforms
- 3_217 _ \/ﬁ
= F0 7

Show that the Laplace transform of

f(t)=/ooe*”d—t
1 T

is

- log(p+1)
Fopy=2PT)
Invert the transforms
- cosha _ sinha
Fo) =l )= P 0<a<l.
p>coshp p*sinhp

Show that the Laplace transform of the Theta function,
> 2.2
9([) — Z e—n T t,
n=—o00

can be expressed as

~ coth/p
o(p) = ————.
® N/
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4.8

4.9

4.10

4.11

4.12

Advanced Topics in Applied Mathematics

Using the expansion

1 2
e 2P 4 omP 4 ...
27 1+e +e +eeey
invert the transform
- coth ./p
fp)= —“/_-
N/

Assume p = a is a branch point of the transform f(p), and near
p = a the transform may be expanded as

f@)=cop—a)*+c1(p—a)' +ca(p—a)? +---,

where vg < v; < vy < ---. Show that, as t — oo, f(¢) has the
expansion

f(t) ~ eat |:

(&) 4 1 4 2 +
D (—vo)ro T D (vt T T (w2t

Use the inversion formula

1

—1r. vy
'C [p]_F(—U)tV'H

for this purpose.
Solve

d? d
d_t;t +3d—L; +2u = e cost.

with u(0) = du/dt(0) = 0.
Solve 2 )
d’u d“u du
— —6—+11— —bu=t
dr dr? + artTh
with
d’u

W(O) =0.

du
u0) = E(O) =
Solve

d*u du

du
= 71 1 = — =
pr 7 +2u=e'sint, u(0)= 7 0)=0.
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4.13 Solve the boundary value problem

d*u  du du
—+—-2u=e" =1, —@)=0.
2 tg u=en uwO=1 - )
4.14 Solve the system of differential equations
du to=0 dv n i
o utv=0 —Hv-u=e,

subject to the initial conditions
u =1, v(0)=0.

4.15 To solve

Py 20y Y _ _
Sa T =0 v@n=T, yr0=0,

we use a substitution

v =9/
Obtain the equation for ¢. Using the Laplace transform solve
for .
4.16 Obtain the solution of
82 82
5= w00 =Upsinot, u(t.n=0,

ou
u(x,0) = E(x,O) =0.
4.17 The propagation of elasticstressin abar: 0 < x < ¢, is governed by
%0 1 8%
o 2o
where cis the wave speed. Attime ¢ =0, the end x =0 is subjected
to a stress op, while the end x = ¢ is subject to do/dx = 0. The
initial conditions are o (x,0) =0 and do/d¢(x,0) = 0. Obtain o (x, )
by expanding (1 — e~2P!/¢)~1 in a binomial series.
4.18 The viscoelastic motion of a semi-infinite bar: 0 < x < oo, is

governed by
0 9% ou

+8

o2 T a2 P
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4.19

4.20

4.21

Advanced Topics in Applied Mathematics

If the boundary and initial conditions are
. u
u(0,t) = Upsinwt, u(x— 00,t) =0, u(x,0)= a(x,()) =0,
show that the solution can be written as
t
u(x,t) = an)/ k(x,t)cosw(t — 1)dr,
0

where, using a branch cut in the p-plane between p = 0 and
p = —B, an expression for k(x,) can be obtained as

B
k(x,t)=1— l/ 167” siny/r(B —r)dr.
T Jo F

Unsteady heat conduction in a semi-infinite bar is governed by

the equation
’u  du

K =),
ax2 ot
with the conditions

u(x,00=0, u(0,t)=Upte™™, u(x— oo,t)=0.

Find u(x,1).

Two semi-infinite bars, A: —0co <x < 0 and B: 0 < x < oo have
thermal diffusivities k4 and « g, respectively. Their conductivities
are k4 and kp and they are at uniform temperatures, Tg and Tg
when ¢ < 0. At time ¢ = 0, their ends are made to contact. Obtain
the transient temperatures 74 (x,¢) and Tp(x,t) for ¢ > 0.

A semi-infinite bar is made of two materials: A and B. Material
A occupies 0 < x < 1 and B occupies 1 < x < co. Heat conduction

in the two materials is governed by

32T,4 _ 0T 4

92 Tp 0Tpg
ax2 ot~ B -

“Box2 at

KA
The boundary and initial conditions are:

Ta0,t) =Toh(t), Ta(x,0)=Tpg(x,00=0, Tpx— 00)=0,
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where h(¢) is the Heaviside step function. At the interface x =1,

aT, oT
A _ 8 1, =15
ax ox

where a is a constant. Obtain the temperatures in the two sections
of the bar.
4.22 If u is the solution of

u  du ou
m_ga M(O:t)_a(()?t)_oa u(x90) _f(x)a

and v is the solution of

%v 9% ov ov
QZW7 U(O’t)za(os[)z(x U(x70)=07 E(x70) :f(x)a
show that
1 © 2
u(x,t) = —— v(x,T)e " Mrde
Var3 /0

(from Snedddon, 1972).
4.23 If u is the solution of

u  du u
oz = g W00 =-—0.0=0, ux0)=f),

and v is the solution of

v 9% ov ov
@:ﬁa U(O’I):a_x(o»[):()s ’U(X’O) :f(x), E(-x,o):o’
show that

u(x,t) = v, t)e " M rdr.

1 oo
Ve /0
(from Snedddon, 1972).
4.24 Solve the integral equation

t
u(t) — a/ e u(t —t)dr = e,
0

where a and b are constants.



218 Advanced Topics in Applied Mathematics

4.25 Solve the integral equation

t 2 __ 22
fo CosRVE T by = g1).

2 _12
4.26 Solve the integral equation
/x u(®)ds / F(&)de
o =62 Jo @&

4.27 Solve the integral equation

T u(§)ds 1

o e
4.28 Find the solution of

Ups1 —au, =nb", uy=1.
4.29 Find the solution of the difference equation

Upss — 2bupi1 +b%u, =b", ug=uy =0.

4.30 Obtain the frequencies w corresponding to the periodic solu-
tions of

Uni2 — 2 — 0H)pi1 +up =0,

subject to the conditions

up=u4=1, up=us.
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