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2. —BETFITAER IR T 58, BIINERAR . JONERAR . BIRUSCAR . AL BEAR R 28 DA R 4R AR 1t 45

3. M Spring Boot 2.0 J4fi, 1£ Spring Boot Actuator {7 Micrometer . 7E5.31i) Spring Boot Jit4H, 3¢
R B R i 7 kA Micrometer .


file:///read
file:///read/37
file:///read/37/article/447
file:///read/37/article/449

Micrometer — FFRATINIEIE RS, B8N, Micrometer  RVPITF R ERIAAL, e £ HTIERS.
Micrometer 37#f AppOptics. Azure Monitor. Netflix Atlas. CloudWatch. Datadog. Dynatrace. Elastic.
Ganglia.  Graphite. Humio. Influx/Telegraf. JMX. KairosDB. New Relic. Prometheus. SignalFx. Google
Stackdriver. StatsD L\ /% Wavefront.

Micrometer 3 A 2
Bk EE Micrometer 11 Spring Boot it H 5 ¥ fHiZ%:

B —A~ Spring Boot I H, A Web 1 Actuator #&ifi, a1~ :

New Project X
Dependencies Spring Boot | 214 Selected Dependencies
e wr
Template Engines [ Spring Boot Admin (Server) Web «
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micrometer

> g Lifecycle
» [15Plugins
~ [ Dependencies

~ |l org.springframework. bootspring-boot-starter-actuator:2.1.4 RELEASE
> |llh org.springframewok.bootispring-boot-starter:2.1.4. RELEASE
> |l org.springfram k.boot:spring-boot-actuator-autoconfigure:2.1.4.RELEASE
> |l ie.micrometermicrometer-core:1.1.4

> |l erg.springframework.boot:spring-boot-starter-web:2.1.4 RELEASE

> |llhorg.springframework.boot:spring-boot-starter-test:2.1.4.RELEASE (test)

BB T, HT 222 H%E, R health #1 info i 7. HARS S BARTTE THERREE, WiE
application.yaml Hfs Inan NECE , FATAT DL EE T A 1) A

management:
endpoints:
web:
exposure:
include: "*"
endpoint:
metrics:

enabled: true

REE) * FormMPrA A, BT * fE yaml PAARRRS S BIIERK —E EERS * BG5S,

BoE e M5, a2 Spring Boot T H ,  RIRT & 25 AN ui 1135 3T, @laniin health sl (BRIAHTZEA /act
uator ) , ZHUITF:
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{"status": "TP"}

@ localhost:8080/actuator/health

e GRS I

Ui A,
auditevents
beans
conditions
configprops
env

flyway
health
httptrace
info

loggers
liquibase
metrics
mappings
scheduledtasks
shutdown
sessions
threaddump
heapdump
jolokia
logfile

prometheus
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J&7~—/NTT LLb Prometheus 45 23 X (I metrics

Prometheus
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ZIHR M 7 Prometheus , %30 H A — M AEFEIEERIIT RN AT AR EBER — DMISLRIREDH . T el

ASE AR FHEAT YRS

FFAE

Prometheus =45 41 45 54 :
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RN TR EIRZ AT LAE B Prometheus 1) — AN RECLAE R

Service discovery Prometheus
alerting pagerdUTg
jobs )

) kubernetes file sd
: pertmanager |-
atexit H
; discover ]
M targets H notify___
H etc
Pushgateway Prometheus server i
push
‘ alerts
b pull ! Retrieval [ TsDB e MTTPf |
metrics server

g Prometheus
web Ul
| Jobs/ Node Grafana Data
exporters | 1 i ¥~ visualization
and export
Prometheus
targets

X sk, FRATA LR E M Y Prometheus 1 TAE L FE :

1. &% Prometheus Server & I\ targets B IR &5 W A O BUECHR |

2. exporters #1371 Prometheus Server {47 & . AR & AR exporters SEHL, 6l an i =LA
node-exporters, MySQL & MySQL Server exporter;

3. H 7T Prometheus K HEIR R EUIALE, SEPRAE MW e BT & ARG AE — AT B By KBS R E, 53
Prometheus Toik BRI ELS A target £, M AT L@ E Pushgateway k4L metrics % Prometheus
Server;

4. Alertmanager M AT DL 52 50 B ISRk, XhUScE 12545 B R AR

5. Grafana WA L PromQL 25 iy i i, 378+ 5 1R,

il

HARGEH

W TiX 4%, MAfEFAIN Spring Boot TiH i, FRE 4N {EH Prometheus e ? 1R, 4k Bk, T4y
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1. 7ESpring Boot il H H 51 AAH AR i 5
2. %% Prometheus Hf4-If-Hid & .

NHHKE, Bt Spring Boot I H AR N n 4R

<dependency>
<groupIld>io.micrometer</groupId>
<artifactId>micrometer-registry-prometheus</artifactld>

</dependency>

WK Ih G, 1B2afcE, JFE Prometheus , fnF:



fic & 52 )5, A Spring Boot Wi H , i wk Al LG 1A prometheus s 7, Wi :

&« C {Y @ localhost:8080/actuator/prometheus

# HELF jvm_memory_committed bytes The amount of memory in bytes that is committed for the Java virtual machine to use
# TYPE jum_memory_committed_bytes gauge
Jvm_memory_committed bytes{area="heap”,
Jvm_menory_committed_bytes {arsa=" heap
Jvm_memory_committed bytes{area="heap”,
Jvm_memory_committed_bytes{area="nonhea;
jun_menory_committed bytes{ares="novheap”,id="Code Cache’,] BB4T360.0
Jvm_memory_committed_bytes{area="novheap”, ic="Compressed Class Space®,} G767168.0
# HELP loghack events total Mumber of error level events that made it to the logs
# TYPE loghack events_total counter

logback_events total{lewel="warn”,} 0.0

logback_everts_total{level=*debug”,
logback_events total{lewel="error”,
logback_everts_total{level="trace”,
loghack_events_total{level="infa",} 7.0

# HELP tomcat_global_srror_total

# TYPE tomcat_global_error total counter

‘tencat_global_error_total fnane="http-nic-8080" } 0.0

# HELP tomcat_global_request_seconds

# TIPE tomcat_global request seconds swmary

tomcat_global_request_seconds_count [name="http-nic-8080", } 10.0

tomeat_global_request_seconds_sum fname="httpr-mic-8080°, } 1.815

# HELP tomcat_global_request_max_seconds

# TTPE toncat_global request max_seconds gauge

temcat,_global_request_max_seconds mame="http-mie-8080%, 1 1. 335

# HELP jum_gc_live data_size bytes Size of old generation memory pool after a full 6C

# TYPE jum_gc_live_data_size bytes gauge

jwn_ge_live_data size bytes 2.2612704E7

# HELP tomest_sessions_ alive max_seconds

# TYPE tomcat_sessions_alive max_seconds gauge

‘temeat_sessions_alive_max_seconds 0.0

# HELP jvm_threads peak threads The peak live thread count since the Jawa virtual machine started or pesk was reset

# TYPE jum_threads pesk_threads gauge

jun_threads_peak threads 37.0

# HELP process_uptime_seconds The uptime of the Java virtual machine

# TYPE process uptine seconds gauge

process_uptime_seconds 58,228

# HELP tomoat_global_received bytes_total

# TYPE tomcat_global_received bytes_total comter

‘temoat_global_received bytes total fname="http-nio-8080",} 0.0

# HELP jvm_classes_unloaded_classes_total The total mmber of classes wiloaded since the Tava virtual machine has started execution
# TYPE jvn_classes unloaded_classes_total couter

jvn_classes_wnloaded classes_total 0.0

PS Survivor Space”,} 3145728.0
5 014 Gen®,] 1.03284736E8

S Eden Space®,} 1.4365491ZE8
1d="Metaspace”,} 4.(0B04464E7
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Prometheus Jf- 2%,

Prometheus T #k it

NHGERUGE, B FECCIHRE, EMEH ST LB F] prometheus.yml BLE U, £ prometheus.yml SCA AL &
WA NEREED, W

scrape configs:

# The job name is added as a label "~ job=<
— _Jjob name: 'prometheus'
scrape interval: 5s
metrics path: '/actuator/prometheus'
# sScheme derfaults to "http'.

static configs:
- targets: ['localhost:8080'] |

FENE AT B = A

1. scrape_interval /B 5 FPHNHL— IR EdE;
2. metrics_path TR EHE 815
3. targets "L E I )2 Al 45 btk


https://github.com/prometheus/prometheus/releases/download/v2.9.1/prometheus-2.9.1.windows-amd64.tar.gz

i B 52 A5, Windows ¥ T, E#:XLl7 prometheus.exe %) Prometheus , 1% /2 Linux ¥, AT . /prom

etheus --config.file=prometheus.yml 453l Prometheus .
Jas I E, ENEEE TN http://localhost:9090 , A I F M, WHRSCLBENT) T

<« C 1 @ localhost:9090/graph

O enable query history

Expression (press Shift+Enter for newlines)

Execute - insert metric at cursor - #

Graph  Console
« Moment »

Element Value

na data

Add Graph

FWAEETR S RS . RRER IREUETED, BOAERIEREER, £ N RERERESENSHE, sl
Execute %41, RIAF BIH <

O Enable query history

jum_buffer_count_buffers

[ cccre (R

Graph  Console

Grafana

AR FTX — 8N, ATk Btk Prometheus 1 T/EJ5E 2, 7F Prometheus T/EVFENIHR)E — 34T
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AR EHEIR, Prometheus H & Hrp—,

Grafana R # it

FEEIhZ )G, RSSO IR, @RS, Wil bin H 3 N[ grafana-server.exe C1EfR 5 Grafana , Baiz
Ja, TENNEEFHIA http://localhost:3000 RIT]F FAEHIZEE SR IH, BOAWH P A% AR adnin , @
T


https://dl.grafana.com/oss/release/grafana-6.1.4.windows-amd64.zip
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Home Dashboard

# Configuration

+

€ Dal
[ 1]
s
S

a
& * configuration
@ = vetasouees
& Users

& Teams

% Plugins

== Preferences

% APIKeys

TEFC B YRR, 1% Prometheus , U1F:

& Users  MTeams K Plugins 3 Preferences % APIKeys

There are no data sauriE defined yet

e

. Add data source

 ProTip: You can also define data sources through configuration files. Learn more



# Data Sources & Users & Teams % Plugins = Preferences 4, API Keys

Choose data source type

Azure Monitor CloudWatch Elasticsearch
Graphite InfluxDB
Microsoft SQL Server saL OpenTSDB

PostgreSQL Prometheus Stackdriver

SR G5 Prometheus AT «

Data Sources / Prometheus

&8 Dashboards

Prometheus Default

URL http://localhost:9090
Access Server (Default)

Whitelisted Cookies

Auth
Basic Auth With Credentials
TLS Client Auth With CA Cert
Skip TLS Verify

Forward OAuth Identity (1]

Scrape interval

Query timeout

HTTP Method

AULVER], X AHERE — NG ERIT

1. name FRFIRIEL T, XNHCOKEE—A;
2. HTTP #11) URL Rox i thhl, AcE Prometheus % ds ik B vl s
3. MEEMG, M FIM save & Test %4,

Bz FoRBA ST LAIE T Dashboard KEE W i44E 17, Wk

B 5l s 22 1R i Dashboard , 411 R :




Create

¥ Dashboard

@ Folder

3 Import

Grafana metrics

88 New dashboard -

thi# New Panel

® ®@

Add Query Choose Visualization

Convert to row

FEFATIF RO T, 2 i A A

(©) New dashboard -

Queries to Prometheus

MilEER, RGERIMWAECE, — 2k Queries to AT —ITIARL B IEIRIR, AN ZERHED, X4
AR RAE R E LS, ATUS%E—IE Prometheus IS5, XHAELE TG, Hirkshdl e,
FREE AL IR SR R T, B 0T R E MaT AR 230 Setting %41, #4755 T Panel HIE 4R
ECE, FlanEE Panel 4T, WT:
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piva
=

General

HEATLARCE Panel 1 Title J& 1, Panel IR IA DL KR st 5iE A E M.

SRIT I WAl DLl S A AR BEE AR, SRIET VARG E, T -

Dashboard setipgs

@ New dashboard

£ ° o[ General

| == General
Name New dashboard
0 Annotations
Description
{x} variables
Tags 1]

& Links

Folder General »
{II} JSON Model

Editable © i{

Save .
Time Options

Save As... Timezone Default -
Auto-refresh 5s,10s,30s,1m,5m,15m,30m,1h,2h,1d
Now delay now-

Hide time picker

Panel Options

Graph Tooltip ® Default

XEPEE N SHE LT

—

© © N o g &~ w0 N

Name 75 [HIHR ¥ 44 FR

Description &7 X THIAR (1) fifiid

Tags F/n Al AT TR BB — MR

Folder Z&/miX AR & 1313, TFRE AT ABIE 2 AN SR, it oy 278 31
Editable #7525 7 9 45 )

Timezone IR [X

Auto-refresh 27 AR ERE B 2 ilHTIN 1] 7] B&

Now delay now- &7 4L iR i 1]

Hide time picker %7 /& 75 B (a2 14



FCESBRUE, Hin] PLRdi 234 Save 4241, W R A: k.

(RAF 5SROI T

B8 HttpMetrics ~

‘& HitpMetrics

05:00 06:00 07:00 08:00 09:00 10:00

== hitp_server_requests_seconds_count{exception="None" instance="localhost:8080" job="prometheus’,metho

il Panel 11 title J& 1, A DU TR 4k 2347 9w %, 40 T B

88 HuipMetrics ~

% HttpMetrics

*  View

' Edit e
7 Share \

€ Explore

" am
< 8l

& More...

@ Remove

a
- 2
U

05:00 06:00 07:00 08:00 09:00 10:00

== hitp_server_requests_seconds_count{exception="None" instance="localhost:8080" job="prometheus",metho:

o7, XRPATREIE, WREEZ AR, B KPR, AfEk

ik
B4 TR — BT Panel &R N HIA, SARAKISL, FRATAT LTRSS A SR D) e A X —
i

FAE Prometheus 1] LL5E X AlertRule , Prometheus <& %f AlertRule #7115, BH LT, MR
ZAFEh 21 Alertmanager K& S E(EE, R BIMAESPr LR AW SE, BT RSAIRKFEANH

AlertRule

AlertRule ;2 FATE Prometheus H i LRI 2R, Fix BB — RS S HLRIB]T R4 KK R AlertRule HIfic
B

AR BRI E LA yaml BLE M, HKFERFTA R AlertRule, FRIXHwE X T8N rules.yml HICH,
WA



groups:
- name: server-dwon
rules:
- alert: InstanceDown
expr: up==
for: 5s
labels:
severity: page
annotations:
summary: "Instance {{ $labels.instance }} down"

description: "{{ $labels.instance }} of job {{ $labels.job }} has been down for more than 5 seconds."

A TG L (55 Lo Al an T -

name: X7 M & 1144 FR

2. alert: EHI P4 FK

3. expr: T PromQL FiEAGE A%, HTHHERTANEFH L% &4, KT PromQL 8235 7 L &%
¥R PromQL

4. for: VPALSERIIE], FIESH. HTRR R UM SCIRREL— BN E) 5 A Rs 5% . ESEA IR B A )
IRAA pending

5. labels: HEXFrEE, FVFH 852 N3] S B — 2 g

6. annotations: H T-#&E M MMER, L THiR & EVE4HE R4, annotations) A 45 78 & &7 AL N 2=

— e NS HUR % $ Alertmanager

EAS rdles.yml SCHFRTDLE XAEAEEAE, (AREVRFIE  Prometheus 43 H A, XFET T,
rules.yml Fit & 5e G, N RILATT ZAE Prometheus FORC B SCAF R NEIX MECE, WF:

scrape_interval: 15s # Set the scrape interval to every 15 seconds. Defar
evaluation_interval: 15s # Evaluate rules every 15 seconds. The default is e
# scrape_timeout is set to the global default (10s).
# Alertmanager configuration
alerting:
alertmanagers:
- static_configs:
— targets:
# - alertmanager:9093

e
N = O W o
T L 1 1 s

13 # Load rules once and periodically evaluate them according to the global 'eval:
14 rule_files:

15 - C:\devtoocls\prometheus-2.9.1.windows-amd64\rules.yml

16 # - "second rules.yml"

17

18 # A scrape configuration containing exactly one endpoint to scrape:
19 # Here it's Prometheus itself.

AL 5EG, #alLlEsh Prometheus T (R ES B3I T, WHEEEE) , JHsh2 )G, siili Prometheus friik:
i) Alerts , FtTT LAE BIFA 152 LK AlertRule 1, 1R :

Prometheus

Alerts

O show annotations

InstanceDown (0 active)

alert: InstanceDown
expr: up == @
for: 55
labels:
severity: page
annotations:
description: *{{ %$labels.instance }} of job {{ $labels.job }} has been down for
more than 5 seconds.
summary: Instance {{ $labels.instance }} down


https://yunlzheng.gitbook.io/prometheus-book/parti-prometheus-ji-chu/promql/prometheus-query-language

BER B A TUH, RoRBCE M), 0 R A5 B AR gefih A o

IEi, FA1S0C ] Spring Boot i H , KMZ 5, &% 5+, FAIMIH Prometheus 1) Alerts T, 41T :

Alerts

O show annotations

InstanceDown (1 active)

State Active Since Value

PENDING  2019-05-02 06:45:21.889138542 +0000 UTC 0

FORAN C LWk, {Hie State M{EZ PENDING, P58 —<IRATRBIFTZ 0T, 2558

Alerts

O show annotations

InstanceDown (1 active)

ales

ce }} of job {{ $labels.job }} has been doun for

instance 3} down

Labels State Active Since Value

- FIRING|  2019-05-02 06:45:21,889138542 +0000 UTC

I State (I{EAE Y FIRING , Bl 5 =M ASFEf) State {8, #i#1 T Prometheus 76X B TAEIEFE, WiR:

inactive

e inactive: AWK, —VILLf -

o Pending: XANEIR UMK, (HAE, AT US4 RIS SCE BB . — BATE FSIEEEN T,
L% 2 Firing.

o Firing: %4l k1% Notification Pipeline , E4IK REMIMTAEICE, EMMFRIG, X ZF) inactive IRF .

X AlertRule MRCE, RETRG, LRSI B SRR, B MRARE, EFF R E
AlertManager, E4#8:E T 3.

Alertmanager
e TAE
A VAF e AR R IE e A, X BLIR DA 5 MBAS A, SR KSR — WS R 3% 1k 4 A -

TSR BT 5 AT W TR, s aly 07 (B B



AElEsy | =28~ | ##v | B

£ ses

FERERTR
WS SHEERG
BEE2EE
iR E= ik
P/Exchange/( POP3/SMTR/IMAP
R

VEERE=HH

SRIG AL R POP3/SMTP JIR%5:

POP3/SMTP/IMAP

EEPOPI/SMTR/IMAP: | £ POP3/SMTPIRSS

[ IMAP/SMTPIRSS
WEISSR30EREE v

BEET: EEASENEERE—SENENS

EEPOP3/SMTP/IMAP: (@) FTREFRREEMEHIZEE

SEEErElliEds, EReBTREsEEgE

TR LTS, ZROPBRRAERIR], ABER. JPRMRIIZ )G, & EEHCBE N S Ry,
Rz i iRar e, —=fi.

Wbz G, S TAERE SR T .
Alertmanger

i & Alertmanager T2 & ATE 62 T Alertmanager, 1X/&—4> GitHub FIWIFEIE , FRATE B 8k ikl 2
LRI,

Alertmanager %k
TR G RERITT

ft k2 J5, #3 alertmanager.yml L& X4, 7EIXA ST EINAAE R EAICIACE, W


https://github.com/prometheus/alertmanager/releases/download/v0.16.2/alertmanager-0.16.2.windows-amd64.tar.gz

Iglobal:

resolve timeocut: 5s

smtp smarthost: '"smtp.l63.com:465"

smtp from: 'wangewnng@leé3.com'

smtp auth username: 'wangewwng@le3.com'

smtp auth password: ' == 3
smtp require tls: false
Iroute:

group by: ['alertname']
group wait: 10s
group interwval: 10s
repeat interval: 1lh
receiver: 'email'
receivers:
- name: 'email'
email configs:
— to: '509%%%% 45@gg.com'
linhibit rules:
| - source match:
severity: 'critical'
I target match:
i severity: 'warning'
equal: ['alertname', 'dev', 'instance']

global AL E f AR HIE R, X AR IR R TR ERIRBUY. receivers FL B AWLIF RIS S, Wit
NATLIBEE 2

fic & 58 )5, XU alertmanager.exe 53 Alertmanager , JEaI%Ih2 )5, WA http://localhost:9093 ,
EE /I

Alertmanager  Alerts Silences Status Help New Silence

Filter ~ Group Receiver: All Silenced Inhibited

Custom matcher, eg. env="production”

No alerts found

Xt Alertmanager J3 5 T .

BT %, ¥ Prometheus 1 Alertmanager =6t kEI ], &% Prometheus IR E A, 1.

# my global config
lglobal:
scrape interval: 153 # Set the scrape interval to every 15 s¢
evaluation_interval: 155 # Evaluate rules every 15 seconds. The ¢
# scrape_timeout is set to the global default (10s).
# Alertmanager configuration
alerting:
alertmanagers:
— static configs:
- targets: [localhost:9093]

# Load rules once and periodically evaluate them according to the ¢
Irule_files:

— Cihdevtools\prometheus-2.9.1.windows—-amdé4\rules.yml

# - "second rules.yml"



BLE GG, #)F Prometheus. JA8IIG, ULH BATH R EKOCH Spring Boot Wi H, XHJE, M&E—s, e
W B — RS N LS BRI, T

[FIRING:1] InstanceDown (localhost:8080
prometheus page)

wangsunng =3

BOREMEPNEBR. LR, RS

jif][3

B X

1 alert for alerthame=InstanceDown

View In AlertManager

[1] Firing

Labels

alertname = InstanceDown

instance = localhost:8080

job = prometheus

severity = page

Annotations

description = localhost:8080 of job prometheus
has been down for more than 5 seconds.
summary = Instance localhost:8080 down
Source

R, XA AR AT AE A RE b R A, W R BT A R B AR TR B .
ur, it BATRERE S E R AR E e T .

KT HE S EMAEAR S, KK ATUAS 5 1 B RRE

NG

AL EBEFKF S E T Micrometer MRS, ifiii 7 Prometheus. Grafanall Jz Alertmanger 1%, A7
KT BMELS, 1L e sna 4 TR TAERCR . A2k, Wiidked — 4Bk

W

B

1. prometheus-book

2. el AR HERY 45 35 I #5kubernetes

AN AERIE. 1L — s

17 Resilience4j TERBRSSHHIRL 19 BRE3MI Zuul #0 Spring

< )z:] Cloud Gateway


https://yunlzheng.gitbook.io/prometheus-book/parti-prometheus-ji-chu/alert/alert-template
https://yunlzheng.gitbook.io/prometheus-book/
https://www.kancloud.cn/huyipow/prometheus#/catalog
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