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JRZHAR SR SEI, FRR AR SEIL, PR AT, B, AN 1/0, A&k
, DAAC EE I N AR B . A0 APT BRI T A YR AL #REE H AE mysys Al strings
SCAFIE T, A DRI T AT U

3. LA R
Ji&J= P28 A8 AUl G IR = 28 A L BT A T4 11 api, SEBLRR R W 2% cdi (Xl
Kk, VLA S AR AT, DU IX — 8 ey . PrA IR ARAE vio SCHF R I

4, Client & Server A I PpisAsbk

{RAA] C/S GERIIERAE REE, #1532 2 H S 145 RS B PR MySQL B A i 41 MySQL
ff) Client & Server AT HPMMBLHGH Sy, SEHLT % dint5 MySQL A2 H ik F% v ¥ Bl i isd o
BRI LS ST AEINE 1 0S R 2832 F1f1, 4n TCP/TP LA Unix Socket.

5. M it
PP BRI SEBLRI T RE, 32 EAAE F ™ (06 SIS BA BRI AN P AR BUE B o Al A%
MySQL (R Ty —FF, PE B grkii# “Ir .



6+ Vil IR

VRN 7] AR TR A ? T 242% 18, HEARWAE . Xt
it EEU IR PR s i 7 5 NRIRE— N80, 4 AR 2 N AN R RIASC R o 7 T 42 sl A B
SR D BE AL AR TP AR o 25 P BB AR I, LB B 53 R AT R PR SR, R A%
TP E s AR D7 o P AR BRRI fi P2 ASER  keok, ZEL T My SQL AN KR 17 AR
GERIALBR 22 4 BRIK DI RE -

T, R, ARG R

ERAE AL A ST X MySQL Server [F#-RME R, OB K, R T EHI
SRR PR, S — A4 L MySQL Server %) iii SR ES S0 e () —A4
R LIRSS . T B AR N E B T AR 7158 MySQL Server 5 & w15,
22 a2 1E K, AR Server Ui (145 R AT . R BEASTHLN 47 514 PR 4B ixX £
EHERE . BARRREMIAIEE, LM cache 55,

8. Query fAT FIE K AR

76 MySQL FR AT I BRI AT Client Ui Kik4T Server wiff iy 2 #8FR A query, 7 MySQL
Server HLHT, HRAFEEMENE b —A Query J5, S HEEG 1% query fEEE L 11T
W25 Fh Query HEAT 73 FEOR I 1E e 45 25 A R AR BRASE R, SXAMBEHR IS query AT RIS A5
Heo L TAEER query WEA)BEATIE SCFRITETE) 2007, AR5 H BEAN[A] R AR B A T 49
K, AR M I R

9. Query Cache fif

Query Cache FEHRAE MySQL Ht—/NER BB, b1 5= 2D REE K& mde e 4y
MySQL [#) Select 2§ query WK IR [I45 44 cache BIWAFH, 5i% query IJ—> hash i
— AN 1% Query FTHUCEUE I 3EER R AT Bl ARk 2 J5 » MySQL 2 A 3% query 11
Cache K. RS LBIHER SN R4H, Query Cache SHPEREMIHE mEARH W1
MERERT N AT I FE A AR K

10, Query PLfbasfl

Query by, B4, WA ol KK query, RHE 7 il K (1) query 1
), R R ) — Lo G5 R, AE— RYVFE LR AT 08T, A5 AN S
F VRS R el U IX A query A4S R .

11, RAF A HIR
A AR 0 R A ST 5¢ A% DML I DDL [#) query, U1: update, delte, insert,
create table, alter table ZEiEA)[IANHE,

12, Yy ith
FRHPREK A, R, DU o0 M7 25 A 3 P bl 75 Z A ) it

13, RGUIRASE P

RGUIRAS T R A TR R i SR RGOS, B Rk SEPRR RIS H S, %
DBA 5 FHI 25 Ff show status 4, show variables fiy2%5%, Frfd 24 RAR L tHIX AR R
PR IA ) o



14, REHE

XA A T B RARZE Sy F1 T 1 27 AR AE 5 BRI, (F2 HL ) e 5 AR T
F PRI 5 AN . K ANE, B> MySQL (R # G —NE M OCHE, e, frm
SCPE. RN TAE T R4 yix s ol LU/ cache, 1% cache 1N 75
BRI G B ANEIEYEY table 25 B B

15, H&idsgpid
AR A TN RA LN E N HEMIC %, 36 error log, binary
log, slow query log %%,

16, S

SR A 43 O Master AEHUHN Slave BEHRPY L4, Master AH 3 %41 57 7
Replication AEiHEH Master ¥ binary H &, LA S Slave ¥ 1/0 ZRFEAS H.5 T4F .
Slave itk bl Master BEERFTELMUIG G 2 —2L, £ RS LA HANLRE L. —
AR T Master 1HKFHESZ binary H&, 5 ANAM relay log Wi 1/0 &fE. Fioh—
ANEFTIM relay log U IE H A SHAE, SR 5 b Scn] LATE Slave i IEAfHAT H-43 21 A1
Mas ter i 56 4 AH [F) (1 25 SR (1) iy 2 FFAC 4T Slave AT SQL R F2.

17, A7 5 1 HERE TR

At 5 BB IR B AT LGS MySQL Bl A e TR (i) — i 1 AU A8 Rl A 126 7
o JEAS AT MySQL AT LASE B 2 i A5 5 B PR 1 o0 B o XSRS s | 02—
MBI, B IR DU E IR 5 B A B e EE R B AL, ARGt T4 K MySQL Rl iR A
il 5 | BT £

2.2.2 ZHRBRTARR G

FE T AT MySQL 2 MR 2 5, JoAT 11576 5 My SQL A4 MSEHR IR) A2 4 o] A L W3 [R] AR
B oK, BATEILE ) MySQL, %) iR, 7K query, fEIRMISER, HJSiRH, X
BRI T 0T

MIATHAT I 3 MySQL 722 Ji > MySQL A A B HUs N R Rl & SO i R G S
BRI AT, RS ECRVIG AN RS, WHIEFF I buffer, WIUGtL4s )AL &,
DA RS R i) 55 o RN S AN S BB 3, FFEAT & B IRIAG TR . 384 REHI4h
ARG, FIERE BRI T . B BRI S I B A 3% - i s SR I I T AR, 6
}5 tep/ip MIMZE ST, 34 unix () socket. X, MySQL Server FtIEA )52, #E
RUFR2 2 P i K T o

P B WS T B 25 P i (R R SR (A5 B A8 HARER FRIAR DG DI RE ), XUy iRt
Client & Server A H WMMALHLHT & SCIPMNL “J8IE" JLAJZ )G, IERE BRI 20 15 42
TR RGBS HB, R R — LR .

LR PRI | S oo P A S R R T, T YRR R B BRI A 14



PRI R T, AREEALIER, (RERALEE T o R RIE R RS, ks
R M ANE R LR T A 4 cache (28 IWIEREAE, WERAT, AUHUH — AR i ok
B L, WS S WIRE LR, WIS —ANHT R 5% P m i RiE . R, &
BRERERGI P A AR ERR R S Bt S O — NI R R 2 7 S5, 102 1 G
M PR SRB A T RRUG R  imi SRIE R TR AR, A R R i SR
MAATTHERIFDERL R Fo

75 MySQL o, & P il koo TR —Fl2 query, TZLH Parser &
Query fiFAT RV AT IAR AT A e AT I 3K —FP & command, ANFFZEAH Parser jhn]
PLEEPAT IR . WERERATWILG LB E F 4T IF T Full Query Logging MZhfE, W4
Query fFHNT 5 e R AREL 28 T H A0 SR RN H &, AN R —A Query ZRATE R
St —A> command ZRAIIE K, AL FIEN HE, ol FHERES IS, — AR DT IF Full
Query Logging HILfE.

M SR ANERZ R “ IS (BP0 & Bk, IERERE T AL 2
F N SR AGEL R P& (B query), HEZAMIER . ERURIN query BRI
45 Query TR AL, Query ARATERSEXS Query BEATIEAHI T SCRITETEMENT, ARSI
TSR, Lo HEALEE, Lo/ R4 HAMB R AL B .

WIRTE A Query BHHITR, 20K IEHIBACST Query ENTHS . Query RHTHES B 5601
FBRAZ A select KW query, WIARZE, WS RZAEY, 1R EZ query 7
query cache HEM CEAFIE. WA, WHEBK cache H AR M4 R FERI, 4R
S A 7 i R A B () SRR B AR T A 2 ) o WIUERAN & — AT LU cache ) query
FM, 8 cache AT % query IR, B4 query K4k 24% 0] query fi##T#S, ik query
MRS BEAT AN ACFE, B query 23 K 880 R A O A BRAR B

WIS R AT B AR AT 45 & — 2 R4 cache [ select WH), MPEEHIAZLT Optimizer,
WAt Query PLibAsAiib, andiie DML BE 3 & DDL 156, MSAZ 45 R AR A B, an i
— UG T B KL B IR FE S query NI SAT A TR 4EY Wi oAb FE, K HIAH )
query AT 4552 IR 2 BT A AL EE, T SRARZS I query NNEEAZ 5 T AR A+ 25 1t
o SZFR b AR o A H RO 48 B o6E R AR B SR IANTRL, 243 i insert AbEE S | delete
AEPRES . update AbHEZS. create AbFEZY, DA alter AbHE &S IXUE/ ME K 71 57 ANA] i) DML
1 DDL ] .

TESAMEY R Query RHT 550 KA I R KI5, B ool i U o) 45 B Hs:
POERH S A U HFRR LU H PR F BB, WA, ey i R FBCUE SKAH MY
7, FEIRMO R 8. RE PSS AR AR LT OLAAET table cache H1, QI
CLAAT I B AT B G AT, WA AE cache 1, WIFFEEFFFT IFR ORI, SR
JEREAT I I AT 4530 720 T A BRARLER

MFRAFE PR ORI ARG, SRR A K neta {58, JIBT#RM
FAAH TSR RI LA OGAE E o MR A il 5 B, RATTE SR A il 5 | B L DL, I
JHS I (KA i | S DS B, SEA T AH AR BE



AN, TR AR B HOR L, W] UL R DO A i 5 |8 IR P SR I ) — AR 81 “ e
B, RZAEAE GBSO BARSEEL, TR AR A BB Ui S IE W o Al 5 250
FXS IR 11, JFSRWIRRSM, e DO R 2 R SRS R A Y LE A R A7 i 5 | SRR T L )
B,

M—% query BH —> command ALBESE K (RINEH RIGD ZJm, FERIBGES 208 43
AT, WERAEB ST, WAL BESE R (ATREZ — Result set, WAHERKIIEHE
DRI AR D S MR S A 2 7 o I RAL BRI R rp R AR R S AR PR B IR A
SRIELE % 7 b, R IE R L R o BEA T AR S IR BE AR, R RS AR I AT K, A
R BIRIERE,  BE SE R e W TE R R R

WERAE B RE A, AR SR ERASE i e b (R il A 7324k, o Ho MySQL #1JF 1 bin-
Log TRE, JUIX R PR Ak BEASCERGA £ i H 1 75 Ak SRS Bk A R ) A4 B8 1 1) A B SR ) T il
KBRS HER E 1) e H S SCE .

75 RS AL B R, % B A% OIs AR ) e 5043 #84 v AR My SQL
%0 APT Bk, LERTNAFAE BE, SCfF 1/0, By A 77 B b BEAR 45

TRBREA B REZ 5, BATTAT LR BLE A AR i B 2-2 (oG R A -
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2. 3MySQL BFITR{FEANTAE

My SQL ZH e A SR T 5040 122 1R i 25 s vty . FH RS, RIS T KR % o T
PR, Wimysql, mysqladmin, mysqldump 5555, #& KKPTARMN . BEIRA L AKX LE T
HIThEERS O b TR T, (R EUE e X e T AP R LI AT REFF AR K 2, 5]
BHEVE IS, WATREHATEA T AEIL I RR R . BT DAAE I L R ] SR i — A4

1. mysql

HRAGSAE BT MySQL % P23 TR, BE T ARS8 % I mysal T, JTISE 2 17 2t
i3 . mysql HILIEEM Oracle ) sqlplus —FF, Sy M — AN 4788 FoRIR/EE B
MySQL flx 4545 o IR TEZX BMAN AT, KEHZIEZEIT—F “mysql —help” #h
A BN AH Y (R R AAS A5 B A5 R

sky@sky:~$ mysql ——help

mysql Ver 14.14 Distrib 5.1.26-rc, for pc—linux—gnu (i686) using EditLine
wrapper

Copyright (C) 2000-2008 MySQL AB

This software comes with ABSOLUTELY NO WARRANTY. This is free software,

and you are welcome to modify and redistribute it under the GPL license

Usage: mysql [OPTIONS] [database]

-?, —help Display this help and exit.

—-e, ——execute=name Execute command and quit. (Disables —force and history
file)

-E, —vertical Print the output of a query (rows) vertically.

-H, ——html Produce HTML output.

=X, ——xml Produce XML output

——prompt=name Set the mysql prompt to this value.

——tee=name Append everything into outfile. See interactive help (\h)

also. Does not work in batch mode. Disable with
——disable-tee. This option is disabled by default



-U, ——safe-updates Only allow UPDATE and DELETE that uses keys.
—select limit=# Automatic limit for SELECT when using ——safe-updates
——max_join size=# Automatic limit for rows in a join when using

——safe—updates

——show—warnings Show warnings after every statement

TR Y B R S 1300y, AW b T K SE FHM — 840 (B KK B 1%
EAMRABT), W T TSN NNKATREARKE T HE], (HEEAT L0 T HRea 3]
R BRI I — Lo Sk T

HEER “—e, ——execute=name” 4, XANSHCELVrmysql, HEPAT “-e” J5
R A, A EDE mysql RS E MySQL Server [T . MSHARANE L
FEATA MySQL K RS P I A P AR R A, A NS 1 e BRAS A FH Bt o

WERAEIERINEAEH] T “-E, —vertical” 4, BAZ G HIITA &l 45 1Ak LIS
BoR, BORMBAE 4 query ZJa L “\G” &5 —Hf, XANZHURAE 5] e A2 i)
ER

“H, —html” 5 “-X, ——xml” XHNSEIRA AW, £ HXW NS )5, select
HORMIPTA 45 RS “Hinl” 5 “Xml” #0CkEH, A% E52F, A Xnl
o Heml SO 0T B Se R SO, R 7 .

“—prompt=name” SN TS 4RI N KULE— N EZENSHOE, HEEIGE
JEE A O mysal $&RFFIRIR N AEERUE LT, FA TS mysql SEABIEARIEZ T
mysql MIERRFT HE—/MRERRIN A" mysql> “, A ARG . JE% i
mysql i “—-prompt=name” ZHLGFAVEM T A& ARG B IME, LGN A& W
SN TN, R4, CUETEE, CYETEGREE schema, MySQL Server f—28(F
HESE . ANV S K ML, B P A FTAER) schema X =TI A$E7R P 2%,
DRI R 1 KK T8 BRI My SQL 8RRk 22, SR AR O 1R Iy ik, R85 25 By DR A 45 A= () i
WA RAE T H O 21T A R 3B T 3 e A 8 IR IR B BT T8 R 1) i 2 It ™ 1 J5 AR 1
5 0L WERFRATTAES 7R W AN T3 LI Jim , 22 /b ] DURE 7 A 3R O A i A3 5%
DU Ik D JUR IR (PR

BANPRARFE X “\\u@\\h : \\d \\r:\\m:\\s> 7, ERZH:

“sky@localhost : test 04:25:45>”

“—tee=name” S EXIE4E N AR A IS ECED, RS UF mysal, F A%
N P AR SR SO TR AT — Se N YA R, N T R Y, Sl R
MRS FR A TR N RAT FoRo T “—tee=name” Z4(, #HiFWA T
copy B R IRAFIRAE SRR T .



“-U, ——safe—updates’, “——select limit=#” Fl “——max join size=#" = PSHHL
AT YEREACHE B S i “-U, —safe-updates” Z8(Z 5, W& LA AGEfE ]
Z5|[ update fll delete HAERIIG K, “—select limit=t#” FMFHETIZEH “-U, ——safe—
updates” Z4, DyRE2L RHIE WL R FH “—max_join_size=#" Miff#L “~U, ——safe-
updates” —E&FH], FR#IZ5 join KNI FEL.

“——show-warnings” Z4EH REPAT 56/ —4% query ZJGH8S HEIPAT—IK “show
warnings’, ‘B/nHiG—K warning [N %%,

A AT o AN R AT AR AR AR S D HU LA S I, 9EFr E mysql
B sCRARE 280k, AHASNSE, WAL MySQL Server ). mysql HIFT
HZHOEHR W] VS /E MySQL Server JA 8 ZECAF (my. enf) 1) [mysql]Z4L group 1, i&
A GRS K2 M [elient] B4 group HHEHL, IXFEIR 22 2808 v LIAS FHAE RERBAT
mysql [IHEATF THIA, 10 H mysql F27 H S B3I my. enf 3 load IXEESHY,

WER B W ACAY BBRT mysql FARZ ORI B mysql A9IAR ST B AT B SR 0 T %
AT LAGE MySQL 7 2% TR, el UBE $AT “mysql ——help” 1523 Bhf5 B2 71
i AAT SRR A HE— D IR ZIA R . RIS — LB RE R M ¢ 1H S A, IR ARs5E
] DUl mysal R RS B BE 2 Al 1 P 7

2. mysqladmin
Usage: mysqladmin [OPTIONS] command command ..

mysqadmin, 44 B8, $RAEM T REASE 5 MySQL 45 BEAH DG % Fh D) BE . Wi MySQL Server
WA A, KMt E B Clush, G E/MIEREAEZE, JCH MySQL Server %84 . mysqladmin
FIERER RS, BAR R # T LU T mysql 3R 5 E MySQL Server 2 JaKog/k, (HiE
KB4t mysqladmin K58 ERME SRR E T, XRIENH—TF B L FEMLHRT
JUAN S T g

ping 21 LR SR MySQL Server &5k AEIE & 42 bk 4%
sky@sky: " # mysqladmin —u sky —ppwd —h localhost ping

mysqld is alive

status @2 LLIRHCY AT MySQL Server (1)UL JEA PR :

sky@sky: " # mysqladmin —u sky —ppwd —h localhost status

Uptime: 20960 Threads: 1 Questions: 75 Slow queries: 0 Opens: 15 Flush
tables: 1 Open tables: 9 Queries per second avg: 0.3

processlist SRECY FTEHE e LRS-
sky@sky: " # mysqladmin —u sky —ppwd —h localhost processlist

| 1d | User | Host | db | Command | Time | State | Info




| 48 | sky | localhost | | Query |0 | | show processlist |

IHIFIX = AN D RE A TRAE B C S8y rp R o A o 28 A 2117, BUARAS 3115 BB
FBAM, (HAX T el BRI, B8 LW T T . tthh, enr Dast
mysqladmin £ start slave fll stop slave, kill FEAIERES] MySQL Server LR FREEEE,

3+ mysqldump
Usage: mysqldump [OPTIONS] database [tables]
OR mysgldump [OPTIONS] ——databases [OPTIONS] DBl [DB2 DBS3...]
OR mysqldump [OPTIONS] ——all-databases [OPTIONS]

mysqldump XA T H AR KHS 73 58 vl e BB LR AE T, H IRl 2% MySQL Server
Hh R DL SQL B A TE XN E S ZE T dump BOCA S . AR mysqldump S2 484 MySQL 1)
— R THARKE AR, HEA N FRAR SQL Bk T th T HEAiE— i, PR
I mysqldump FrAp ) SO, A0E SQL B, BAEEdE ERR A EE R MR, did
25 mysqldump F2J7 00 “-T” IS J5, n LLAERAE SQU B € 452 I SCAR S 31X
ANIheeszhr E2 A T MySQL H [ “select * into OUTFILE from ... 7 iEAyiiscHl., toal
LU “~d, ——no-data” {AXE g A i R) . 76 FR SQL BRI IR, FRFAE W EIX
I FEBORBE Y, S BCRERAAT mysqldump R I AE S AR E) “——default-
character—set=name” WX J5 & FREENA, LT IE LRI PR AR 2R AN v IR A 25
mysqldump I 2R SQL SCAFERT LLE I mysql T HHAT,

4. mysqlimport
Usage: mysqlimport [OPTIONS] database textfile ...

mysqlimport F&JF & — AN K DURE 2 M A7 0 SCAR S (il it “select * into
OUTFILE from ...” FrAZRffigcdli Scf) S NBIFEE 1) MySQL Server H1 T HAR/F, i
B —FRUERT csv SR BIHESR € Uk PR HR 2 R . mysqlimport T HSCFR Bl H 2
“load data infile” w2 H)—/MudEsL,

5. mysqlbinlog
Usage: mysqlbinlog [OPTIONS] log—files

mysqlbinlog FE/¥ M) T I RERLE 70 M MySQL Server /LR —#EHI H & (RFHEK
FHTRAENI binlog)e IATA BRI I Z T %43 1 binlog f— 2845 € I 18] Z SRV IR I
15, mysqlbinlog wit AT LA B BATH BV R #5017 EAHOMPLEFEG . T3 mysqlbinlog, Al
AT LAt binlog HH8 R I TR Bl 45 58 H A5 A5 A4S SRORLEL (1 P9 A AT A SQL 157, JF
S BRSO, ARSI R, AT LR I i S B 2R A4 R R A L P A

6. mysqlcheck
Usage: mysqlcheck [OPTIONS] database [tables]



OR mysqlcheck [OPTIONS] ——databases DB1 [DB2 DB3... ]
OR mysqlcheck [OPTIONS] ——all-databases

mysqlcheck T HFEF A LK A (check), B8 (repair), Z#r (analyze) Ffith
(optimize) MySQL Server W[, (HIFAE A MIAEM 5 AR S X BT A 1 PUAS D) e
% Innodb WA CFHEEZ ifie. SEBr b, mysglcheck F2FF X VYN ThREHS AT LLE IS mysql 3%
FEEFFI MySQL Server Z Ja RKAATHH I Ay 4 58 1 58 2 AH R A 55

7. myisamchk
Usage: myisamchk [OPTIONS] tables[.MYI]

e MRl “mysalcheck —c/—r", XRIEAMER My ISAM AEAH 51 102K, (H I REXS
My TSAM A7k 5 | B R 5 1 SO i AN 8 o344 B MySQL Server BT 58 il At .

8. myisampack

Usage: myisampack [OPTIONS] filename ..

XF My TSAM ZRHEAT IS Ab B, DA S HIAE s, — R EE AR & 5T,
17 H 485 1R My TSAM R A8l - 32, ANREHI T AR MR . 2 BA A IR 540 L g
SRR, i A AR RE SR BB U A IR S5 (N, BT LU I my i sampack T
FLREFFRAT 1% My TSAM R BEAT i, DA DA BIAE AR LK archive £794if 5| 5t BERS G R ALK
R AR, (B archive F@BATRTISCRF, 1R 445 (1) My TSAM AT 98 AT LU
LRS!,

9. mysqlhotcopy
Usage: mysqlhotcopy db namel./table regex/] [new db name | directory]

mysqlhotcopy FIILARMZ i THEEF AR —FERRAA R « (B c+H) PRSI ,
A& perl JIARET, AXARELE Unix/Linux JREE NEH . AhigEZIREML LX) MySQL
(1) My ISAM £70iti 5 B I R AT AR B A A B A, L&A 45 S B b 30 A2 38 e o 58 e v i e b
Tnet, RIEEHIILEN, B RL SRS A, 4R, Wrrbldd e “—
noindices” % 1f mysqlhotcopy NFFE A& R 5|

10, HAh TR

BT LA A s T H R 2 46, MySQL A Hoar T HAR K& 1 T H R, gl
2 Tnnodb CAF M checksum ) innochecksum, #% 4t mSQL C API P& i) msql2mysql,
dumpMy ISAM 4> R 5] #) myisam ftdump, AP slowlog ) mysqldumpslow, Erif] mysql
FHRIF R AL B include SCHALE ) mysql config, [a] MySQL AB #j% bug [#) mysqlbug
AR £ mysqltest 1 mysql client test , it & 15 & R 7 it 5] K M
mysql_convert_table format, fg M 551 H & $2 H &5 e VL EC KL 1) query 5 7 1)
mysql find rows, FpZ Mylsam 25| %8R G424 1 mysql fix extensions, BH RGHR
I mysql_fix_privilege_ tables, Tr&ZHHFEAHICX G 454411 mysqlshow, MySQL 2 T H
mysql upgrade, ML EILEIARACK kill 2 B 2R K mysql zap, EAEHTR'S(EE
) perror, AR T H replace, % 55— R4 T HEE Pl EBATEFH o a0 S48 45 2H7E MySQL



PRACHS (P BEA FA— 8 | B, Wl My ISAM A7 5 1 Z8 i i, v LURIH myisamlog
KBEAT EREZ 43 HT My ISAM ) 1og.

2. 4 NG

% 3 & MySQL 715 [ @&/

=
T}

3. 1 MySQL 7=fi#5|E#ik

My ISAM f7fif 51 %2 MySQL BN AEfit 514, 2 H a7 MySQL ¥ FH 8 2 I AE it 5 | 4
Z o AT B 52 FAT A MySQL & J DR rh T 211 TSAM, /& ISAM [P A . 7 MySQL
BT RAT P INH5E TSAM A6t 5 148, 1 HLSEbr B/ sl i iz, MySQL - 4 2 %A A7t 5 1
BIXAMEE . MySQL ZEZEH) LB A G IAEIXAE M sql layer Fll storage engine layer
IX AN GERTE T ) 2 IR, I ANE A AR 538 2 RSN, 0TI R R BRI vy
PF—PFiG . 25Kk, MySQL Z iR B0R5 2000 M, Ky i 1) M 4538 48 0 S i 230408 47 LA
T W ) JZ IR GRS FE [RIINE, 6k TSAM Al T Zhfie b i i 8 e AiACRS I B, 3k A2 My ISAM
FER T I H oK

MySQL 7£ 5. 1 (AR ZFTIIRRAS T, A7 5 132 75 A My SQL “2 25 ) I (el a6 250N
MySQL — A g 136 T[] I e 22266 F) o U, 5. 1 Z TR RO, BURTFAH S #EZ I sql
JERIR G CLARR /D T, AR E5g el 3 DR S AC ., (H X 2 22 [ TR R B Ik
S, RIMEAE e R It i — 4

{HE M MySQLS. 1 FF4, MySQL AB XL &5ffh R Al T RN BGE, FF9IN T — A8 ik
o WA T BEAR R G . MySQL AB 7EM s IR, AbAAE 51 2R sql E4% A
ML, REATEAN, SR AT DASCEITE L a5 A7 5 128, 2 56 4 n] LK — AN A7
fit 5 MR E] — N IEAE 384T0 MySQL Hr, ANz MySQL IRNIER BT o A it o | 4 1)
BERE, ARt I IR th 1A RGE D78, AE B AT R A5 A 7 (o fF 31X
— BT, H RSB AN B R SR AR

MySQL HHE A 28 A4t 51 % = 2K MyISAM, Innodb, NDB Cluster, Maria, Falcon,
Memory, Archive, Merge, Federated %%, Hirpi 38 441 H AT FH & k) 32 18 My ISAM A1 Tnnodb
P FAEAE 514 . MyISAM J& MySQL 5 FL1r) TSAM 474 51 3 K TH e A, S My SQL 2RI R A7-i%
5%, 10 Innodb S B EIFAE MySQ A FIf, TME S =7 AF A7) Innobase (7 2005 4
B Oracle AR Frotk, ILEORIIR: mUE RO T S5 IS Re I, T DM Ak



Wz

LA —SC A7 i 7 AR A i A 37 st BEAH Al /D — 28, 0 B TSR e 3 55t
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3. 2 MyISAM 7F6E5| Z &4
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ST 8 S ATATATAE S BEARAS AT S IR A7 TBGER G546 52 SUE B, frm SCHF, 534S . MYD
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B-Tree & 45l, W4, Wt 2577 mi#i#% M balance tree ME#s 451k
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R-Tree &5 |47 77 UM b-tree W51 LX), LRI T A/AE MR 2
et - Bz 51, BrCLH E I MySQL ARASK 36, tHASCRF geometry R - BAE R 5.

3. Full-text &5l
Full-text B5HUETNK UL LRG|, MG ZE b-tree. TEEN T
RPAEFRATTRE A 1ike AR ZL H) 8L,
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CHAR 2870 . 52 T oK FIXED %540k DYNAMIC, 444 CHAR 2K 7 7 BL A 4 k) VARCHAR 57,
T AR KT ComAT i 4 1) 38— e B R

My ISAM {74 5| B ()2 215 2 e il 5EWE ? 78 MySQL H 7 22 F Wb 41 i A i@ 21 F s L
(R I 1] 2 IR SO IR
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3y REBLREAL b
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3. 3Innodb TEfi&ESIEE T
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A SCFF, TEBERAR 22 Z A IR R SRl 55 23R i AN AN BT AT MySQL K FH = e i) SCFF
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JRATTRE . BRR 2 B8l e R AL T A WO EEXR A, (R A AL R i AE B
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AT SRS R R E I SE I, AT AL SO Al SCft, 9%, R
RS AT LA o b o 3R s () 0 i B SCPE R B A BB T R, U 2 A
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Innodb AYAE Yy BEARFPE 77 THIFT My TSAM A#6ifs 5 | AT 5RO, AERCE b2 Rt b B
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4 innodb A H EMDG, AL etk RE, FAEEMARMISEA L. FiTf
Innodb KM RGA —FE, AR Innodb A1) RGORSME B AL LL “Innodb
M. 8%, A5 v UASUEILE —AN 234 (skip-innodb) K Bfik MySQL H (%) Innodb
LRG3, IXFE R FRATE e B I 5K Innodb A7 51 8 2edeit L7, A i
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3. 4 NDB Cluster &5 &N

NDB f7#% 51 4 it NDB Cluster f7fif51%, EZHF MySQL Cluster /) A sUAE BEIRBE,
Cluster & MySQL M 5. 0 FRAA JFAGHR LA HTDIfE . X HE 7 BTl BEFF A4 NDB
fEk 15, O BIIF T MySQL CLuster #EANIAEE, NDB /7t st R R Z R L. FTLh
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AL, Mysql Cluster SR Fafl & 7E oI = AP0 B 45 I D0 T SEDR T — P o A7 508
J&E Cluster P4, JLET LI NDB Cluster (fijFr NDB) AF4E 5|12k 2L o

— kUL, — A Mysql Cluster PHEE Il DU =650 2 i
a) PTTE AT S Manage 7 £ HL:
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AR, DA SR I A A K A . BT A SRIOE A Cluster FA8E R 8717 2 (RS AN
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b) SQL JZI1) SQL k45 #3715 i UG THITEIFR A SQL 45 20D, a2 FA 19 301 Mysql Server:
FBA TR — NI A Z 2 BT S, WanEHaE 8, query ARALFIMR
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c) Storage Eff] NDB #4511 2, w2 LMt NDB Cluster:

NDB s — ™ W A7 A 5 A A U, A2l T AT RS R 5 1 B8 28 Toad BN AE
RSB A B R B as b A, BiiioAR, SRR P B Cik# s vl DIA S
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NDB 5 i 1= L2 SR 2 Bl AP 1) S 66, PRAF Cluster MI%E . 4F—A> NDB 5 SR A7
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YA — A fragment. MifGE—A> fragment, 1E5 5 0K YFAR 2 26 HoAth 1) =L THIA — 0 (5%
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AT L I MySQL 7 J5 SRR AE— 20 T iR - 401

3. 5 Hib7FHE51 2 NE

3.5.1 Merge 775 |2

MERGE 7 515, 7E MySQL J /" T B2 2] T, WA K5 MRG_ My ISAM 51 %
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MERGE %, AMUAUEERMISHEE 45, Wil FBINY, FERMRTBUNsE 2.
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Memory fAAifi 514, L4 FHARE ik NFIE, Abe — AN B AA T N AE T A2
1 . Memory fFfiff 5| AN S AT A K A7 I B A b, DA IR T — ARG A5 B
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MBS SQL #4F FEDERATED 2 (KM,  SEIl FR A tn R
SQL i A A Hhy & A

. MySQL AbFEZE APT CHcds LLALFE 385 )
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], ANHTTE MySQL FRAXAE— AN 5 1L BAT R BT 2 AR Ja R A X — IR B L 7
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FIEHE D 5" MIMEL . RV 2 2B, R BT —RIEH A 24, BT R IR
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B, AN VT IR SRR AR . A BRI Th BE AR fif B — 28, 2R ST H P ok
AN R SEABLIRYE D], AH AR 22 A PEh5 10 A E A AR TR /o A £ MySQL
A “CRTINT R 8, A AR frmd JEPran skl ] “i s (BEANL), gk
FEEaT A E s N TRV LTE 2 et il 8= P i ik o e 2ebei d W RO LT P o 1N (NP ety
A ) PR 3 SR T ) B AR o R A 6 2 TR = B, A A R Uy
), HAEWCE] U5 DB T (A OG Rt o

I =TE B 4L T B A-1 P 0 = R ) 2 A DR EE A2, R = 3 R (R
—FERYIX MySQL Hea e K . BRI LTS, FEAARAEAT N RENS BUBIX = 1B B 2k
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1. SQL HEAIH R & 4x A 3

“SQL YEANTL T IXASARE FAKHR A B8 I ACHIWT it T2 Fi Rt Bk R d
JE R SQL TE A M (0 BB, R PR Py o x5 i BT A2 Bt (A e sl » - AN T e o R e 3l
AR L DR R RS, IA R AR .

“SQLIEANLLE” REIAEARR O, B G R o i, A SR RO, R
FREE RIS . WEREE N AOEAE KNG M “SQL yEATGE", Gl B M
RN, LSRR ZARFEA N A =000, XA AN T

2 REFPACRIAR R 242 N AR

T2 A T SRAS BRASS 56 AN A 40 0 A6 22 A, I RJRE P RE S e AR FH AT, T8 555
WA H K. B, — MR RTINS SRS, IRAES T Res I AL — LR
GG Lo ZJa, BRSNS 2 R S AN SC R G 257 U SR Bl (1 H 1o L2k
] REE I B 2R 4 b ORAE AN IO B R R GEE RS SR 4, AT R BRI 2k

4. 2 MySQL #RAEZLNR



4.2.1 BRARGRH I

MySQL IR BR R e 70 SEIR B AR T o, AH OO RS R = BEAA A LA PR A grant
tables I &G #H, Bl: mysql.User, mysql.db, mysql.Host, mysql.table priv f
mysql. column prive. BHTAPREEEGE SR, i By ARFE, Bril Mysql 755
AN, oA AL RS B Load B A7 P IRAALE JLANRRE g5 . BT AA 3
IR T TABC T AR ORI R 2 S5, #0375 £ AT “FLUSH PRIVILEGES” 4> T57 N4k MySQL
PIRLBRAE B e 249K, R IRAT138 ik GRANT, REVOKE 8% DROP USER iy 4R A& COAH SRR, )
ANFFEETF THAT FLUSH PRIVILEGES 174>, [AI2Ai it GRANT, REVOKE B34 DROP USER 4t
IR PR AG AR B L R 8 3R 1) [R] N 2 BT A7 A P AL BR A L E My SQLS. 0. 2 B
JR A TR I, My SQL iR 38 0 T CREATE. USER iy 425 LA A TCAT AT AR5 73 AL PR A 91 4h USAGE
BB I, i CREATE USER iy 2 GUdsr T8 P 25, Bl P iifs B & A3 5 F 2|
WAEE T . BTLL, B0 — et ol NS A H] GRANT, REVOKE, CREATE USER LA & DROP
USER iy -k 347 F P FIACBR AR BE 454, R B 20 grant tables SRS RIAL
FRAR T R

4.2.2 BURBETHEER

TR 8L T LMIEHS GRANT 4, B BRI P CAT AR I A ] REVOKE
e IR, TIXWE ZHNEAT ML AR I IE, L AT grant tables &
Gid. BRI BBURIAR, AT EHEE M 44, RIS EE R VT BN WERAER
PO ARAL RS 7 44, W MySQL 2 HBIIA AR username’ @ % $ZAL. EERBRIEA 1
(A PR DAt i 24 e R 07 L

A BEA e A T T A E TN P H BrAa AR, X nT D i A 7 UL,
B e AT “SHOW GRANTS FOR ’username’ @ hostname’” #y43RELZ Al &
IR 73— M5 e &l grant tables B AR B o

4.2.3 BRG]

MySQL H B 2324 AN, 2 il an
1. Global Level:

Global Level PRI FRA 4 RBBREE S, P RAG B ORAEAE mysqal. user &
1. Global Level HIFTAAMRHAZE X A mysald 1, XJ P B T T R L0
FEBASE R IR — MU SELL Global Level SKA%T 1, W47 26 oA A7 2500 B AR [RIAL
PRUCE . HnFRAT R 564 abe FI 7 BB AT LU UPDATE $i7 52 Bt E QU1 test 1 t 38, 4RJF XAE
42 )R8 0 REVOKE £ 1 abe F P 0] Jv A7 480405 P22 1) Ji 47 2 1) UPDATE A PR o JUX INH 1) abe HI P
FEAFAIE HIG test. t RGP, Global Level EZAG U FiX LA PR (W3R 4-1) :
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2 Fx A S e PRAIE B

ALTER ALL F A T PR

ALTER ROUTINE 5.0.3+ procedure, function I trigger 2511
AR AR

CREATE ALL B, MRS EA R

CREATE ROUTINE 5.0.3+ procedure, function I trigger 2511
AR AR

CREATE ~ TEMPORARY | 4.0. 2+ I ) 2 PRI AR PR

TABLES

CREATE USER 5.0.3+ B P IR

CREATE VIEW 5.0. 1+ B A PR

DELETE All T 22 AR (R A B

DROP All Ll ERACTEF AR Y

EXECUTE 5.0. 3+ procedure, function fl trigger ZEff]
PATAL PR

FILE All AT LOAD DATA INFILE HI SELECT ..
INTO FILE [RAXFR

INDEX All ECAR AR T HB R

INSERT All B s AR

LOCK TABLES 4.0.2+ AT LOCK TABLES iy 4 W /s 25 N8 1)
PR

PROCESS All 4T SHOW PROCESSLIST i 4 AL R

RELOAD All AT FLUSH &5 Lk 20 12 FE08T Load JE£85%)
S B A 1) i A A PR

REPLICATION CLIENT | 4.0.2+ $ 4T SHOW MASTER STATUS AHI  SHOW
SLAVE STATUS iy 4 BB

REPLICATION SLAVE | 4.0.2+ HHIPREE T Slave R P TR EME
IR R

SELECT All s A iR R

SHOW DATABASES 4.0. 2+ AT SHOW DATABASES i 4 BB

SHOW VIEW 5.0.1+ 4T SHOW CREATE VIEW @4 & &
view B g 15 ) AR

SHUTDOWN All MySQL Server [ shut down A (41 i@
id mysqladmin 44T shutdown g4 fr fif
FMER

SUPER 4.0.2+ P AT kill £k F2, CHANGE MASTER,
PURGE MASTER LOGS, and SET GLOBAL
S 2 B

UPDATE All BB ECAR PR R

USAGE All O 5 AN AT AT AL PR ) B i T 4

A7 1 /MR




BT Global Level ISR, N 75 ZEAEPAT GRANT x2S, FH “*. *” SkigEi&
S Global MIRIR], 4 2 AMBUPR TF E4% TS, W IFA T2 2 IR F 2 4T GRANT
A, RSk S B AR A Al 5 (4,7 ) 2 BEJFENAT, iR

root@localhost : mysql 05:14:35> GRANT SELECT, UPDATE, DELETE, INSERT ON . *
TO *def’ @ localhost’ ;
Query OK, 0 rows affected (0.00 sec)

2. Database Level

Database Level f&7F Global Level 2 F, HAB =" Level Z AR, HAFHI %
Bk T e € AN B E T T A X% . 5 Global Level FIMUBRAHLL, Database Level F-%E
/T PUF JLASAUBR : CREATE USER, FILE, PROCESS, RELOAD, REPLICATION CLIENT, REPLICATION
SLAVE, SHOW DATABASES, SHUTDOWN, SUPER il USAGE iX JL/AMNER, AT BIMEMALR. 2
AU AT TUiIt Global Level FA PR 2578 75 )5 T HAB DU = (P AH [RIAE , Database Level t—#f,
HARR H DT EZs B Global Level MUALPR B E T 75, (H [F]I At th 58 78 55 LU AL S R JZ (1)
Table, Column F Routine iX = /ZHIALFK

W BT T Database Level AR, AT LAA PR AL IL 7 =

1. ZE3AT GRANT fir 2 1z, i) “database. *” SRR EMNPRVEA 4 database &A™
B, Wk

root@localhost : mysql 06:06:26> GRANT ALTER ON test.* TO ’def’ @ localhost’;

Query OK, 0 rows affected (0.00 sec)

root@localhost : test 06:12:45> SHOW GRANTS FOR def@localhost;

Grants for def@localhost

|
| GRANT SELECT, INSERT, UPDATE, DELETE ON *.% TO ’def’ @ localhost’
| GRANT ALTER ON test .* TO ’def’ @ localhost’

2. Sl USE iy &1 5E s SR B 2, ARJGIERL “+” SREREVEHIER, XAERALT
VR RIS b g A > HiTIE 5 1) 2 s 12

root@localhost : mysql 06:14:05> USE test;

Database changed

root@localhost : test 06:13:10> GRANT DROP ON * TO ’def’ @ localhost’ ;

Query OK, 0 rows affected (0.00 sec)

root@localhost : test 06:15:26> SHOW GRANTS FOR def@localhost;

Grants for def@localhost

GRANT SELECT, INSERT, UPDATE, DELETE ON *.%* TO ’def’ @ localhost’

|
|
| GRANT DROP, ALTER ON "test .* TO ’def @ localhost’



TEFE T AR I i, W A AH R A IR T5 4% 7 2N 7, Jdl 1 m] DL AGE Ay —
REEEZAHPER, WES () 2RIl T, Wik

root@localhost : mysql  05:22:32> grant create on perf.* to
“abc’ @ localhost’,’ def’ @ localhost’;

Query OK, 0 rows affected (0.00 sec)

root@localhost : mysql 05:22:46> SHOW GRANTS FOR def@localhost;

Grants for def@localhost

|

‘ GRANT SELECT, INSERT, UPDATE, DELETE ON *.3* TO ’def’ @ localhost’
| GRANT DROP, ALTER ON "test .* TO ’def @ localhost’

| GRANT CREATE ON "perf .# TO ’def’ @ localhost’

+

3 rows in set (0.00 sec)

root@localhost : mysql 05:23:13> SHOW GRANTS FOR abc@localhost;

Grants for abc@localhost

GRANT CREATE ON "perf .* TO *abc’ @ localhost’
GRANT SELECT ON test .* TO " abc’ @ localhost

3 rows in set (0.00 sec)

3. Table Level

Database Level 2 Rl & Table Level AR T, Table Level AR 0] LL#E Global

Level Fll Database Level AR AT i, [FIHHAEZE % Column Level 1 Routine Level [
R

Table Level RBCFRAT VS FAEHACE 1) Hh Brfig o Bl i i 2 4R o rn] LUE I W 1~ i

R4y test BUHRPEN t1 RPFAL:

root@localhost : test 12:02:15> GRANT INDEX ON test. tl TO

“abc’ @ %. jianzhaoyang. com’ ;

Query OK, 0 rows affected, 1 warning (0.00 sec)

root@localhost : test 12:02:53> SHOW GRANTS FOR ’abc’ @ %. jianzhaoyang. com’ ;

| Grants for abc@+. jianzhaoyang. com

GRANT USAGE ON *.% TO ’abc’ @ %. jianzhaoyang. com’



| GRANT INDEX ON test . tl TO ’abc’ @ %. jianzhaoyang. com’

T ARBGE A AENNAZS test BN t1 R$Z T Table Level [IACRR I R B, 18 303K
T AR EZ TS WACRT “%” TR “. jianzhaoyang. com” FHl. HiH 1) USAGE AP & %F
AN A B S A AR

Table Level FURUFR T ILAE R FHANEE MR, FrUBRF S, T
ALTER, CREATE, DELETE, DROP, INDEX, INSERT, SELECT UPDATE X /\FAFH.

4. Column Level

Column Level MUALFRAEFIYE IS/ T, ANOUEHEANRFTE D GHFFLL) 51,
i AR 78 55 )5 0], Column Level HUALFRIFIFET] LA#E Global, Database, Table X =/
O BB b (R AH R Zn BT 6 1 FLER T Column Level Fr&tAtAIALBR AT Routine Level
PIRPRAE B A AR5y, TTUASAEGEHE G KR 4 Column Level 2511
FLBRAY AT INSERT, SELECT A1 UPDATE X = F . Column Level [KIAN B FZRE A TETEILA R Table
Level 2242, HUETEAEAU IR A FR 5 10K 75 B A 91 4 | Rl 35 S AR, R

root@localhost : test 12:14:46> GRANT SELECT(id, value) ON test.t2 TO
“abc’ @ %. jianzhaoyang. com’ ;

Query OK, 0 rows affected(0.00 sec)

root@localhost : test 12:16:49> SHOW GRANTS FOR ’abc’ @ %. jianzhaoyang. com’ ;

| Grants for abc@+. jianzhaoyang. com

| GRANT USAGE ON *.% TO "abc’ @ %. jianzhaoyang. com’
| GRANT SELECT (value, id) ON "test . t2 TO ’abc’ @ %. jianzhaoyang. com” |
| GRANT INDEX ON "test . tl1 TO ’abc’ @ %. jianzhaoyang. com’

VERS: MIEANH PR A TGN CINSERT) Bdfr i, Sz e iz b3y -
[HI A INSERT AR,  TZ A 2 LR EIA S . X — fURIR 22 SLAth (R 508 2R oA — L6
X5, S MySQL H W 7E SQL LT BTy & .

5. Routine Level

Routine Level AN PR 3= %2 145 EXECUTE Al ALTER ROUTINE PiFf, = BEF X %% 2
procedure Fl function XIS, 7EFZT Routine Level BUPRAIHIE, 5 B45 e £k
AR,

root@localhost : test 04:03:26> GRANT  EXECUTE ON test.pl to
“abc’ @ localhost’ ;

Query OK, 0 rows affected (0.00 sec)

BT L LSRR 2 4h, & — AN AEERPR AR GRANT, #4 GRANT BRI ;- ar LA



K B 5 Bl AR AT AL PR 4 452 T SEAAE AT FH ™, B DA GRANT AR — AN AR e Rt A
B KB o GRANT AR )52 T 7 RN AR A AT A BRAAN A — FF, T8 #2353 AE4AA T GRANT
FEBUH AR I AE 55 J5 75 00 WITH GRANT OPTTION ~f-F)ik FI4%-7 GRANT AR H ..

Ak, FATIE AT LAE L GRANT ALL 582 T A Level HIFTA W ARSI,
.

root@localhost : test 04:15:48> grant all on test.th to  abc’ ;

Query OK, 0 rows affected (0.00 sec)

root@localhost : test 04:27:39> grant all on perf.* to ~abc’;
Query OK, 0 rows affected (0.00 sec)

root@localhost : test 04:27:52> show grants for " abc’ ;

| Grants for abc@%

| GRANT USAGE ON *.% TO “abc’ @ %
| GRANT ALL PRIVILEGES ON “perf .* TO "abc’ @ %’ |
| GRANT ALL PRIVILEGES ON "test . t5 TO “abc’ @ % |

ELL EFiA Level BIRUBRH, Table. Column Fll Routine —FHFESRZALH FH kit (ak& 5]
D) ISR 00E CZAFAER), IS Database Level FIRFR$Z T, W LAYE S HIAAELE 1%
G P R I g 58 B A

4.2.4 MySQL 7 ] #2 thl| SE IR R 2R

MySQL 7 ) F i S b b AN Th REREERIC RIZL G, MER R (150 — B 28 4l dh v LA
B, AR CHF MySQLRTT I E B, et ST ok Ui B 5 A3
PRV iR R e B A8 BB g 3 U5 20 NRETRRE ], M0 i) 428 AR R U e s B 2 A
IR AAREEN AL Rl 5K MySQL H Se BV il il (1 fay F iR B (LA 4-2) -
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1o s

BAVEEE M PSRRI TAER « 78 MySQL Hh, FH P U 1) 45 38 20 1) S L3R 1]
e, TR PAEIE— N RGR Y : mysql. user, ERXARANAAZIL T HAUH P
PIFEAAT B, IEAACE TR A B RS S o B P B B AR 2 A5 AR D, e
Host, User, PasswordiX =T, #B/E mysql.user &', WIF:

sky@localhost : (none) 12:35:04> USE mysql;

Database changed

sky@localhost : mysql 12:35:08> DESC user;

| Field | Type | Null | Key | Default | Extra
| Host | char (60) | NO | PRI | \
| User | char (16) | NO | PRI | \
| Password | char(41) | NO | | |

— AN BRG] MySQL, A/ ERAE TS (X I, MySQL A RE W A TR
Al Al “CRET o X = ISEPR R A Ve RUE I E LA (B AL TP Mk )
RGBT “HE5" OB P 4 RSB0, IX 8o IR T — AN WA RE RS VUL L
FICHEALE SR TR P S B e e T ). Jorp Host {5 SAEBUKI & MySQL FovF BTt M 1)
User FEAE ML, mT LA HAKK 04 (1. mytest) Bid 44 (Wi: www. domain. com),
WATRLELL “%” K Ml plrF A A EE A (s % domain. com)s AT L& — AN H AR
IP bk (e 1.2.3.4), IR AT DUORAA/EE AL I A4 & (s 1.2.3.%) 5 & r] LA “%
KRARRATAT LML, BRIV R (W) BT BRI DL N

root@localhost : mysql 01:18:12> SELECT host, user, password FROM user ORDER BY

user,

| host | user | password
% abc
*, jianzhaoyang. com | abc
localhost abc *2470COCO6DEE42FD1618BB99005ADCA2ECIDIEL9

| | |
| | |
| | |
| 1.2.3.4 | abc | *2470C0CO6DEE42FD1618BBI9005ADCA2ECIDIELY |
| | |
| | |
| | |

1.2.3.% def *2470COCO6DEE42FD1618BB99005ADCAZECIDIELY
% def *2470COCO6DEE42FD1618BB99005ADCAZECIDIELY
localhost def *2470COCO6DEE42FD1618BB99005ADCAZECIDIELY

EJEIX LA — AN EEBCR PR D7 1) R, R8T Tocalhost U5 ) 3G, WA —4%
LIIEERT Tocalhost IFAUE KL RIAEAKHEAT EHUSBRBIB AT W R EIT7R, 474E def@k
MR, ERUERAE R -h ZHok VT, WESRSPHEL, B mysql ZEBRASOL T



27542 localhost:

sky@sky:"~$ mysql —u def —p

Enter password:

FRROR 1045 (28000): Access denied for wuser ’def @ localhost’ (using
password: YES)

R 4iE i -h 24, WG E T U5 il SN R i T, W
sky@sky:"~$ mysql —u def —p —h 127.0.0.1

Enter password:

Welcome to the MySQL monitor. Commands end with ; or \g.

Your MySQL connection id is 17

Server version: 5.0.5la-log Source distribution

Type " help;” or ’\h’ for help. Type '\¢’ to clear the buffer.
def@127.0.0.1 : (none) 01:26:04>

WERIRATA — %% Tocalhost (R TF IR FAUW AT EAAME I -h ZHOKHE E ¥ 5% host TIEHIER
A localhost:

sky@sky:"~$ mysql —u abc —p

Enter password:

Welcome to the MySQL monitor. Commands end with ; or \g.

Your MySQL connection id is 18

Server version: 5.0.5la-log Source distribution

Type " help;” or '\h’ for help. Type '\¢’ to clear the buffer.

abc@localhost : (none) 01:27:19> exit

Bye

W1R MySQL IEAEISAT 2 H (R, AT D6 R GUAt 7 BRI A, SR B2 = B R A A I
foess =g ?

PAISE T MR MySQL A7 0T WA 250 HR AL BRAS B 08T . FLUSH PRIVILEGES 435i%
471k MySQL 55387 Load 3] N 72 IACBEAS B GRANT. REVOKE 8% CREATE USER i1 DROP USER
BRAE S HE AR P RBURTE B FEJH MySQL 2 ik MySQL 54 M grant tables H iU
PR Lo

S A S5 R H PR BR AT JE ST 2 J5 R EL e 2 b A e B A 25 2

XIT Global Level MIAUPRAE B MBS, MAAE K ERdiEsRA SR, T2
Z35EFE L) session HARZRM .. 1% T Database Level FIAR(E BB S, KA M
B KRPAT T “USE database_name” 742 Ji, A o6 FFR 5 A H 28T AL FRAF
S BT DA SE B i ar SRR T LR SUH Global il Database X AN Level FIARAZ T 2 f5
AREFFEE IS “KILL” iz 2 S4BT MySQL H 1) session Bl AT S 42 LAY
FREHT R IIALR . X} F Table Level fil Column Level FIALMR, MJSZEF— R A5 EAT H 2%
BRI Query #EKIIEMEAR, WatE v, XTI, XA Level WA, iz
JESLZAER T, MASTFEPAT “KILL” dr4.



2. Vi

MK P B I A AR IS UE, %R B MySQL Server Z . MLes RIE S
Query F Command 45 MySQL Server, LASEILE ™ i FH 5 FhIhRE. 4 MySQL #aie3% F
Ui (P 3K 2 5 U ) 2 SRS HE 75 BRI 1% F P 2 A3 A B AT IR SR I 77 ZE AL PR o BB A
6 o R A2 A B RS L PRI PRAT: /0 Y0 TR RSB T 5 Mk O 360 B J 1) ) s A ok S PR N AL
{538

TESGUE A P s AR IR iz, MySQL B G s R AR 72 N A 4 A0 IR PR A, B
% Global Level MR, #IRFTFEMIRAE Global Level #FH & X (GRANT 5§ REVOKE),
M58 A PRAR S R s 48D, WA BN P A AR e X, WS4k 84t 5 A 4k
Database Level #(FR, HEAT Global Level A IIFTTAALBRICIFE:, WiR{mskEAT fE
RN P P A BRI 58 30, MySQL 234 2241 5 /NG Bl IR R e kA 4k, /e Table
Level, #&/GN)5& Column Level E{# Routine Level,

N HEFRA T LA S s IS abe@localhost EHEF ISR UWT T Query 3k A :

SELECT id, name FROM test. t4 where status = ’deleted ;



FAFRAHER © Select

DE: test =P -
Tablk: 14 SELECT id,name
Columns:id, name status FROM test.td

WHERE status = deleted"

Y

Global Lewvel: B
B user EHETH FrdEe

userllser ='abc’ AND
userHost = localhost'

Database Level;
Hb. User ='abc' AND
Hb. Db = test' AND

Hb. Host ='localbost'

%5 Select_priv
HETH Y

Database Level:
db.User ='abc' AND

3@ db.Ob = test' AND N
db.Host ="

Database Level:

host Db = ‘test' T

W » . SR e
host Host = 'localhost!

gﬁ &

R oy —< v | P =Y +<>~‘f’ s

db. Sekect_priv ="Y"

Table Level:
tables_priv.User="abc'
AND

*Egﬁﬁﬁ -*—‘-"lf" t:bNIEE_Pri‘lr Host="kbcalhost' N

tables_priv.Db=test' AND
| FIND_IMN_SET(SELECT',
i tables_priv.table_priv)=0

lumn Lewvel:
columns_priv.ser="abc' AND B . o
columns_priv.Host="loc alhost' AND <> ¥ AL

columns_priv.Db="test' AND

columns_priv.Table_name=14' AND .
columns_priv.Celumn_name M {'id','name','status") N
AND FIND_IN_SET{'SELECT, ¢

lumns_priv.column_priv)=0
E Rk
& 4-3

ERTTAERAT T 5 3) MySQL 1Y) grant tables i mysql.user, mysql.db, mysql.host,
mysql. table priv fl mysql. column priviX HA, FALH T mysql. host Z AR PYASES I E




WA PRI, RN RENS MySQL i — R T 5, AP E Level FALRR, MER
mysql. host FE X FATIAEHKE B mysql. host B B AL MySQL (117 1) #2 i vh 78
2T =AM AR e ?

mysql. host £EMySQL ¥j ] 2 HI R Fir S AR Ty € LU IR, FIILA LA grant tables
AK—Fo BIERE mysal. host HBUREE AL (HARE) THiL GRANT 843 REVOKE Ki% T
o LB, A2 T 1@ INSERT. UPDATE I DELETE  diy A KA& b i 8t . Hkoe
A (PR PR E s Te v s A B R, AT AT mysql. db AUBRER s — A A ReAE R, 1 HAX
X mysql. db PAEAEATERE CGELEI s FIRFRICED) IR, A Sl i) 45 R e i 45
A mysql. host HETHRIE A AH I R Kb 78 A PRESCHE S B LA 2R PRAS IS H (1), st b an E &
7R . fE mysqgl. db WG B0 BRI 5 0 A7 45 A I 8t (db. User = " abc” AND
db. host = " localhost’ AND db.Database name = ’test’ ), MEHALE mysql. db FIEE5E
A BRAG S, BT A A S UK db. Select_priv MHMEZETE A Y o {H/E mysql. db 1
db. User = “abc’ AND db. Database name = ’test’ AND db.host =~ IXFE—4HRE S
FAE, KREAREERE D] T IXAARE S 11 db. host HEZMH, HRATHEMAE % XA
ACATHE . 4 MySQL 73 2 B XA — A BRAF AR I 5, 51202 mysql. host H T AA IR
IR BRAE L I (R I T 03X, MySQL 234500 mysql. host HE A A7 7RI A2 W1 45 4H 1
AR = K : host.Host = " localhost’ AND host.Db = " test’ . WIRAELE, W IFFLEUELT
Select_priv APRAIES: . HTABRAE EAFAET mysql. db Ml mysql. host PIEZ 1, T H &
P AE B A IFA R A2 225K, FTLA Select_priv IIREG T EMRAR A Y 4 Bk L 2ok,
BLIBUR L o

TATC&ERE, MySQL IRPR &2 T “username@hostname” M), i, 4/bFF%
H P 2R ENA = A ReifiE — Ui & AR . X T hostname 1] PLigt— AN A R AT
g4, Wl LOR—ANE AL TP bk Bt . IR A WER R — N PR ARG S, —
SOTENRE B A, A AN B BT 1844, T BT R TS . IX I MySQL
Qfar e e BPRAR e 2 SEBr b MySQL 7Kze Pt 56 7% RS HORS A Y [ AL PR« 76 My SQL N 25 4%
I username Al hostname /E—/ N, XFT4AIA username FIALFR, H host {5 BT 1 7]
FPRYE host, WIHERFA EBEERT, WIBR BRI 2. M H., MySQL 7EAY FRAR S it e
HER BT AR 25, s kgt 5 B oS it A UL BB AE B, 1 B 50 iR

KENIZWER T mysql. user PR F T H max questions, max updates,
max_connections, max_user_ connections iXPU#1, T =41+&M MySQL4. 0. 2 fRAS A JT45
A1), HDhae @t U in) P AT RE /N e A 9 U5 B BRI, 11 5% J5 1) max_user connections
)& M MySQL5. 0. 3 FRAA FFAEE 1, A Al max_connections [ X il A2 PR EIE A FH 7 1) 4
BEL, AN BRI (R IR B o T AR X DY I R A 8, 5 A G FH P B 45 FH - 4%
BRI LR P-4«

max_questions : WITH MAX QUERIES PER HOUR n;
max updates : WITH MAX UPDATES PER HOUR n;
max connections : WITH MAX CONNECTIONS PER HOUR n;

max_user connections: MAX USER_CONNECTIONS.

PUASFEg ] LIRINHME RS,



“  WITH MAX_QUERIES_PER_HOUR 5000 MAX_CONNECTIONS_PER_HOUR 10
MAX_USER_CONNECTTONS 10000 .

4. 3 MySQL i/ el iZ PR g

FEBAT T il T SRR ARG 2 AN ORI 38 AR MySQL AR AR G 1) TAR S B2 )i 3t
i BN BT RGBT A 2 A G BB . FAR, RO RANEAE, ZAAUR
PR ] A, Yl AR b, IS E SRR A B AR T T (K P SR s B S T
HE, TATRF HE WARENIE, — DR B A RGBS, T8 Afh g BATT RGPl K
IEAEEHB AU . PTEL, LA TR B IKE, BUR E ARS8 T g . — M2
fifg 224 ROR VS PLOIER BRI ok, B2 U2 T b BRI, AN T AR 2 R B
BEAR A X — TS L T 1T 2 2, IR A BATHLE it 2 4 i) Sy BE R R e e vh— A B
N 24 PR PR AU

B, BT kU ML

HI MySQL Al 2 B il - (N2t 1 P A 2 40, 38 B IR AL
FITCABRAN 134 5 22 T A F P m e IR LE LA IE B . 28R, A Tt m] DU L SRS 1 Ik
FLAIERL “%” MECATRES AT TEHLARAT U i AR, (RS XA mtIE s T AT 2 4 siems (1
J, R TR RS, FrAFEAN TR JCHEAEBAT SR BB ks DR 3 s o0 B, B2
ANBERE ) SRV AT AR NS P A7 . REIE I HAR EHLAZ B TP Huhkfa e ()&
AT LR AR TN LA AN TP hlok B K 5 ML, ANBEA AR =N LA B8 TP bk R E )
B T RS AT B /1N PR T P v R B

ik, TR, TR

W AR B A T b B IR, IS A FRAT T 250 T b L BB ) A £, il
PATH 27000 T IR R T3 BOE R BB B L 5g A 4 AR THZHL P 2 A BN H
M, DS AR s 2D iR — A H R R IR s 2
i LT R E IR (BRFERIUAS) Bl (Schema), IR EEV7 M A . N
T T T ZMAT A A BERERRIN) T s B2 AT A FE RO o XU AR BREAG, 2i& T
VEICIEIE W e/, BRI, WA AR £ 10 22 A KU

PR, BN TAER K.

T AR SR SEIR, FRATTRE R T A AR TN, AN T AEAE AN A ()
J A 5 S o ERARIXRE T BE Sy R A B AR Uy T o> AR, (RS eay
2% 18, IK o A S i AR A 1 o i BB e Z i - s - —
ANTEFEM 8o LU AT &0 TAE. SHITAE S RN FH UG i) LS 7 () A H 3 2
ARG 53 B SRR K P R T AT AR o IXRE, BT DALE e A RS R B A,
W n] DLk R R 20 AR AR PR & e — e, AN H AR —2. X PROCESS, FILE F
SUPER IXFEFIRFARLIRE, AU R A BB S A T2, APO%PE T AR B 5

e, DR SAT LR S EEE AT GRANT OPTION ALFK .
ZHTHERIR R A IR IRATT 28 T ¥ 21 GRANT OPTION BLFR RFANE, AT AL



R 2 Ja Ve RS, FTDIE X B MA T BiR T M2, N T %4 %5E, #1145 GRANT OPTION
FURR FR P e b ety AT g R AR i FH 7 A4 9145 GRANT OPTION BLFR .

4. 4 REQEFEREM

FERTTFRAT T T 5 m B8 22 R G0 22 i LA BRI ZR, T i T MySQL AR R GE R AH G IR
RIS, X — 5 FRA DA AKX L PR 3 AT — SO AR 2 A R E IR, TS B R
I

G, BRI S SRR 2 P 4 7 T IR 4

TATE e B TATTITYES (1) MySQL FABE & 17 50 1) il ZEAR AL 2% Ik 557 & 15 AT LA 3k
AT MySQL AA S BEA O D7 i), 4% P2 iR 55 2 WiskmT LL, A FRATTAT BAAE J3 3l MySQL
P “——skip-networking” ZHOEIR, ik MySQL Al ik TCP/TP Wi W M 4% i K,
T AN ok iy 44 0 B 52 N A7 (FE Windows W) 8] Unix B35 30 (7E Unix H) KRN P i
HERATH.,

MR, FEARTERITIARMIIARE, AT O ihieit, BT MySQL B FEAE B 7 N H 3 5%
AR M AT T, T W SRR IR S5 o BT LAFRATT I A 23 53 I i ik 4 H 99 4% 1
W K Wiy 246 D9 2847 ] DA CRARE 224, F8) I TR K8 7 i A 7 B2 i LAt 7 SR il vk IR 28 5 THIAT-AE 1)
WAL U o

1 AL SRS 28 o Fedl TrT L I A AL A s &, 3k 2 i £, 48— FA e
I, FF a9 2 7 K B v £ 43 Tl ) 224 o

AP SSL O iE . R B ATT Bt DR ZORARH A%, ATEUS Y MySQL $245 1) SSL
ViR 1, R At R A A T o A A A ) Rl BUAE gk, BT S

V7 I AR RE K U5 MU o AEZ AT IIA R R ZE/r b AT 28 1 i 21 MySQL AR
SRR ROR U EHL B GG €A BT EABRATT R AAESZB IR A, Tl 455 MUK T
PlAa 3 B TP Mtk AS ROK B e Koy EHLAIVEH .

Fok, e 2B EHL LA LUR S 2R Ry

0S A Jj 1. KM MySQL Server FAL RIAEMIATT E RS, XA GE N 24> J5 T
DTETERRE, IERRIRES ML AR, TR b m e e . AT A5 TR (4 nmap £%)
FH NG 1, AR T MySQL 75 2T 13 11 3306 (m38 H e SO B I RAN 1) 2
Ab, ARG R ST IEAE IR TG, IR DB . AR AR OS k5 A B, A
By bk S5 AN, JEHE root Ml mysal 1k o %f root Ml mysql 28X} mysql FRIAHR A
FERRERVEAL PRI 0S k-5 5 3 J5 il LU AR 0387, JEAE Terminal (R38R 45 B i i 24 i1
PR, BABH (3R B g 28 22 VO P U1 s B B4

HAE root F P IEAT MySQL. 3X7E MySQL B J7 SO i A7 4R B Wi 3s, i P A
FUFH root H 7 KIzAT MySQL. AU RAEH root I Fiz4T MySQL, HE4 mysqld (EEFEsk
A root H BT AR, AT 47 FILE BLRR 1) MySQL HH s ] LATE MySQL H ] 248
WAL BB NSO 48R, 1T MySQL A2 8 E RS2 I UGIE, BT DMTATHAE R %



PR 5 AR RS ELBE T MySQL, 35— AURN Oracle RUBURIEATLERK 5, AR — )7
Tl TR LA > — 3 4 T B

AR 24 . A BECE SO IR S8 P, My SQL AH DG 1 £ A H 25 SCARRTITE 1) 3
)& AP R A A E N mysal, HAEMHAWPTA P (B T HE B LR, W
root) MIEEERPR . LLBT -0 sl H A SOl o7 Ui IR o A I S —AN F Fo6F MySQL
(R SO B A BR 1, T DUR A 2 ¥ 8 . binlog SCAFRAR AR by ik S RN 25405
o Man A SRR R T, RUOSE TEARR, Bl H 2 SO sia Bl iR 5l
B RS A AE o IR I socket SCAF I %2 4, IR AN BEAE HT BRI A7 B Cll/ tmp/my sql. sock)
CLBT IE A = e = B

ffi bR MySQL Server PTAE I LML 1P bb & AT IO ILAB Y FT 8 e 55 AL W 24, G Al
A Y m 6 95 A A 22 Al T N AR 3 O 26

£ 0S JRHIEATAR 22 5¢ T2 427 T FAl i B AN A BRIy, {E7% 18 215l i) A,
XHRAMBEE— 250 T, A 2RI T LS 2% 5 MANIR] 0S AE 2245 T 1 Gk 54 .

PRI Bt i)a o =T8T 2 MySQL H 5 J5 1 1 22 4 i B R

BT iRJRIXER 2 b, BT E 2 & EEE RS .

R E . FRAT U PR ATART o] LA [l Bt 2 (0 P 8 — AN LR S 2 I N A A 5
B, AN AR T B LA U I A, AR 1A 7 S A R e i /1 MySQL
WIR e G, RE P BeAEAE— DANTT AT 1) root HI7, A LERRA 2248 58 ik
R SAFAE—AN AT LUl IS Tocalhost B3k AT H - RIS MK o o IX Lk 5 20 25 R4t
HERBCR I A Bt P CARRAT T 20 1E 208 FH 2 A R B, Bl B8 — A EU R e A I %5
5o X0 T2 R B (P AR I, AN A TR B B R SCAR Sz v, T I 2 A FH 6 M 8 i e P 2
kA B (Ul KeePass)o [AII,  BARZ ATAE W48 ¢ Ay R IS o dE B I EE, S mT e
BNk B — e JE I v U7 ) EML. JCILR A AR MySQL root k'S, JS &
£ H e, 1localhost Vjla].

LCRBH 1 MySQL B 7 2% F M WA UL, A1t 2207 1% I & I PERE LA
Difeteoe % 18, AFR AR DIRe SIS EAAZ B . B, mRATTEAAHH P
HESCREL i ANEALE )R S ] “——allow-suspicious—udfs” SE0%EI, LABT 1F#%
A RO R B R S S RE T X MySQL [ 22 41 s il s AN 75 B M A S04 Load
AR EAR Y, WA “—local-infile=0" ZEHHin] LN Pl b Load SCAFZI%L
P e s A BT R AR U AR I8 A CANEEASTH] “——old-passwords” JA 2 £ g ), XI5
DIRESE A T RS IHIRAS B B0 A 56 77 310, Wesnso 2, ANEA X IIRE, IHARCA 1304
I 77 R 7 AAE 2 2T 591R 2 .

B T LU =R A, BATIE A AZ AR MySQL Bl e RN RS e AL 6 20 4x, BT IEA
5 2 3 3 I PR P P FR G ] 1 A5 81 I AR 55 i » e B I R P o PR s R AT DGR L L
TR R 2



4. 5 NG

gado/Ng, —Ha e T DS T o B At Mk e s T sz i
HEENAE, A REREEE 2 4e, DA A REIIE “Ze . AEIX - MySAL %4
J7 IR A 2R BERS 0 &AL B B AEA BT 22 A Ak MySQL Bt e & e rhfy ok — midi e

% 5 & MySQL &4 51kE

il

BRI & B HAGE DBA TARR BN EEM M2 —, BRIEATAEZ —.
AR 1E U IR A3 00 20T S BE IR 46 00 VE RIS IR, AT 20k 2820 MySQL
HHE 15 00 5 AR A A

5.1 HEEFMMERAR

PRECEIWIE T B ST AR 178 4540 2 2L AT AR 37 S e

FRACEART — o7 23 Hedle e P A0S i e i 8 0 1D A1 R0 #5470 Hcdis e A s
JELAES AN TT A K AF2A AR 22 AR NERJIE F QTR & 0 U2 1 R i 48
Yy ? e BEEA TR N ARG R I RIS, A — DB e EAE % e ? 1%
FIXHL, FAMRZBE ARz UG, “ e IR FIANEZ A T B B s s 22k, 35X
WEARFIIE? "o 5, Bl IR R _ERPER], L A BT s e 28 i A
1103 Jl Bl Bty e 2R 0m s i RI R Es . (HE, ARSI ER Ay, P
RENAT G DA —FEI, M0 H., Bl e & [ I i BT LABAR 2 194 i HERAR, 4
A N ESCHT P25 3 RO T A PR T e TS A 08 20 X

NS AS T AN NP AT BE 05 5 2] 2 e % ) — e LA W 0
g

o B R RN

INWNSE S STS i St iE i S S

2+ WAt BUG 3 St 48 73 B 4 il 25 2Kk 5

3 MR AR s AR A ¥ 0 B P 2 K
4 APPSR PO EER

o AREE ZR St



v REIRI IS5 B B I ) AR R
v PRI SR P

~ ARV B P PR A B P s

v Bl P B BT

o =N o o1

T A RO e LR s O, B T BN UR g AL, Bl R ik o
AARZ HAM N T 55, XA ——FIE T o A A SRR L 5 48 BT DR T R £ 12 4
1 BRI T RS LB —Ff (s JURD 57 s Ul AT s 46 03 BE s Nkt
CLEWR UM B 75 7 ANRTE XA USRS AT 5 R8I .

BATLIARIN AT T Bcdfa P 26 3 REME M DR i A L BB A8 R LR L T 3 5%, B
AEAA I A2 Hs 25 2K (R 25 P 7 57 A JCVR T 2 — MBSt P 2543 5 SR (R e, R it s AN
VEREBS AR PR P AT IR 2 3 T 7557 T

B A AT T B WA b, R T AR R e B, O LGN Ce B )
ROARE T PR R R AR I, FRATT T R b 5 A A I I Bl A e 27 I T 22 18 520 45 i
FAAE o AR UM SR ATIXRE R — /N I, 6 200 AT g A0 I 1) 18 A 080 P ) 40 B o 3
A, I HA S0 5 T ) B e AR %0, DU ST BER B Vi 2 21
B 2 i SO RN 1] o 10 4 B AT T BN B RIS R g A 2 e, BATFEEA
— A AEVK ST BB R IR A I T R 2 T AR 18] PR 380 A7 7 A ARIXA 2800 7T RE A 48 Bt e 1) 26
s AT R R A5 03 o 110 25 AT ES - 5 (A PR ST (A, 3T
JIrits EE 0 XA REE — AR B A, B~ 6 1 2 5 v] B A B 0 ) S A S NAE Y
PG B

BEARVATIIE AR 22 rh K 126 45470 BE 0 5 SR (KU R i A3 ER LT 3 5t g A K 122 A 85
v s ST PRI 128 45 I 3 5 ST R AS— A, AT RE U A BT AR 2 Bl st 12—
Pl LA, A BA T AR WA e B 0 — B TG A0 7 SN 0 SR, T I d i R R
A EAR PR A A A2 FATTA 75 3K

5.2 BEHEHSHENR

5.2.1 fHAREHI& b 2 G & e ?

RS HRRIE, B AR [P Bt 25 JRATIAE Y 0 e 2 F FR B AT T B 0 e v B 0 Ay
R ORI S A A SRR FE LY, BAT e IR B E I, e B
(10 J22 T K50 2R AP 0 e e A B e T PR 2R bl s i e il IR AR BS A7 1

KRG A W0 A0 AL IR FRATT ) DT e UE IR A OC AR, LUK P8 (Y032 AR 45 A
GO0 B, K e 2R b R S 12 B TUE SCIRRE BRI 46— A U R IR SCA SO, B
IR BRI H



5.2.2 FHKEHE AN

AR T LAV S B L, 2 H TR /N AR G WA AR 2640 0 2o A8 MySQL P 3T
P B OE A A% Oy T B PR, iR R A A e n] DL 5 4 E B A R A b o
INSERT 15 #J, 53 4h gt i F Bt 3l I AR a5 A0 i, R A 1 cdte P R A AR 5 73 B 15
HEAT 23 W S A SR AESCA A R

1. A2 INSERT 4] %40
W RN S AL, et e Al I st A 220, A6 KRB — 1 A2 INSERT
WA

75 MySQL Hedh 7, AT f#R A it My SQL Hodhs 2 e H Al TR AL () mysql dump
KSZUFAK INSERT P85 A) (KR4 3840 SO o LA 5 A EA I T

Dumping definition and data mysql database or table
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BH AN TEEENSHAUT
SCHL TR I BE) “FIELDS ESCAPED BY [’ name’ 17 SQL & fi) b 5 B4 SUIK 7 4F

LS B A “Audk” ki) “FIELDS [OPTIONALLY] ENCLOSED BY ’name’”,
A “OPTIONALLY” WM 5507 S8 1 (1) Pl A3 SR T i Al o5 e« fuke” , ffF ) “OPTTIONALLY”
ZJa, WECF RIS e 75l .
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root@localhost : test 10:02:02> SELECT * INTO OUTFILE ’ /tmp/dump. text
—> FIELDS TERMINATED BY ’,” OPTIONALLY ENCLOSED BY * 7’
—> LINES TERMINATED BY ’\n’
—> FROM test outfile limit 100;

Query OK, 100 rows affected (0.00 sec)

root@localhost : test 10:02:11> exit
Bye

root@sky:/tmp# cat dump. text
350021, 21, “A”, “abcd”
350022, 22, “B”, “abcd”
350023, 23, “C”, “abcd”
350024, 24, “D”, "abcd”
350025, 25, “A”, “abcd”

2. 1L mysqldump 3

A REFRAT AR ENTE mysqldump A DLRE O A A LA INSERT 8 (T2 AR B SC 454
A, JLSEER T A B INSERT 15 A) 28k, mysqldump 38 [ A AESE B L “SELECT ... TO
OUTFILE FROM ... " FrsicBRII T RE, T HL IR I 3 25 A0 e — M AH O EICHE e 25 Ko B (1 B i B A

WL N7 -

root@sky: " # 1s -1 /tmp/mysqldump

total 0

root@sky: # mysqldump —uroot -T/tmp/mysqldump test test outfile ——fields—
enclosed-by=\" ——fields—terminated-by=,

root@sky: " # 1s -1 /tmp/mysqldump

total 8

-rw—r——r—— 1 root root 1346 2008-10-14 22:18 test outfile. sql

-rw—rw—rw— 1 mysql mysql 2521 2008-10-14 22:18 test outfile. txt



root@sky: " # cat /tmp/mysqldump/test outfile. txt
350021, 21, A", “abcd”
350022, 22, "B”, “abcd”
350023, 23, “C”, “abcd”
350024, 24, D", “abcd”
350025, 25, “A”, “abcd”

root@sky: " # cat /tmp/mysqldump/test outfile. sql
—— MySQL dump 10. 11

—— Host: localhost Database: test

—-— Server version 5.0.5la-log

/%140101 SET @OLD_CHARACTER_SET CLIENT=@@CHARACTER_SET CLIENT =*/;
/%140101 SET @OLD_CHARACTER_SET RESULTS=@@CHARACTER_SET RESULTS */;
/%140101 SET @OLD_COLLATION_CONNECTTION=@@COLLATTION_CONNECTION */;
/%140101 SET NAMES utf8 */;

/%140103 SET @OLD_TIME_ZONE=@@TIME_ZONE */;

/*140103 SET TIME_ZONE="+00:00" */;

/%140101 SET @OLD_SQL_MODE=@@SQL_MODE, SQL_MODE="" 3*/;

/%140111 SET @OLD_SQL_NOTES=@@SQL_NOTES, SQL_NOTES=0 */;

—— Table structure for table test outfile

DROP TABLE IF EXISTS test outfile ;
SET @saved cs client = @@character_set _client;
SET character set client = utf8;
CREATE TABLE ~test outfile (
“id" int(11) NOT NULL default ’0’,
"t id" int(11) default NULL,
"a  char (1) default NULL,
"mid  varchar(32) default NULL
) ENGINE=MyISAM DEFAULT CHARSET=utf8;

SET character set client = @saved cs client;

/%140103 SET TIME_ZONE=@OLD_TIME_ZONE */;

/%140101 SET SQL_MODE=@OLD_SQL_MODE */;

/%140101 SET CHARACTER_SET CLIENT=@OLD CHARACTER_SET CLIENT #*/;
/%140101 SET CHARACTER_SET RESULTS=@OLD CHARACTER_SET RESULTS */;
/%140101 SET COLLATION_CONNECTION=@OLD COLLATTON_CONNECTION */;



/%!140111 SET SQL NOTES=@OLD SQL NOTES */;
—— Dump completed on 2008-10-14 14:18:23
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S BUEEIBA M T — A E RS0, H AT REE N T K LS AR sl ) P ST
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av EREFEA SO, copy B EHZ, W “/tmp” T

by I AT LR AT AR T I AH DS A

mysql —uusername —p < backup. sql

B el mysql R EEERESY, REHEPATUIT 4
root@localhost : (none) 09:59:40> source /tmp/backup. sql

o~ HEIEE A R A AR MR R, FREE DAT A
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mysqlimport -—user=name -—password=pwd test ——fields—enclosed-by=\" —-
fields—terminated-by=, /tmp/test outfile. txt
%

LOAD DATA INFILE ’/tmp/test outfile.txt’ INTO TABLE test outfile FIELDS
TERMINATED BY * " ENCLOSED BY °,”;
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GAT T NIRRT, AR N IRBA TR A LRl 0470 5 15825 B BT I (1 B0 52
CHIBESCAE ), DAMEAE i R S RENEI 28 R RN TE A5 FhA-Ah 5 | A A0 B 28 470 1 IRk 21 e s 22
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5.3.2 MySQL W3 %43 B 75 S A

My ISAM f7fi 5| %

My ISAM A4t 5 | 511 B A7 £50d #0847 J3CAE My SQL L &b B ik @ 18 “datadir” Hagk Fo SEFR
AN FRATAE RS2 My ISAM A7 51 450 ot I Al AT 4] A7 il 5 1 2, 45— AN 88 R R s A
“datadir” H3x FH DR (IS RGE B EHRE nysql 12 —F). 788 Ed
H R —AS My ISAM A5 | BER Ao = AN SCHAAAE, 3 A e sk R Z5 b oo ) . frm” 3¢
fF, AFEREAEE) “ MYD” SO, DLRAAER S IEHR I “ MYT” SCfF. BT MyISAM J& T3
FEMAAE S5, Frohscfs B O HESCHE. FrRh My ISAM A7 6% 5 I B &4, BR T 4
% MySQL R ILADBCAE 240, T B8 b =R SR T

Innodb f7fit 5 |4

Innodb f7fi 51 588 T F 5 MEAEAE S 1, 1 HAF R A7 B AR v] B 5 My ISAM A7£ifi 5| %
HIANE, X FER R T-IA T Innodb 1) “ 7 AHSCHCEFTYOE . ¥R-9E Innodb 4757 &
B Bl & 4 “ innodb data home dir ” . “ innodb data file path 7 #l
“innodb_log group_home dir” X=/H XM EIFESH, LLATIAh—ARE Innodb K3
2 A7 7 KB E “innodb file per table’ . AiEI =ANZHd6E T HHEM H & SCAFHIAF
JALE, B AN SEYE Innodb s DAL 2R3 (A AF TR R 38 A DI 2 38 3 [A) 7 A7 2
o XIS EA AT H B EAT O A 1 “MySQL 7765 EN-417 AT AHRY
filRE, A5 MySQL 1 E 7 T A B PR 3], FrELX A R2AR T .

R FAIE A T =R AW AE 7 2, 4 Innodb T E & A A&
“innodb data home dir” I “innodb data file path” Z¥HTixX & W BT A ik 4,
“datadir” TAHN HdE E H s I Innodb £E4f 51 8L 1) “. frm” SCAF;

MR BAE A TR 0], A TRA TR T 2 b3z R w0y s a5 1 B
HXEZ A, BABETHESGY “datadiv” FPAIN AR ZE HX FRIFTE “. idb” SO, %X
PRI A 2 2R 2% 0] J7 30 Innodb £ 5 1 38R 5 . W REAEIX AT AN, BEAR 2
R ER AW, IBRATAA AL EEE A S ) “ AR B 1 SCrme ? HEseix g
RZ N — AR X, DL S 38 23 18] (6 I Tnnodb 1) BT 5 15 J8 3t #1847 S A
“datadir” BT 8dEEHE NI <. ibd” SO S2bs FIRAEXAER, “. ibd” SO
FAE A SR AT R B ), KRG, Innodb JE2FH A PEAEMHT I, fbe
% undo F redo 15 B 1), A Innodb A8 A 1)) HL 238 A2 38 2% 0] 18 7y Ak A7t Eicdhe
&M undo 15 5 LA ) — 28 e (5 B, #OEAFIE “ innodb_data_home dir”



Ml “innodb_data_file_path” XA SEI € MAUR SCAF IR . BT AR Tnnodb (FI)BE
#MWA M, “innodb data home dir” Al “innodb data file path” ZHFTisE KA C1F
LA AR BA TR 5 6 <

AN, BT BTSSR SO 2 A6, Innodb 3B [ CAEM redo {5 BRI S HH 45
(1) H &SR “innodb_log group home dir” ZHUr e N E . JrLAZEAR Tnnodb 4 BE %
WRE AL, FABEHFHFEAA “innodb log group home dir” ZETE M7 E 1)
BTy H &Sk

NDB Cluster {7 5] 4&

NDB Cluster f7fif5]% (LSt mr LE MySQL Cluster) [RIHBE 13 75 ZE 45 1 3C
PEEEA— T =2k
1. JoHdE (Metadata): B3 A B A DL AR IR SUAE s
2. FRHEIG (Table Records): 1FAFSLFREIRE B CAE;
3. S HEHE (Transaction Log): YERFSESS—BUMEMGE RN, LUK bR b
M FHSEE.

AR AFHA Y, ESEEE NDB Cluster FATHEBLIITELIBNLA O TH, s
TR =7 A AR AT 25477, ARG LAy AL =Ry S AT A RERE S — > 58 A R %
o M, MRMIMCE SO, JUHORAE B ml LT RCE AR B, IR AR 200

5.3.3 HAFMEGIEE HWE &0 5k

HI T AN R 5 B I s S48 O O BN B (U FFA—HE,  HAR A 5 50 2ol S
PR SOk ZERABAS R I AR A7 ik 5 | BEAEREA T 4 LA 00 PR IR0 A 1 640 U s AT
Do 8K, QRPN DL B e (I et 2 5 B 4640, FRATI DT o 2L s AR
i 5, SIS B copy BT Bt SO H 3G SCAF 218 i S T AP IO AL BRI AT, AV 2 Ao
FOAEAH AR LUK Rt T s ik o, SEBLR 5, B DOX HUs AN PEAR B T .

FERATISE BN IS R, AR RE G AL AT T LIS U H W 5 00 OIS DL, AT
REAE R 2R SR IR A5 R DU B RS It e 4 40 o IX B R BA MR AR I BE AR 1o Nl
FATHE XS A7 5 | AR 25 B B I IAELR. (O B3 5k

My ISAM A7fifi 5 | 4%

T FRATIA AT My TSAM A7t 51 S SCAF P B SC A F B A, T HAS SCRFR 45 redo
A undo H&, XSl —BUE A ZR W IF AR, B EA My TSAM A9 5 1 33 () B4 4
PR AR A, HUEDRE My TSAM (A BESCAT copy HISRBITT . HJE, EAR MyTSAM 770 51 B4 A1
FEESCRE, T SO — B SR A Innodb Z R IAEAH T 1B 4 74, HJE MyISAM
A0l 5 VB R [l — AN R B SO R 51 SO Z TR — B EORIN . 4 My TSAM A2 51 3K
USRI Es ST MR SIS S, 2FRic iz T AT APIRAS, IR 2R IR T
R, R, —BUIEIL N RIE B LA S o HE, RIMEECH A7 i 5 A 5 0 K
SCAFR—BUEERIFA AR Z], JRATHIN W AV A — 80 ? ARG E R E



(0, B ASRATT ) e 20 28 A ORAUE B P AE 45 0 IR AR BBl R AL T2 — NI a] i, SRR 2
SREATTL IR AE A3 My TSAM B3t R0 BESCAR AR IR L My TSAM A7 i 5 | 8452 1 S 484, X
RPEEEAR S5, JEARA SO A 45 B RN AR B LE 5 A

MySQL A C3ftt 7 —MEHI R mysqlhotcopy, IXAMFERELE L TR &4y My ISAM 47
iS5 AL WA B T My ISAM Z A LA AR S 8- A7 66 5 188, T LU A& 2
BCE, BUEMIZS AR, W AREEE T mysqlhotcopy FEF 2K 58 UM N I 45 AT 55, K
ENGERPR/INNE

mysqlhotcopy db name[./table regex/] [new db name | directory]

ML SEAAE TR BATTEAE 2, mysqlhotcopy i T 0] LA A K%, 1 5C
MRS, I AT DU IR RIE FORVE U LR A R BT X PR R4 0 BE L8R . & 4 R fi
S8 A PR R SO A8 T A 48 8 AR AT N BESCA

mysqlhotcopy &—NH perl 45 AL IR, JL A BESEIL R B S Bs_bat 2& d st 5 LOCK
5%, SRJE T FLUSH TABLES Bl1f, 1%1E % K IR IEH S, #1% fsyne FIEAR#E fsyne
ARG AT 0S GONRIEH Cep 55D And, R a7 By 1R B 2 P 16 e A W B SCA
SRR E R AL E

BEAR, FeAT I a] DU e S ok s e A T D, AR5 P B R R Aok = AR S
AFPAT I EL Ay, HAESEROSCAT copy 2T, AAEIE H B session (KIBH A H
SR, WR:

root@localhost : test 08:36:35> FLUSH TABLES WITH READ LOCK;
Query OK, 0 rows affected (0.00 sec)

AR mysql, {EBALm N &4

mysql@sky:/data/mysql/mydata$ cp —R test /tmp/backup/test
mysql@sky:/data/mysql/mydata$ 1s —1 /tmp/backup/

total 4

drwxr—xr—-x 2 mysql mysql 4096 2008-10-19 21:57 test
mysql@sky:/data/mysql/mydata$ 1s —1 /tmp/backup/test
total 39268

—-rw-r————— 1 mysql mysql 8658 2008-10-19 21:57 hotcopy his. frm
“-rw-r————— 1 mysql mysql 36 2008-10-19 21:57 hotcopy his. MYD
—-rw-r————— 1 mysql mysql 1024 2008-10-19 21:57 hotcopy his.MYI
—“TW-r————— 1 mysql mysql 8586 2008-10-19 21:57 memo test. frm

-rw—rw———— 1 mysql mysql 8554 2008-10-19 22:01 test csv.frm
-rw—rw———— 1 mysql mysql 0 2008-10-19 22:01 test csv.MYD
-rw—rw———— 1 mysql mysql 1024 2008-10-19 22:01 test csv.MYI
—“TW-r————— 1 mysql mysql 8638 2008-10-19 21:57 test myisam. frm



“-rw-r————— 1 mysql mysql 20999600 2008-10-19 21:57 test myisam. MYD

—“TW-r————— 1 mysql mysql 10792960 2008-10-19 21:57 test myisam. MYI
“rw-r————— 1 mysql mysql 8638 2008-10-19 21:57 test outfile. frm
—“TW-r————— 1 mysql mysql 2400 2008-10-19 21:57 test outfile.MYD
—“TW-r————— 1 mysql mysql 1024 2008-10-19 21:57 test outfile.MYI

SR G FHE 2 BT I HAT B A2 1 session H g4

root@localhost : test 10:00:57> unlock tables;
Query OK, 0 rows affected (0.00 sec)

RFERSER T — By, 1 H R FK WM SCAEPIR BB T, %40 ik AT CSV £76ik 5
B,
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T, XA EEAE R Innodb A7 5 1 R IEAT &, AR T Innodb A7 5| 41
.
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1. RIS 45

2. FEEHNY AUEIIAT  “START BACKUP” iy 4
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PR . AR SR BI R e 2 2 5, ST IRIAT 2 I A4
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3. EHEAR EAHME CBEHRRI &N backup_id” BABEEER, R, WK
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i NDB Cluster f74i#5|% A L&A fir & KRBT R L5, 20K BT P $2 21 (K = Ff
YAFFBHES S A 0 5 BT, B BHE = AR RS, SRR

BACKUP-backup_id. node id.ctl, P4 EAH G I Hi (e R AN T 4 il S 1o R4
WIS HAHE R E L AT Cluster WA R) AR H CIZSCEH.

BACKUP-backup_id-n.node id. data, %80 SCH, #0092 NANE R BORIRAE,
TEA IR, AN )1 RORCRAFAN TR PR 28 0 508l B =2 10 1 B, B3N RUDRAF IR SC PR 2
A5 BIRHEIR TSR0, BAERS O I BOC R I8 T B Ja RSG5 R, DA IR %
U RENE IER IR AL .

BACKUP-backup_id. node id. log, 4% H & &M SO A& CHRACFH S ARG B,
HAURAE OAE S P ARAT 3R BRI E45, AN BT IRAE 10 H &S BARA—HE, B AUE
o 45T T B D A SR H R R

LT SO A A, backup_id KRGS, R EGESERAE A
0% 63 node_id NUREHUN %A 3 SCOHIE T0A B0 15 2, T AERCHR SR 4 S0P o
1 n NGRS

5.3.4 HAFMEGIEE HYEE KR 75
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B FIE A5 0 A CL s R AL e AR LR, A DA T2 B DB SO (K095 UL, R 4540 S
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My ISAM f7-fif 5|
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IR mysqlhotcopy #ARHEAT (KIAE 8 E 4, 1T HARSS I 8 s B il s gk A
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X &y, Tnnodb A7 5 1 EHEAT W P w2 (R4 A AN LA A7 i 5 | 8 BeAT A2 2200
IR A A RSO COOAR B ST H RS0 ST AH L 0 H S B AT o (B T3 aad oAt
AT ERAE T HEAT IR 5 A7 AU B S840 AR B (R SRR AT T Bl ibbackup K
ATy s [RIRE A Sl I AR AT R A T EL, BAR PR 5 32500 S A AR A T
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NDB Cluster f#fifs|*¥
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Silfe,

M@ NDB Cluster Frigflbfiatndr&RA KM M4, F 2L A& n ke %
ff ndb_restore KA. ndb_restore BAFKREMA A A EEHUE ARSI HIE R, M
H. ndb_restore HAFUAZAE MM R E AR /BT ABEAT . PRl it il i b 2
DR R BUAERL T BIEAT 2 /DIK ndb_restore. IMH, HUEIE ndb restore SKHEAT
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% 6 %= U MySQL Server PhEERIAHCHE

A& .

KBTI NN — A Ell e N AR S8 X L Hdie P2 I AR g B A T e P R 58D 1Y
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2. VKBAEHE

BATER IS, BRI TIREHS 2t CORFES IS5 DL TR M, #iE i 2
SR T A AR T AT B o T K A EHs 1 FH g st ok T A2 B0 M it 10 26 rh ) it <5 AN T i)
#% INSERT, UPDATE A1 DELETE, Tfijfg—MEAEH S ERNS 2 X N H &G B 75 MySQL o, W22
FR o5 A 5 1, IXAS H S I AR B T R o 1T SRFRAT Tl I — 28 ple 2 55— 07 A 3Rk
SEILIXAS Queue HHE AR EE T RE, PERERF S AT IERTE .

3. EBARSCAHYE
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ZE— N AFERI B IE AL Cache FiA NS E = REPERE:

FR YA P B N B 5
T IX U B S B AR HAR, ViR ARy, FrRAIER & S A7 Cache:
2. WERH PR EAE B

BARTAE T =W 2R B P& aA 2l ETJ7, HE R RGEMTEEH P 2R 4l

RBIEAN R . WAR DA R F T 200 B DG Bdeke 2. TR — 2

P HGEAAT BAE N R G U5 ) A2 A S . pr DL 2 FEAE B Cache,  fRZ S il 24
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AR T AN AR I R B s T R R, T REIRBAT P R A RIS A A, HAHXT

TR, W TR, T HATE R H—FEASKZ . M Ebay [f] PayPal @it

MySQL ] Memory £7fit 7| B S P AN MEA g K 1) )l 2 S FRAT Tk e HH 03X 37045 kAT

Cache MIME T HARIE I MySQL () Memory 74l 7| B I AMEFA 1L Ge i L)Z1HI[F) Cache HLH,

fHIEFEX) Cache BRI & BA ARG 7 st 1 100 H 24K 1%L .

4. HESER OGS B

PrVEHESEIN gt 2dis, SEbr bl TN Rl B e vk Hidhs o X PR AN S S ST, AR D

it S OR, U A B W Bui Ld G B 1 I g 5 S — I R ROR R . BRI R

H5H B A 3 e s R R T et o LU, (R AT IR S 2 5, [RIFE ST FEA D 3%

Wio BEAREAE PEMR S5 28 M B AE R 2 07, BA T AASBEIRAE N H AH G A A7 Cache HTlE?

5. HoAth— L6y ) S B AR TR/ 1 HHs «
T X PURREE 2 A8, AEFRATTION 25l R GE IR T 1 e i A7 - Bl &R IR AR T A /D AH
Vi I ARBE R s . EAE,  RATTHASRT AKERHARAT T U7 o) KSR A% 21 Cache T

RIGC I e [T A AN D DL o e 5 B AR 3 o
AURE UL I 28, X HLIRAUR s LML I 225641
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AT s J2 S DR ST doe kg T Py ey 2

=

MEMER 2SR, — A BB A LI — M5 (U SEBU EE, AEPERETT MK 22 5 480 &=
MR UNEER G BAVSER I AR 0 H2 % 2B RSB DL 7191

FEBAZR B R e rh, BRSSP A & BRI (BBEEE SR 2o 10 5KAHAD
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1. Jfijd “SELECT id, subject,url FROM photo WHERE user id = ? limit 10”7 5R5E—TLHIAH A



EESENSY
2. WA 1 BEE REFN 10 M A id fFFRIEAT K “SELECT COUNT (%) FROM photo comment
WHERE photh_id = 27 SRS 2IEE5KAH N 0] 2 0w 4R 5 PR RO 4 .

AN AT BRI A4 NAR S T (1) 7 %€ :

1. B i 58 A — R A E D 5

2. TR B4 211 10 A photo (1 id, Tl in #rif) “SELECT photo_id, count () FROM
photo comment WHERE photo id in (?) GROUP BY photo id” —&%33%] 10 /4 photo KT H [HE &,
TR 25 R BRI %

AR BA PR J7 e file— R Ty F ) LR

1. M MySQL /AT SQL $ ik, BE—Fifdah 5 58 11 (1+410=11) 4% SQL iBh), 2 —Fiffak i %
h 2 % SQLiEA) (1+1) ;

2. W R SEIRELERE, B—Mh 11K, B 2K,

3v MWEHEFER) 10 #AEk G, IR BRI SQL 24 14N 10, 25—Fdm s> 11 ¢k 10, 25 /N T45T 11
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Lo TP TREN AT e 2 50 I 1501 LW B At (R 825 5 AR A e el L 3 AT — A S DR 2 FRATT R AR £
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{EREPUIEZ

[aYay

X B ATIEALA LR L AR DL PR Fi] B3 491 SR U W B 2 SR SEBIL I D 0 AR
Sz b AT LUTR] SR 01 5 D0 ol SRR IOk 5 A A (0 i P e i I Y S AL SQL TE A Th e i R A
(RISt o i T R E 2 73 M 5 2 K PR A SR S L2 S BT SR RO P RET AE 22 5

[aYay

i AR 12 SQL v 1 B e i B P SR A R

BT 20 2 TF & T RE L 5540 SQL 18 A ) Th AE i B 1) B PR 2 =41, i BLERAT T AR oA — A
SERA W . AEREL A DU s 2 o BER R A, BRI [ nick name, DLACHE LN NZE
CARISS

TR TS BAA L FIUA RS user, user profile, groups, user group

BAVCTE B W R SE I vk, — 4% SQL 5 A) 4 e T 15

SELECT name, description, user type, nick name, sign
FROM groups, user group, user , user profile
WHERE groups. id = 2

AND groups. id = user_ group. group_id

AND user group. user id = user. id

AND user profile.user id = user. id

HARBATE AT ORI U SRR 28— TR P AR -
GG AT s BRI group MRS EAFTATHRAL 54 1) nick _name {55 BATZL 0325

SELECT name, description, user_ type, nick name
FROM groups, user group, user
WHERE groups. id = 2

AND groups. id = user group. group_id

AND user group. user id = user. id

SRIGAERE Pl L b 25 FAEA 1 user_type $REFE I user id 733 user profile KA HUAFHEE
(K25 405 B

SELECT sign FROM user profile WHERE user id = ¢

KFENAX B H PR (1) DX, P R g S B R IR DX A 128 B ER SQL B2 8 o 1 iy R )
SRR E A S — AR X user profile RAANDERVIH CIEFEIM profile fFE) , i 10 1i]
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T PATAH F] 1) SQL 3 R YR 2
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IR, ARH RS AR CIUH 7 S RIS AN B2 5, M AR R “TH
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P TN EGIFTHAFIVERE I . (R ORAN T RENT 28 AN RO R R 1, By 9zks E Al
S B IR AW el IS RITHAT “I0H 7 Prig i “ordl” 4k OOt H #GE RN .
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RS IX LR PR RE AL IR T 58 T A7 AR, BRATTEL 22 n] U — AR AN T B n) s 3RAG T it 2211
O ARK. EYG, MAERE “rAl” PR T EA AR, BATAAANRE ELEA ] 20 ?
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To B, R EENRORSHOR N B R X U5, FTRES RS IX AN D RE VUK PV R E, W
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1. Cache REEMIAEBIA L Cache iy o AR T 3t A 225 ) == (44 00, [ IFRIR 2% 1 Cache
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2 JEFEAHOm 0 R AR, 0 R

3 AHIYENERILIIER, (L RGBT RN SR T L GRS T KRR Join
WA, 10 MySQL Server 5% 4t 7 R G0 1 1 EANHAE T AL BE S B A0 AW, X5 HLBUE IHLH] t Ay
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R SE, SEMR ARG R EARTERE, WP HEE R
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i 2 K SOE A AN 2l o BT AW RGTH 7803 T A Bk 2, (R — HRBIAELS e, Sl A )tk
A, BT R AW R o AR 2 UL o

6.3 Query ERIX RS TERERI R M

BTTRT— T AT 41 T N AR G s D22 S A0l e I AR e AR PR BE AR i, 3K A T 70 SQL
AR ZE 50 R G RE A o

PAOS TR AL R UL, FEENE R SQL iR X ERE A, (H2 BIRA 2 K58 M n] g
AN NES A AR AL, B4 SQU IEAEILL Z AT ML 2 I TEREZ2 57 i & AR, BT LA T4
A2 B A 2 KIS ) LA T BATTX A E L b 1o BATH S seBLRIFE D RE AN A SQL
FIEPERETT 2 P AE BRI 22 5 RS S I, 3 3 — Nk SR R 7 A A X AT TFR 2 A 83 A P 6
ik

A 2GR e A R 4 ARSE AN R SQL TEA), AESATPERES TIAAAEZE 57 7 X LB ATISE A SQL T A7
Ha 12 AT IF SR 5 B X A R A — A K 24T 1

2 MySQL Server R LRI Client S A IR K K SQL WSR2 Jm, &2l — R 510 17 i
Parse, HEATAINIIMHT. #RJA, MySQL il Sl fiib @it (Optimizer) MR4EIZ SQL Pristid S 2 K1k
PR MR G BAEAT T AT, AR5 #5945 B > MySQL A fee &5 B LA RO B U 1) 77 5, it
FATH UL “PATHRD 5 SRJE PR I 45 2 RIS T T S o P A6 5 1 S0 DRSO Bt . AR5
FRRAT AT R M B EATAH DGR I, JFLL Client wifg T SR AR A b &5 SR 4R IR [R145 Client i1 Y.
ERES

i X HT UG BGE, SR FRATE I ANALYZE  TABLE iy A1 411 My SQL %o} 2 (KA S B e o M 2 & it
IRIG RN — LB A h . XSG BT MySQL AR AL #8110 55 A2 AR H T, OeAk 2 B 2B s BT 7%
IR, B IR e G B Fr v e 1. S2Br b, 70 HoA — SO0 22 85 PR A At A ST 1 () 42
THEE .

PATHERGNIE , AEHE A B, S ORI E RO R AE TR 10, ol 2 it i) A IR A 1
LTI (7 T R 6 = 2 1/ N W e s e U B S B 2911 VR -3 o VS T e
SARIEZI, P st AR B Fril, 24 3ATT £ A 4 2 A Bl F ik,
PR AE TS (1 22 /b 5 Bl 1408 2 LA — AN 2R A 13 O ZORSERBRAT I B K, 2 i
T SQL ATV

X ME——/> SQL AR UL, 283d MySQL Parse Z a7 i IS5 R AR [ 2 1, R Gk B, It
PAT T RIZEA 0 O e 1 TSRS 00 SQL B, 40k MySQL Parse 2 J5 4 1 45 K0 45 K v g
e, BMERAL A 58 2 — FE T BORBEATIUAL,  fe)m P s AT T RIB T e e e A —
FEo MTIAAT THRIDGE Yo —A> SQL IR A e 28 A BHRII AR A 23R . BrlL, SeIlahfgse 4 —FERY SQL 15
7], FEVERE LT e 22 ECRIOTERET AR, R, WERThRE A, M HZM MysaL itk itz
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A PRI A BAR IR EER DT TR AR D Be e e R O P 46 SQL (KRR ey 1T 1 22

g —

TR BUHEEAS group (% id b 1000 R 9ws (id) , FPBEFR (nick name)  FH /P51
( sexuality ) « H P& % (sign) FMH /2 A& H Cbirthday ) ,  Ff % B A 41 19 & [a]
(user_group. gmt_create) SRIEATE|FHES], HUHHET 20 4.

IR 5
SELECT id, nick name
FROM user, user_group
WHERE user group. group id = 1
and user group. user id = user. id
limit 100, 20;

R 5
SELECT user. id, user. nick name
FROM (

SELECT user_id
FROM user group
WHERE user group. group id = 1
ORDER BY gmt create desc
limit 100, 20) t, user

WHERE t.user id = user. id;

TAVE KRB B PAT IR
sky@localhost : example 10:32:13> explain
—> SELECT 1id, nick name

- FROM user, user_group

- WHERE user group. group id = 1

- and user group. user id = user. id
- ORDER BY user group. gmt create desc

-> limit 100, 20\G
sekkskokskokskokskokokskokskokskokokskokskokskosksksk [, row  skekskskskskokskokskskokskokskokskokskskoskskokskokskok
id: 1
select type: SIMPLE
table: user group
type: ref
possible keys: user group uid gid ind, user group gid ind
key: user group gid ind
key len: 4
ref: const
rows: 31156



Extra:

Using where; Using filesort

seksokekskskoketskokekskskokekskokokskskokeskskokoksk 2. row  skekeskskekekskskokekskokeskskskokeskskokeskeskskokskskokok

id: 1
select type: SIMPLE
table: user
type: eq ref
possible keys: PRIMARY
key: PRIMARY
key len: 4
ref: example. user group.user id
rows: 1
Extra:
sky@localhost : example 10:32:20> explain
—> SELECT user. id, user. nick name
-> FROM (
- SELECT user_id
- FROM user group
- WHERE user group. group id = 1
- ORDER BY gmt create desc
-> limit 100, 20) t, user

-> WHERE t.user id = user. id\G

sekokskokskskoskskokskokskokskskokskokskokskokokskoksk |
id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

row skskskskslkeseksksksiskskskskskeksiekskeskskoskeskeskeskekesk
1

PRIMARY

{derived2>

ALL

NULL

NULL

NULL

NULL

20

setsokekskskoketskokekskskokeskskokokskskokeskskokoksk 2, row  skekeskskekekskskokeskskokekskskokeskskokekskskokeskskokok

id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

1

PRIMARY
user

eq ref
PRIMARY
PRIMARY

4
t.user id
1



sekokskokskskokskokskokskokskokokskokskokskokskokoksk 3, row  kekskskokskskskekoskskokskokskokskokokskokskokskokokok
id: 2
select type: DERIVED
table: user group
type: ref
possible keys: user group gid ind
key: user group gid ind
key len: 4
ref: const
rows: 31156
Extra: Using filesort

PAT VRIS E 47

fiF 7 S AT R OR MySQL ZEXT AN 25 Join (IRESFIFH 2 T R5], user group XA T
user group gid ind & 5| (key: user group gid ind) , user F Al H & T & ## K 5] (key:
PRIMARY) , 725 Join i MySQL ifid Where 1385 45 AL S user RBEAT Join, )il HF 7 I
Join JG&5 R “limit 100, 207 445 FiR ],

PRI E I SQL IR B T A&, T ABAT RIS RO 28, 1558 0T LUG BIPAS R A
i % 1 —FEAI R T RS (MRS e — ), $ATIHRIE R %A Ll user group A
UK, Wk seilid user group BHAT IS YEIE S BHEATIX — R M4 R HE) Y, IS T SQL
“limit 100,207 46455, SR)5 5 user XHEAT Join, 1HEIFHMN EHE . X B AT He NS HEEAE H &l
Muser_group XTG5S user €25 Join Wil K FHIFARL 2045, 1MEFEA group_id=1 T 45 R,
MAERFEBZIATHRIT L AT, ZATAEH R U T RSN Z AW R I I 20 4l iipt
Y[R

I LA T AT TR, FRATTRT DUE B3 — gy b @R E fluser £2 5 Join il
2 My SQL T8 ik G vHEA AL S H R JE 31156, a2l T user group FER M FTA WAL group_id=1 idsx
B (RGP SEBREdE 2 200000 o 1758 R ZMPATIHERIT, user X2 5 Join FIEHEHAA 20
., PIEAHZEIRR, B AT BRI, AR g 7 A% AT 53— R 5 %

I T BRAT T L6 LU A LB T 2 ) SQL SEFRHAT I profile PE4IME B, SRIGUETRAT L0 AW . h
T SQL E AT BT T FE 11 J5 KPR 3B 49 8 Ut 42 TO RN CPU, BT LUIX B R 7 Vi 2R, 4431 4 BLOCK 10 1 CPU
W profile {58 (Query Profiler MIVEANAN4ANAE G IHIZ 1RSI

5641 TF profiling ThRE, ARJG 70 MPAT MR HR 7 S0 SQL 151

sky@localhost : example 10:46:43> set profiling = 1;
Query OK, 0 rows affected (0.00 sec)

sky@localhost : example 10:46:50> SELECT id, nick name

- FROM user, user_group
- WHERE user group. group id = 1
- and user group. user id = user. id

- ORDER BY user group. gmt create desc



- limit 100, 20;

| id | nick name |
| 990101 | 990101 ‘
| 990102 | 990102 ‘
| 990103 | 990103 ‘
| 990104 | 990104 ‘
| 990105 | 990105 ‘
| 990106 | 990106 ‘
| 990107 | 990107 ‘
| 990108 | 990108 ‘
| 990109 | 990109 ‘
| 990110 | 990110 ‘
| 990111 | 990111 ‘
| 990112 | 990112 ‘
| 990113 | 990113 ‘
| 990114 | 990114 ‘
| 990115 | 990115 ‘
| 990116 | 990116 ‘
| 990117 | 990117 ‘
| 990118 | 990118 ‘
| 990119 | 990119 ‘
| 990120 | 990120 ‘

20 rows in set (1.02 sec)

sky@localhost : example 10:46:58> SELECT user. id, user. nick name

-> FROM (

- SELECT user_id

- FROM user group

- WHERE user group. group id = 1
- ORDER BY gmt create desc

-> limit 100, 20) t, user

- WHERE t.user id = user. id;

| id | nick name |
| 990101 | 990101 \
| 1990102 | 990102 \
| 990103 | 990103 \
| 990104 | 990104

| 990105 | 990105 \
| | |

990106 | 990106



| 990107 | 990107 \
| 990108 | 990108 \
| 1990109 | 990109 \
| 990110 | 990110 \
| 990111 | 990111 \
| 990112 | 990112 \
| 990113 | 990113 \
| 990114 | 990114 \
| 990115 | 990115 \
| 990116 | 990116 \
| 990117 | 990117 \
| 990118 | 990118 \
| 990119 | 990119 \
| 990120 | 990120 \

20 rows in set (0.96 sec)

BHE ARG profile fF R, WIKIATIIPIAS SQL TEAJIKIHAAT profile F R CLILRK TR T :

sky@localhost : example 10:47:07> show profiles\G
sekokskokskskokskokskokskokskokokskokskokskokokekoksk [, row  skekskskokskskskekokskokskokskokskokokskokskokskokokok
Query ID: 1
Duration: 1.02367600
Query: SELECT id, nick name
FROM user, user_group
WHERE user group. group id = 1
and user group. user id = user. id
ORDER BY user group. gmt create desc
limit 100, 20
sekokskokskskokskokskokskokskokokskokskokskokskekoksk 2, row  kekskskokskskskekoskskokskokskokskokokskokskokskokokok
Query ID: 2
Duration: 0.96327800
Query: SELECT user. id, user.nick name
FROM (
SELECT user_id
FROM user group
WHERE user group. group id = 1
ORDER BY gmt create desc
limit 100, 20) t, user
WHERE t.user id = user. id

2 rows in set (0.00 sec)

sky@localhost : example 10:47:34> SHOW profile CPU, BLOCK I0 io FOR query 1;



16 rows in set (0.00 sec)

sky@localhost : example 10:47:40> SHOW profile CPU, BLOCK I0 io FOR query 2;

| Status | Duration | CPU user | CPU system | Block ops in | Block ops out

| (initialization) | 0.000087 | 0 |0 \ 0 | 0 |
| Opening tables | 0.000018 | 0 | 0 | 0 | 0 |
| System lock | 0.000007 | O | 0 | 0 | 0 |
| Table lock | 0.000059 | 0 |0 \ 0 | 0 |
| optimizing | 0.00001 | O | 0 | 0 | 0 |
| statistics | 0.000068 | 0 |0 \ 0 | 0 |
| preparing | 0.000017 | 0 | 0 | 0 | 0 |
| executing | 0.000004 | 0 | 0 | 0 | 0 |
| Sorting result | 0.928184 | 0.572035 | 0.352022 | 0 | 32 |
| Sending data | 0.000112 | O | 0 | 0 | 0 |
| init | 0.000025 | 0 |0 \ 0 | 0 |
| optimizing | 0.000012 | O | 0 | 0 | 0 |
| statistics | 0.000025 | 0 |0 \ 0 | 0 |
| preparing | 0.000013 | 0 | 0 | 0 | 0 |
| executing | 0.000004 | 0 | 0 | 0 | 0 |
| Sending data | 0.000241 | 0 | 0 | 0 | 0 |
| end | 0.000005 | O |0 \ 0 | 0 |
| query end | 0.000006 | 0 | 0 | 0 | 0 |

| Status | Duration | CPU user | CPU system | Block ops in | Block ops out |
| (initialization) | 0.000068 | 0 |0 \ 0 | 0 |
| Opening tables | 0.000015 | 0 | 0 | 0 | 0 |
| System lock | 0.000006 | 0 | 0 | 0 | 0 |
| Table lock | 0.000009 | 0 |0 \ 0 | 0 |
| init | 0.000026 | 0 |0 \ 0 | 0 |
| optimizing | 0.000014 | 0 | 0 | 0 | 0 |
| statistics | 0.000068 | 0 |0 \ 0 | 0 |
| preparing | 0.000019 | 0 | 0 | 0 | 0 |
| executing | 0.000004 | 0 | 0 | 0 | 0 |
| Sorting result | 1.03614 | 0.5600349 | 0.428027 | 0 | 15632 |
| Sending data | 0.071047 | 0 | 0.004 \ 88 | 0 |
| end | 0.000012 | 0 |0 \ 0 | 0 |
| query end | 0.000006 | 0 | 0 | 0 | 0 |
| freeing items | 0.000012 | O | 0 | 0 | 0 |
| closing tables | 0.000007 | O | 0 | 0 | 0 |
| logging slow query | 0.000003 | O | 0 | 0 | 0 |



logging slow query | 0.000004

| freeing items | 0.000015 | 0 | 0 | 0 | 0 |
| closing tables | 0.000004 | 0 | 0 | 0 | 0 |
| removing tmp table | 0.000019 | 0 | 0 | 0 | 0 |
| closing tables | 0.000005 | O | 0 | 0 | 0 |
| |0 0 | 0 | 0 |

BAVEFEFEPS SQL PAT I 10 1HFE, WEX AT “Sorting result” , FAIMH
Jst— " R T AT VRO B, PN R T R HE R I S I AL R, HER S T R
BH B A 20000, —NE 20, IEFANXHL) profile {5 BMI&, 2 Fikh 7 R 11
“Sorting result” ) T0 {H &5 —Fifif w7 Z0HEIT 500 5.

SRIG KA CPU JHAE, PraHEFET, WHWFER AN ZE “Sorting result” X—Ii, %
—ANMHAEZ IS AR Lo 10 SR ZE SRR

450
it E T A ThRESE A RN SQL ) (AT Rl o0 A, DA RE R S Bk AT e 1
profile XK 4iE, HUER] T 28 Al Jr A T20 P s %o RIS & 152k
Wik, R T BA T AT T RIBEA R E T SQL iERIPERE

6.4 Schem &t RGEROTERER M

BT R, AT AT T 78— D EEE A N TR GRS o N R S AL SELA R G b L5 5
P PEAZ LI SQL WA REENMERE AT o AEIX — 1T BATH M — N R GBI vt sl R Ee ik
AERZM,  SEABAR — sl BHia % ¥ Schema BevhXd RETPEREMIZNT .

FEARZNE R, B Schema Bit&—PFARR Tl S0, MUK AL R GEbe vt I A OGS AT
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HHe e Schema BEUEELIAT il b TH I B IRIX A TR 4 2 W DUAEH B2 SRR, B2 Schema ¥ it
Prits EA G I A e . RIS AT AR % Schema Bevh— ELAEIX AM), A ALEZ TN
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3. WEAFHORAE B,
il TT 5
JEIRTT 5 A ERRAE T, 24, L S 4150 R AR AL e i i A5 B

T
user FF#:

| Field | Type | Null | Key | Default | Extra |
| id | int(11) ' NO | ) \ \
| nick name | varchar(32) | NO | | NULL |

| password | char (64) | YES | | NULL |

| email | varchar (32) | NO | | NULL |

| status | varchar (16) | NO | | NULL |

| sexuality | char (1) | NO | | NULL |

| msn | varchar (32) | YES | | NULL |

| sign | varchar (64) | YES | | NULL |

| birthday | date | YES | | NULL |

| hobby | varchar (64) | YES | | NULL |

| location | varchar (64) | YES | | NULL |

| description | varchar(1024) | YES | | NULL |

groups A«

| Field | Type | Null | Key | Default | Extra |
| id | int(11) ' NO | | NULL \ \
| gmt create | datetime | NO | | NULL |

| gmt modified | datetime | NO | | NULL |

| name | varchar (32) | NO | | NULL |

| status | varchar (16) | NO | | NULL |

| description | varchar(1024) | YES | | NULL |
user_group KAK:

| Field | Type | Null | Key | Default | Extra |
| user id | int(11) | NO | MUL | NULL |

| group id | int(11) | NO | MUL | NULL |

| user type | int(11) | NO | | NULL |

| gmt create | datetime | NO | | NULL |

| gmt modified | datetime | NO | | NULL |

| status | varchar(16) | NO | | NULL |



group_message VJIRZMG 15

| Field | Type | Null | Key | Default | Extra |
| id | int(11) ' NO | | NULL \ \
| gmt create | datetime | NO | | NULL |

| gmt modified | datetime | NO | | NULL |

| group id | int(11) | NO | | NULL |

| user id | int(11) | NO | | NULL |

| subject | varchar(128) | NO | | NULL |

| content | text | YES | | NULL |

e T7 % =

user FF#:

| Field | Type | Null | Key | Default | Extra |
| id | int(11) N0 | ) \ \
| nick name | varchar(32) | NO | | NULL |

| password | char (64) | YES | | NULL |

| email | varchar (32) | NO | | NULL |

| status | varchar (16) | NO | | NULL |

user_profile M/ EMER (i user —— X)) -

| Field | Type | Null | Key | Default | Extra |
| sexuality | char(1) | NO | | NULL |
| msn | varchar (32) | YES | | NULL |
| sign | varchar (64) | YES | | NULL |
| birthday | date | YES | | NULL |
| hobby | varchar (64) | YES | | NULL |
| location | varchar (64) | YES | | NULL |
| description | varchar(1024) | YES | | NULL |

groups Al user group XPANFRF T E—5848—FF

group message VJIRZMh 13




Field | Type | Null | Key | Default | Extra |

|

| id | int(11) N0 | | NULL |
| gmt create | datetime | NO | | NULL |
| gmt modified | datetime | NO | | NULL |
| group id | int(11) | NO | | NULL |
| user id | int(11) | NO | | NULL |
| author | varchar(32) | NO | | NULL |
| subject | varchar(128) | NO | | NULL |

group message content M FHNAEXR (x5 group message ——Xf[)

| Field | Type | Null | Key | Default | Extra |
| group msg id | int(11) | NO | NULL
| content | text | NO \ | NULL \

BAVIEH LI — F AR 7 ZFT W Schema [ 5o K50 2 BEARILLE TR 55, —ANX B & 7E
group_message RH AN T author FEORAFHORMAEE IERK, 55 user KM nick name XN, 5)4h—
AR AMEYTT 2K user KA group_message RKHAFTIFE T AN, KRB ZE—— XV

TR THELWIT R EELI L, HARRINBES T 24, AR5 21E group_message T ILRAT
T AEFBERR . AR T, — MBI RS, Ui a2 a? AR AR ARG R 2 b
ARSI GO o T A ) 2 U T A A B A SK B group_message KA, [RINF I AR
JE IR — AR FH P e (WERR) SRE7R . JBUER — MRt Y7 2R WTHIK) Schema,  FATT it 7 2
PATHAL T FIXAET SQL 1Ak A3 2 5 -

SELECT t.id, t.subject,user.id, u.nick name

FROM (

SELECT id, user id, subject

FROM group message

WHERE group id =

ORDER BY gmt modified DESC LIMIT 20
) t, user u
WHERE t.user id = u.id

EE 58 AR T ST ST ) SQL s AR, n
SELECT t.id, t.subject, t.user id, t.author

FROM group message

WHERE group id = ?

ORDER BY gmt _modified DESC LIMIT 20

PIAS SQL AHELHE, KRR M WA MELHED T, 22 W B SR AT Join,
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(Pt o TR UL, AT DA I i = A i R 1R R S A R N RGP R A iR R G AL,
RGN A, B SEIUR AL, AR B A .



% 7 & MySQL HuEEB LI

I :
N T RAEEE 1) — EOE RN, AR — DR ZEAAEAEBUE L. BUENLRIR L BN AR — A5
PaPE ARG I A AL BERE AR RE, T LABUENLI A SEDLB AL T % B A% DR 2 — o AR
Xt MySQL P Ff A doe by S (A i 5 | 85 MyTSAM AT Tnnodb 5 F AYBIUE HLITEEAT A PRGN 7347 -

7. 1 WsSQ siEHHIE I

Bl PR AV LA 7 B A Bl o 1 ORAIE B K — S i 48 A S B E RO F R Uy 1) U7 ) A2
AP FT BT I R o 0 TAR Tl el e R Ui A g 2 A I BUE L], BTEL MySQL H ARt ANRE
H14h. MySQL a2 i T30 A 5 B0 05, AFAE 2 B A7l 5 1 5, BRERIAE Ak 5 | I B R 1R N T2 5
SN —HE, O AL 25 AVRRE N I SR TR RERI A 5 1 S8 A BE AL AR A2 A 2% 81 BT T FR) 4 2
WA vevt s B DA A7l S R BOE DL AT RO DO .

R, MySQL 2 A7fifi 515 H] 7 =Fh2RIE (D IBUENLE: 1T90B0E, TTUE MR 208t
o FIIFATISEHT— T MySQL 1X =P IR R F 1A %5 T LE

® THHIE (row-level)

AT GBOE B R IRE RS BIOE R SR I RORLREAR /N, B2 H FT8& R EH 22 45 B AR A B S8 I B0 R
FEds /NI BT BORLEEAR /N, P DA AR B e TR ISR 2R i /s, BeRE 45 T I R P S T BB TR
HRALBLRE 7 MBS 7F 2L R RN R G AR M RE

HIRRENS AL RACPLRE ) E A ORI, ERATAUE A ik T A DB . il TH0E Bl
RIBURLEEAR /N, BT LARECSRIUBURURE IO A S S s 2, RIS ARt BER T Bedh, A7
PAOE BB o) R A8

@ FLJiE (table-level)
FATHBE A, RPN I E & MySQL S A7fifh 5 | 28 A e K0k & IR B e MLl 128 e ML i K1



R e DL AR AR ], AR R G S /o BT DAIREUCBUNURE TRCBH AT BEAR AR o ey TR 88—
RGP IEANRBUE B ART ARG 1036 o PR FRAT T AR L i

BR, B OIS K BT A SR e R IR A7 T S gl st A R VR P R S e, BRI R
AEELD

® i (page-level)

TURAE A& MySQL o BUBARF 1 — il e 20, A8 H A 280 12 A B At O AN K8 Lo DTt
S [RRF s B8 B0k BE A TAT e 5 R 0], Py ORI E P @5 L0 0 T4, LA T Re s it
HRACBLRE W AR R T Bl =& 2 0. 546, TgeBie fTgesie —rE, &R,

FERCHE P SEBL BRI BUE I R T, B B0 BEUURIORERE (R0 B A ) B 2 1) Hcdie P o 28R A
KA AR BRI 1), SEBLAA L BB 2% . AT, B B0E BEIUBURLEE (o Y R 1
V7 I3 SRE B AT REME M 2 B PR, RGCEMTT R B REZ 3271

7EMySQL #di b, il FH 2 208052 19 2 202 My ISAM,  Memory, CSV &SRR &MLl 514, 1l
T2 2 ) & Innodb /751 2 AN NDB Cluster /76548, TLZ i 2 2 BerkeleyDB f7fif 5 | 4 (141

MySQL P skt ()8 s WL 32 B2 ol T I eI 16 g s e (1) o FEdseb], MySQL A ik — M se AT
T AR R Be HLE], T HLAE 0 MySQL B, MySQL (P47 514 (My ISAM F11 Momery) [
WSS AE AT R AE [ — I 200 SRV AN R R Hov ) (G 7 XFERIER 2 o (B, B
5 MySQL (I 783, REGEMAKINCHE, 76 MySQL3. 23 JRATF & K%, MySQL JF & N R ANEAE IE 2 B
P BEOAABATT AR I — N R AR IEAE AR I IHE, o) — AR S T IANZ R AT insert #21EM, N
ANik HBE INSERT 2% SO R B X i Je MMySQL M 3. 23 FRATF AR HE AL i Bl 1T i3 1 Concurrent

Insert,

M HIL Concurrent Insert ZJiF, MySQL (RN BAEAME S 1T R G0 18w ST R, (H2AY
LI T X Concurrent Insert MISCRE, JFBAT BN HEARSEN) . A RAEAAL)G, Fi% BerkeleyDB
RSV, Z AT BUE LRSS T BRIk . KA BerkeleyDB A7 M 5| 4 I 152 A4 My ISAM A Memory
AR B[R] — I 2 AR VF B — SRR U ) B AR R BRI, TR 3 A B R U ) PRl PR R0RSE 255 4 /N 21 T
A page, IX N —UAAAL MySQL FF & N S AN AN Fi— IR A S50t e B ) S0

TR IS IR SN, SEBUENIRIAREN L R, ik MySQL IR RS D AN AT RESEHL—Fh
SEARIT RIS AR AR fid 5 1R R BB SEIUL o G SRR Sy B LT P ik 5 S BT 3 A it 5 | B
PRYEREM N B, H R 2™ BT e il 5 B b 8 IO, X2 MySQL A m AR AN RE 21, PIVIX
SEAATF T MySQL (¥ A & S8k o B AT RTINS ANIBGT T e W1 vk 918, AEAV0E SEBATL A v
HABES,  AVAAAA#S 1 A Cede MySQL i 33 H AR A B E 2R AY 1T B AT Y i B RE e B .

7. 2 ZFBENHSH



FEREAR T T MySQUBTENLHIZ 5, XA TR TR0 20 B MySQL A S 3 i R BUE HLHA FAd i 5 |

st | G ST ENLE], R My TSAM 42645 R0 Tnnodb 77455 | 38521385

TP E

MySQL R BIUE 12 20 J R, — R BEBUE, 51— AR S80E. 78 MySaL o, EEHE Py
BAIRAES X RTINS AT IEAEBUE M S BUE RS B, SR A P B 5 BE

R, wr.

e Current read-lock queue (lock—>read)

* Pending read-lock queue (lock->read wait)

* Current write—lock queue (lock—>write)

* Pending write—lock queue (lock->write wait)

METREE A T SRR A O E BB EWS ZE Current read—lock queue H4k%], BAFITH HME Hi%
PRI BB T I T AR A7 T 1 IEAE SRR 8 YR A5 B AFTAE Pending read-lock queue HLf, Y3

AP AETRCS AU JEL IR DAt 422 T A ) SR A TR A

RN T FRATTIX LA ok i MySQL JEBL H R 8iE CGRBIUE ) AT BB S g IX AL,
{ERAE MySQL A SR 204 205 11 A BiE 288, h R Geh — MR (thr_lock type) &, AfEH

WU

B e A Wi B

TGNORE R AR B SR I A A AT, AR B e g5 R R BA A
WA ST B A

UNLOCK FEJBUB 1 SR A B T R A

READ S B E

WRITE W

READ WITH SHARED_LOCKS

1F Innodb FAEFIFY, dan 7=k
1: SELECT ... LOCK IN SHARE MODE

READ_HIGH_PRIORITY

LSS P UE

READ NO_INSERT

A FUF Concurent Insert [P E

WRITE ALLOW_WRITE

XA RS R e 2 A 6l 51 5 B 4T A BEABUE 1 I
fi, mysald SEVFIHABIIZRE FRAREOE BE B 80E, 0
BRAEBE PR, A7 6515 A OB S RNE B A KA 2

WRITE ALLOW_READ

X AN kAR AR 4 DDL (ALTER TABLE ...) [
fi%, MySQL nJ DL fe i oAt R RE SR s o, IR oA My SQL /2
T 3o E AL AN AR S T RENAME 17 SER % Thag, Frfri
AR R AR ] AR IR 55

WRITE CONCURRENT INSERT

WEAEHEAT Concurent Insert W& FH EE T, 1%
B AT A%, B2 T READ NO INSERT 2 A HABAT A
A e T SR AR AN 2> 1 PH 2

WRITE_DELAYED

EAH] INSERT DELAYED Hif i iy s 5 Y

WRITE_LOW_PRIORITY

W oA ORIk g o Bt e 7 oL, oo o E
LOW PRIORITY UPDAT = 1 [fj/=4E

WRITE ONLY

MFEERAE LR T SN S TR T 2 S RGN T B
4T CLOSE TABLE $84E, 753/ i R o th B Ay B s S 700 il
& WRITE ONLY




B

AN B 1 SR A FROE IR IO YR RN, T B PN

Ly 3 RBIE T S TR A S B

2. EHUEZARBAF] (Pending write—lock queue) T¥&AT S il SE L IS BE 5645

WRE T BN K2 IG, ZERSPSIHNE R, A SIS B A7 Current read-lock
queue H1, TWER BTN EAEPARAT— AN AL, A AT S Pending read-lock queue
Hh AR TR IR TR

B
% P K AN E B IRH%E, MySQL B 5ER B 4E Current write—lock queue 275 V4 i€ AH 7] %t
WS BAFAE .

WS Current write—lock queue Y715, N T4 & Pending write—lock queue, U1 7E Pending
write-lock queue KB T, H IBFHFEENFER Y IFE1F B G LBEFEAVE TR, ke, WR
Pending write—lock queue N%&, WM Current read-lock queue, IR HUELELE, WI[EFFHE
HEN Pending write-lock queue &¥4§. 48K, n]HEME S LU R X RN BRI D0 -

L UERBUERIZREY D WRITE_DELAYED;

2. IR BiE n 2/ 5 WRITE CONCURRENT INSERT =k % /& TL WRITE ALLOW WRITE, [A] i

Current read lock & READ NO INSERT [rj4ii e 257,

BB IX AR IR DU, S8e S BRI HE Current write-lock queue H

RN FFLE S — XK S Current write—lock queue 1 ELEAFAE T BIUCAH [ BRI I BB UCAE4E, D
2l K RERE N SEA A SE A AH N B8 I e IR T o

T KNS SR AA 10 5 B SR L e 0] 222 0 B A e 5«
1. &7 READ HIGH PRIORITY R4 5E 2 #b, Pending write—lock queue H7f{) WRITE ‘541 :E e FH
FEPT A FA Bt
2. READ HIGH PRIORITY i24i5E ()i >R AW FHLZE 145 Pending write—lock queue WG H5E ;s
3. BRT WRITE H8U£Z24h, Pending write-lock queue H R HAMATA] 5 A 5E #B EL 1308 i )AL 56 2
%o
EoE HILE Current write—lock queue 2 Ji, 2PFHZERR T LA NSO T R BTA HAWBL 2 frid K -
TEHELOA A 5 | 4RI fOVF 1, BT BLARVF—> WRITE CONCURRENT INSERT ‘5 4 5 i sk
B N WRITE ALLOW _WRITE ()i, SEVFER T WRITE ONLY Z AW A3 B2 A 5 4E 1 3K
EBiE A WRITE _ALLOW_READ f¥jisffie,  fo/FBR T READ_NO_INSERT Z AN Fr A1 28 15 5K
‘452 3 WRITE_DELAYED (¥, Fei4Bk T READ_NO_INSERT 2 #h I BT A 1528 5 1 R
i ¢ WRITE_CONCURRENT _INSERT [AIH %, FCUFFR T READ NO_INSERT Z MK T A S8 e i =k

S

Bt MySQL 76l 51 S ANBT A e, H T MySQL B SR BUE N QB IME e foRk T, IR2AF
fili 5 | BEHR A2 MySQL Brde (i BUENL 2 EA T A7 5158 5 iy s .

My TSAM £ fif 5 | BEHEA_E AT DL MySQL e S 43 (KB AL e SR R 20 B MO K1) — ol A7
SIEET, B MyTSAM 74k 5188 B CIFBAT /8 B S M MIARRBUENLH], EI20 T I SCRAH SRR



MySQL 7 J5 A3 B WL LR ok 732 FFIL Concurrent Insert [RFPEIMREAT T AH Y. (1 55 I 0t .

T oAt LR S 5 4 A AR % 51, 40 Tnnodb, NDB Cluster LK% Berkeley DB fEfif 5|2 M) 2 it
MySQL #5405 5 AL PR A A A7 51 1 CORALFE,  £F MySQL HH X454 WRITE ALLOW WRITE 287441 5E .

H1 T My TSAM A7 fiff 51 25 A Y F) B AL 58 402 et MySQL SR LI R GBE S, B LA i 3 TRE A
My TSAM A7 fiff 51 AR A 7R G it 515, SRSEGIBR RPBUE I — LEREARF . T, D Tkl e
A, FR A P s 2 RN BRI -

i Session a Session b

Zl

READ

1 sky@localhost : example 11:21:08>
lock table test table lock read;
Query 0K, 0 rows affected (0.00 sec)

BIoRY test table lock JNiEdisE

2 sky@localhost : example 11:21:10> | sky@localhost : example 11:21:13>
select * from test table lock limit | select * from test table lock limit 1;
1; : : :
f f f ‘a ‘b ‘
| a | b | : : |
f f f ‘ 1‘1 ‘
o1l : : =
’ ’ ’ 1 row in set (0.01 sec)
1 row in set (0.01 sec) LAt 2 R 5 A o B 2E
H OB A P 28

3 sky@localhost : example 11:21:15> | sky@localhost : example 11:21:20>
update test table lock set b = a | update test table lock set b = a
limit 1; limit 1;

ERROR 1099 (HY000) : Table | H—TililE? #PHZE T
"test table lock’ was locked with a
READ lock and can’t be updated

4 sky@localhost : example 11:21:09>
unlock tables;
Query OK, 0 rows affected (0.00 sec)

R
5 sky@localhost : example 11:21:20>
update test table lock set b = a
limit 1;
Query OK, O rows affected (1 min
15. 52 sec)
Rows matched: 1 Changed: 0 Warnings:
0

1F session a BEIE E W2 J5, session
b 3R1G T HEYR, SRR

sky@localhost : example 11:48:19> 1 | sky@localhost : example 11:48:20> ins




ock table test table lock read

local;

ert into test _table lock

values(l,’s’,’ ¢’ );

Query OK, 0 rows affected (0.00 sec)| Query OK, 1 row affected (0.00 sec)
ARIEE B E IS 0 Tocal GBI HAth session [ insert AHFHTE
sky@localhost example 11:48:23>
update test table lock set a = 1
limit 1;
HAth session B HHHAFE 4 FH 2
WRITE
6 | XMEHRRE:
sky@localhost example 11:27:01>
lock table test table lock write;
Query 0K, 0 rows affected (0.00 sec)
7 sky@localhost example 11:27:10> | sky@localhost example 11:27:16>
select * from test table lock limit | select * from test table lock limit 1;
1; HoAth session #%FH %€
la | b |
S
1 row in set (0.01 sec)
H . session 1] LAk &L
8 sky@localhost example 11:27:02>
unlock tables;
Query OK, 0 rows affected (0.00 sec)
R DR
9 sky@localhost example 11:27:16>
select * from test table lock limit 1;
a b
111
1 row in set (36.36 sec)
HoAth session FREXP T
WRITE ALLOW READ
10 | sky@localhost example 11:42:24> | sky@localhost example 11:42:25>

alter table test table lock add(c
varchar (16)) ;

Query OK, 5242880 rows affected
(7.06 sec)
Records: 5242880 Duplicates: 0

Warnings: 0

1 4T DDL (ALTER TABLE) , ZRHL W

select * from test table lock limit 1;

a | b \

1 row in set (0.01 sec)

HoAth session FBEAR M FH ZE




RITE ALLOW READ &% (1) B 4 o

ITHE
ITHBIUEAE MySQL B SSeBLRIBUE 77 20, 12 AR 515 B CRTSEBLN, W) 0 RSB
Innodb fF#518, LI MySQL 7341 sUA7 ik 51 % NDB Cluster Z#02 SCIL TATHBIUE -

Innodb B e A A SEELHLHY
FIEBAT R A A B BAT 2B, i H R A SEER #4A7 2250, 10 Innodb & H A= 25 47
fili 51 BErp A s A T2 A7k 5138, BT LOX BLIRAT T £ 2504 — 1 Tnnodb (BERFE -

AR AL, Tnnodb HIEE HLHIAN OracTe $udhs %A A DAL Ao Tnnodb IIATZEE [FIRE 2 A PIFRSE
M, ICBURFEL L AR BUE LR SEBLERE T Oy T AT e MR BUE LAY, Tnnodb th [FIFEAE ]
TR CGREBUE) WS, Wty 18 = BN R HEAR BUX P A

BN HETHEG A OF LA BB N, @MU EPUEBUE R A O 21 B
Ik, B S DO — N8, AR B, (H2, WRIER A W EBUE KRR 2
MHAEBUE A2 )5, W RESE AR BUE RIR B 2 A O RERBUE BEIUFA I A CIBUE . T
B i 24— A S A AR T BB IR OE I IR, W 2RIB B B Ol 220 SR C e gk Bt 5 i
15, %55 AT LA ERUEAT IR Eisin—a @ Ems. Wk A Om 2 MEEsL BaiEg L
TR I — AR . R A OFR AR RAT (AT b s in— M HAB B0 E, WEAER
EmaAsIn AR A S IR LR IN R AE 2 AN, (R R R N B AR P
LA, ATRASE Tnnodb FASUE B SE RS BRI RAZ 9 DUR: JEgl (S) , HRlBt O , &Lzt (IS) M
T (X0, FRATAT GBI BUR MR S i X DU RT3 IR O R -

Hem At B3t B L & ] HEA

) X0 (IS (IX0
LB (S MR 5 MR IS
FAt B O i R 5 IS
Bt R LIPS e R
(1S)
B HE A B UiEN UIES e e
(IXD

AR Innodb HIBTUENLHIA Oracle AT Iy, H IS P S BRI o B ARISR Bt
& Oracle B{E S i 18 7 ZUE AT IC R PTE N EE block E MM ERABUERE, 11 Innodb
FRIBIE W 3 3 AE AR ) Bt ac S R 20— R 5 B A R Ja — AR 5 B 2 i s 1) EAR e e (5 R
IMSEELKT . Innodb FREXFFUE ST AFR N “NEXT-KEY locking” C[RIEUB , A4 Query $hATiEFE
Tl VAR, S BUE BGPTSR, BN A A

] SSUBAT N LA A 59 1, A M BI0E — MM 5, BUAERE LS ANAE AR A B E B S g0 52
RIBIE T3 FEAE B PR I TG T4 N B B R VL Tl P PR Bt o AERE LRI 5 R I T e 2 0 P REIE Ak
RRISES o T Innodb &5 HRIAFRE 2 T LI BeR) L, i DUAAT T8 6 £ 18] BRAVR SEERANE

BR T IRIBRA4S Innodb A RPERERI UM SENZ Ab, 38 R 51 SLBUBUE 17 b A AE AR LA BRI



an
[y
=3
z

=

2 Query JLIEFMI RS, Tnnodb 2B AT S0 BUE T SUH RGO I BE & IF &
PEBEI BT

2 Quuery IR SIS P el B8 A%, BodaAs 2= A8 2R 51 8 pir AR Bt v]
REATHB 73 JFANE T1% Query IS RERMAT A, (HR M SHB0E, O IE BBBUE 12—l
L, AN AR R |

® X Query (IS E N Bl I, AR 03 5 18— AR R T ) B AT A R I (R
FUURIRSAF—H) . —HESpiE

Innodb 7% 45 Bf B 0 B e S e

Innodb SEFRIRIZE 1SO / ANST SQLI2 #iyiu b s X ) Read UnCommited, Read Commited, Repeatable
Read Fll Serializable iIXPUFNF 45 FEE Z . [FIN, K T RUEBHEAEF S8, ST 2 AR S
Vil

ZHAER AR RGN g, ATEBUE BE S IERIEBIRE,  Tnnodb hAATREBISN . 2 T-FEM
(K17 AR R FRATA X PR AN FIA T, 85 0 A BUE 7= 1 h St — AN SERR K] 5 K 5% iers e
A fE . X HBRATEZEAH—F, 7 Innodb W4 RALI BIZEA™ 4 2 J5 & Wl SRALFLL o

f£ Innodb Y255 BLRMBUE LI, 476 TTREAEBRIBLE], S (e RGP AL AU i AR FE I ]
W LRI BZAEB I A7AE . 2 Tnnodb REI B RSE ™4 T AL Z i, Tnnodb 338 I AH B AR 40 Wi ok 1B 3% 7
PEZERI AN 55 TR BN S5 R PR, Tk S A MR I 355 B e e I Tnnodb 52 A AR s
HEHE 55 (/KW 2 MySQL B 5 TP 3 21 7 XA, 2B EAE Tnnodb ABUSEHIZ J5, 215
A5 2 B AR L ST I R P R AN 355 R e AR MR = 55 T AR 1A i 3k
G L, EFEBUT A SRR . (HR - AR RN, A RS T & AL
Innodb f£fif 5 BRI, Tnnodb JEBEINERLI BNZIEB), St REXE 1 4 s I B T A e v i o
BT o Ak, SRR AR R A s BPREAEAS Y 55 1) Tnnodb B5E 7] HRsE o

Innodb i€ ML~

mysql> create table test innodb lock (a int(11),b varchar(16)) engine=innodb;
Query OK, 0 rows affected (0.02 sec)

mysql> create index test innodb a ind on test innodb lock(a);
Query OK, 0 rows affected (0.05 sec)
Records: 0 Duplicates: 0 Warnings: 0O

mysql> create index test innodb lock b ind on test innodb lock(b):
Query OK, 11 rows affected (0.01 sec)
Records: 11 Duplicates: 0 Warnings: 0

%) Session a Session b
ATHUE AR
1 mysql> set autocommit=0; mysql> set autocommit=0;

Query OK, 0 rows affected (0.00 | Query OK, 0 rows affected (0.00 sec)

sec)




mysql> update test innodb lock

set b = 'bl’ where a = 1;

Query OK, 1 row affected (0.00
sec)
Rows matched: 1 Changed: 1

Warnings: 0

BB, HREARAL

mysql> update test innodb lock set b
='bl’ where a = 1;

WeBHIE, “Efr

mysql> commit;
Query OK, O rows affected (0.05

sec)

mysql> update test innodb lock set b

="bl’ where a = 1;

Query OK, 0 rows affected (36.14 sec)

Rows matched: 1 Changed: 0 Warnings:
0

fRBRFILZE, BOBrIEH AT

TG ITH A RB R

mysql> wupdate test _innodb lock
set b =2 where b = 2000;

Query OK, 1 row affected (0.02
sec)
Rows matched: 1 Changed: 1

Warnings: 0

mysql> update test innodb lock set b
=3 where b = 3000;
BPHTE, “EFRF

mysql> commit;
Query OK, 0 rows affected (0.10

sec)

mysql> update test innodb lock set b

=3 where b = 3000;

Query OK, 1 row affected (1 min 3.41
sec)

Rows matched: 1 Changed: 1 Warnings:
0

BHIEMERR, 56 BT

[ BEUE i A R4 A\ [ i 7

mysql> select * from

test_innodb lock;

b

i
| a




b2

4000
5000
6000
7000
8000
9000
bl

— O 00 N O U1 =~ W =

9 rows in set (0.00 sec)
mysql> update test innodb lock
set b = a * 100 where a < 4 and
a > 1;

Query OK, 1 row affected (0.02
sec)
Rows matched: 1 Changed: 1

Warnings: 0O

10 mysql> insert into test innodb lock
values (2,200 ) ;
BEBHIE, SEAF
11 mysql> commit;
Query OK, O rows affected (0.02
sec)
12 mysql> insert into test innodb lock
values (2,7 200’ ) ;
Query OK, 1 row affected (38.68 sec)
PHIEMRBR, SERddA
A5 FH 3 R 2 5 1 AS R 4l 1 BH 2 71
13 mysql> update test innodb lock
set b = ’bbbbb’ where a = 1 and
b ="b2";
Query OK, 1 row affected (0.00
sec)
Rows matched: 1 Changed: 1
Warnings: 0
14 mysql> update test _innodb lock set b
= " bbbbb’ where a =1 and b = "bl’;
Bl BH 7€
15 mysql> commit;

Query OK, 0 rows affected (0.02

sec)




16 mysql> update test innodb lock set b
= "bbbbb’ where a =1 and b = "bl’;
Query OK, 1 row affected (42.89 sec)
Rows matched: 1 Changed: 1 Warnings:
0
session $EAC 55, BHIEZ:FR, SO
pi N
17 mysql> update tl set id = 110
where id = 11;
Query OK, O rows affected (0.00
sec)
Rows matched: 0 Changed: 0
Warnings: 0
18 mysql> update t2 set id = 210 where
id = 21;
Query OK, 1 row affected (0.00 sec)
Rows matched: 1 Changed: 1 Warnings:
0
19 mysql> update t2 set id = 2100
where id = 21;
54F session b BEMCRE, HEFHZE
20 mysql> update tl set id = 1100 where
id = 11;
Query OK, 0 rows affected (0.39 sec)
Rows matched: 0 Changed: 0 Warnings:
0
S51F session a BB, HFHZE
PN session HAHSFSEAEAT T I PR UORE I G A REREIE IR BRI, 38 A T 404
7. 3 FEFAHNFIML WSQ
My ISAM R BR AL Y

XET My TSAM 7451 5, AR A I SR Z U A8 Bl SEBL AR e e i B SEEBILA T 0B sy U Bt T SR )
B AS RS AN, Bl A B T FE I BE YR A die D AF T B R RIORE B2 LU AL R, iir DA 3 B o B2 U5t

K14 IS Dl 2 LEFCA I BUE o0 2 2, TR L b o BRAROF A b B g

REMIIF A

FrEL, AEALAE My TSAM A0 5 38U R Ik, RS g2 ik R P A . i T BUE 2091
FEANFTRESCEI T, Bt ATRAT 50 75 SO T RELEUE RO (AR Je, AR it Lk mT RE I A b AT (44 )]




L G e 1)

ARFIBUC I R), FRLAN T, USRI ST R S 1K, (RS PR R A A AT B T o Wik
€ N RS AT RER R 2 ME— K 722 1k FAT T Query ST IS TR AT BE R A o

a) SR RIE % Query, KR AR Query 73RO LA/ NI Query 43 A idEAT

b)  JRATREMENL RS SR RG], A E A R T

¢)  JEik MyISAM £7f 5 2R RAF O BRI IS, 35 B,

d)  FHEE MBI My TSAM 5t S0 A

2. ESREIAT IR
Ui S My ISAM A, 1 o 305 TAHPHZE A, AT REAT L8 N2 A A 78 My ISAM A7 51 B (1) 2Lk
ARSI HRATAL, WINETIFT T o KREAEREIC T, MyISAM [R47E0E 5 3T — AN AR5 A7 s,
MBHi A& Concurrent Insert (FFEAIHAD) HIFFE.
My ISAM 174 515 — AN 48027547 JT Concurrent Insert NEEHISEELETN: concurrent insert, J
DAVCE R 0, 1804 20 = AMEM KB F
a) concurrent_insert=2, Joig My TSAM {7t 5 | 2 1 2 Bl SO 1) Hh 1) 35 43 72 A5 A0 DR A ) e i i
1M BN B2 8], # FCVE RO SO R #EAT Concurrent Insert;
b) concurrent_insert=1, 4 MyISAM f7fiff 5| ZEFE i SCAF o () ASA7 A8 25 PR3 ] R I fige, - BT RAASC
B #BHEAT Concurrent Insert;
¢) concurrent insert=0, JGits My TSAM £7£if 71 25 (1 28 Z s SCAF I TR0 7 A2 15 A7 A0 PR R i B 2 ds
M RIS R], #A fL4 Concurrent Insert,
3. AHER B E N
EARTE S AT R 3RATT TR T MySQL R e i TS 2 A A R e R s e if, 2R
IEOL N REREHER T Frik, WRIATT DRSS & B RG IR EEH) 2 Fp v 3 5 B L5k
%o MBRBMIRGZE AL T, W BB RUE S wvERe 0 0E, B0 DUl IS & B R A S E0E I
low priority updates=1, ¥§5 AL E N LML MK, BRI AT ik 35 I MySQL JS 5 4 Ak B 52175
Ko AR, WRIANTM ARG T LA R UEEIE S N PERe R s, WnT DAAHWE low priority updates
ZHT .

XBREAT5E T LIA XA, ¥ concurrent_insert 0 E A 1, L5 W B HEE W IR 10 7T B
PEAR /NI, m SO0 I PR VR 9l 21 23 () T AN Rl R AE 1135, 4 concurrent insert S E
2 FRATRLSE . AR, HE SO ) R A R ), R B s (A (RIS, R4 3 A VD PR I
FEHCE 2 1%, BT A R I BR AR AR/NEE, B2 B BUK concurrentinsert WE A 1 oA,

Innodb T804 2

Innodb fEAifi 5 | b TS50 TATRBE ,  BARTEBIE ML ST 1 By R i1tk B 40UFE v R L R 2t
S A, (H ARSI R AL BERE D) O T B T My ISAM (IR RBUE M. MRS IF R B AN
I, Innodb (1) REAARPEREFN My ISAMAH LAt 25 A7 LUAS B L34 T o {HJ2, Innodb MATZLBE [RIFE A S
Wag9 T, 4IRAEFHA S g, FTEESs ik Innodb (K13 AANE BE RILAUARE L My ISAM /5, L2 AT A
SHIE,

ZOREBAH] Tnnodb MATZBUE , MEBIAIKRERL, BA TS LU F TAE:
a) RATRELLFTA B R AR R 51 R 5E B, ATIEE G Tnnodb A4 Gidiit i 28 5 S hn 8 7+ 2%
N RRBE »



b)  HHBIFRT, ik Innodb FER 58 LIS NS W] BEMER, T BERI4E /MBS JE I, e
AN Z I BOE MT5E M H Al Query AIHRAT

c)  JRATREPE D FE T A Bt R 2 B A A, JRE S DAL TR B SR (1 S S i M BE T ANIZBE
HORTE

d) RPN, I BUE (B AT E N TR

e) AENVEIABEAVFIRELL T, SR BARION R 55 B B, LA MySQL P S0 55 B I 2%
53 B ek SR KT BRI A 5

i1 Innodb MIATZRBIE M55 PE, PrLAE e A0, il —2L LU H L Ay sE i R
(IR /NS, e A AT IR 25 1 AR 25 R sl B R A 23K
a) RNV, S RTRE S A AT R G ), Bk AR
b)  AER IS, RO R P i BT GRS SR AR
) R TARE L EICHINL Sy, AT LA AR T e R, I I R B SRl SR
PRI

FRGE S G Dl A

XTI E o, MySQL PEBA WAL L T TPIRESAR Bk RGN TR I oL, AV EFE
MySQL SR e 14 FAR AL 5

mysql> show status like ~table% ;

| Variable name | Value |

| Table locks immediate | 100 |
| Table locks waited | 0 |

XA AR AL FEd sk MySQL e g i e IR o0, WA B B R

® Table locks immediate: ;F=AEZRZ%EE HIIREL

@ Table locks waited: HHIRFZBE 4 A A= A4 O OCHL

WARESEAEMNRE B EFFHIE xR, BHI— O NN E RN 1. o 53X 5
Table locks waited JREE LR E, IBA U RGhRYB e 4 IR L™ E, MifFEist—L0irh
ft a2 e BEFHT .

XFF Innodb FHE I MATA0E, ARGt s oh— 4L P IRGS AR RoRICW, Wk

mysql> show status like ’innodb row lock%’ ;

| Variable name | Value |

Innodb row lock current waits | 0 |

Innodb _row lock time | 490578 |
Innodb_row lock time avg | 37736 |
Innodb_row lock time max | 121411 |

Innodb_row lock waits | 13 |




Innodb MAT BT RSB EAGE R T H0E SR EL, I0idx T 80E K, RPN, BLKE
A, AMNEH — A E B BURS B B R T A0 IE RS A Be SRR EGE . 0 SRS = 1 U B
T:

Innodb row lock current waits: qHIIELESFRFEE NEE;
Innodb row lock time: M FRZEEzh 3 INALH & M A

Innodb row lock time avg: HFHRZEEFETIE I (],

Innodb_row_lock time max: M ZRZEIHB) BN INAE SR e i 11— IR T AL IR R 5
Innodb row lock waits: ZRGiEzN)5BINALE B LA I EL,

X FX 5 MRS E, WRELEW E LR Innodb row lock time avg (ZEfF IR ,
Innodb row lock waits (ZEfFMRED Ll Innodb row lock time (ZEFFEIK) X=TM, JuH 2%
RERBUR Ry, 1 ARG RN IS, AT TF Z 0 KRG b A FG itk 2 055, AR5
AR 23 45 R TR e i &l

AN, Innodb H THALIX HAN RGURELEm 2 A, d$At i HoAth 55 o =5 1 RIRRIR S BALFRAT1 9
Mt . mrbld sk an N a5
1. dEdEIZ Innodb Monitor k3T FF Innodb [¥] monitor ZhfE:

mysql> create table innodb monitor(a int) engine=innodb;
Query 0K, 0 rows affected (0.07 sec)

2. RJRIEILALA] “SHOW INNODB STATUS” BAATIEE (HFHiH ARKZSIAEIILRT) ;

AT RE LA B2 A g A A B 5E B — 1Y innodb_moni tor (IFRWE? Kk Al i3 S b bl 2 51
Innodb F&ATTF RIS F AN IRA T, #RJ5 Innodb 4K LB 1) g5 2% LA BB e £ R i sk gk N
MySQL ] error log "', LMEIRAJS it — 25l H] -

7. 4 NG

AFELLMySQL Server HFIIBUE R IR, 08T T 2407 MySQL AT )iz B BE T SRR ZUBUE Al
ATBE R FEASZIUNL, I My ISAMRT Innodb 3X W5 K U (RAEA 5 | A R s A5 | 6 B FH 1
PAVOE AT HBIUE M T BN PER I T AR . SR, FREIE A PR BIUE T KR, g AR A
WIS . feJa T#F T — NAEMySQL Server U 3RAT R GE 11T & MAUE IO BRI PR, A A
BN AR R 5 A3 AR SR MySQL Bt BUEIT7 A7 — & A Bl .

% 8 & MySQL ##EE Query HILiL
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A 5
TEZ T “3m) MySQL W H RGEVEREIIAHRHER” —Fh AT O A0l T Query 1EA) 0 Hof FE1E
fersgmiAEs K, FTAART L 4% MySQL [ Query 15A) IALALHEAT AN (K43 HT o

8.1 i M/SQ. &Y Query Opti mizer

8.1.1 MySQL Query Optimizer 214 ?

75 “MySQL ZA4LE” —FHh i) “MySQL IZHRA R — b RAIEL T#s), 78 MySQL o —4 %
[ 5TiAL SELECT A astieie, Xl 2 B TA 1R 20 sl M i) MySQL Optimizer, JAEHL)
REALZ I TS T RGP R S PP EUTHE S, %) i SR Query &5 ARDCON S Ui AT &l
mjux%wmmmmg#%ﬁﬁ

2 MySQL Optimizer #YKFIM Query Parser (ﬁﬁﬁ%&) IR Query ZJ5, SRAE MYSQL
Query ) IIAH R /ﬂj‘ﬁ Query HEAT/H RS HTHIRING, ESMUIR 2 AT B TAE . s
b, TN AR, R AR, Efﬁzzﬁ:biﬁz%fﬁ/dﬁ Optimizer TAEMIME—H M, %ﬁHjE&ﬁEE’J
kg, W2 BT BT R

8.1.2 MySQL Query Optimizer &4 T /E 53

TE4r AT MySQL Optimizer W) TAEELZ AT, JETH#E—F MySQL [ Query Tree. MySQL [¥] Query Tree
S S DBXP R4 S 25K A Tree RIE S8 1 AR B — MR P58 Query TEA)IIIER T
T BB TAE D ER, AT LA Ak 32 — AN B A B A R, ORI 2 BL—A Tree (130

ﬁﬁﬁﬁlﬁﬁa Wi Query Tree FRATATLMEIEHEMEIE —1 Query Eﬁmﬁkﬁﬁgéﬁﬁﬂﬂﬁib DRI AL B,
IR SRR I, Kb BT U2 BRI, AEHES DBXP (1) Query Tree Apiadt 2, MySQL ffif] T
LEX A1 YACC XA T EIE%E‘EJKE’JLH& Gk 3 T H. MySQL Query Optimizer FIFTH TAEHZIE
TIEA Query Tree FTHEATH. A7 M ACUIIRXS MySQL Query Tree SEILAE I TELN (5 B ELALIEY
@, " LL5% Chales A. Bell [ (Expert MySQL) XA, HIMA LB VE 44

MySQL Query Optimizer FFANE A4k CBO (Cost Base Optimizer) , T4&7E CBO [)3EAE 14
T —/AN9EFR 4 Heuristic Optimize (JaRAAMAL) MThEE. i /&, MySQL Query Optimizer fEAL
A Query MEFEH AN A W EBALHAT THRIBIINHARE, A8 e R B R s BRGS0t E
K TR SRR E 38 T e RN . LSRN AN B A A2 AE CBO I SEBL R34 In T 6 4>
RBO (Rule Base Optimizer) [JLJRE, LABALRAEFELER: A M50 T 0] Query F2RETIUE I )7 A AT
.

M ) MySQL sk —4% Query , Efy AT AR SE O SR 28X & SELECT JF5E K4y
Query Optimizer ZJ&, Query Optimizer FZEaX#E4% Query BEAT, IRALALEEfri— o 308 21 Fil
B, HEWSREEME. JE Query FEWAAIAT RGN EL e, Jedi— L8 TE B B &) Wi 4%



P, SERRREAESE . ARG M2 T Query T Hint FR (WA , FhEor Hint {526 LSEA
% Query MIPATIFRI. WIREAT Hint 3 Hint {5 BUEAN L LSS MEHAT IR, W2 S
L BMGHE B, MR35 Query BEATEAMN TS, AR5 PG Hdsm AT &

Query Optimizer J&—MNEHEERMAERZ.OMINEE, BARTEIX B K SR LA s, (H2
fE MySQL W#B, Query Optimizer SEfp L&l TIRZHINMEE N, A B HEFERHATIIER]. 6T
MySQL Query Optimizer HHZMEE, KAz v LAl MySQL Internal SCRYIEATHE N4STHIN T i o

8.2 Query EAIALERBEEFRN

o M AiAt MySQL Query i, FATFES TE—T Query tHAJILALI LA BER A g ). —
Mk, Query AL A BELES AR 0] 32 SR BIAE LU JLAN 7 1 -
L P B FHEAAHT Query;
SERTALACKT BRI BB 5
HIRA AL B A
M Explain AT
ZA§ [ profile
K FH /NGl AR IR AN K 25 AR
SRATRELE R I S A 5
HIEH B 2721 Columns;
o AU A R I R A A
10. JSA[HeilE R AR Join 1A if);

© X NSO W

R AL AT R, BT 4 fT DAERAR Y Query ALARRI—ANIEARER, 5 T WAL
FRIBEA S o

NHEFATEEAS Query ALHIHREA LB — LR R b, BRI AT Query HUALEIIRIZ
WATHEAT -

PEALHE T 2R Query

AT 2B T EARA LT EAAG Query? IX/NMHIBRANHRENTE IR “ I ANGE A ) 250 ) o 7 FheAR gt
FiANT ERAL 2RI, I

A4 RE Query JEBAFHOLILIE? X T FERAE Z A REMLIRSIE. 12
Query PLILALA REHBHRERIMCE, MAALIM. RV, FIERIGIIE CHIAD 0
Query RHEEA FAHIIIELLITIFR BN Query Ko RRATATBUIILBLF IR 00 214 BTk
FE S 0 L

BB —A Query RR/NHAT 10000 2K, BFXHE 20 A 10. F55h—4> Query BE/AHAT 10 2K,
UG 20000 4~ 10,



FAsEE 10 WA R4, nTLLEH, P Query B/ FTVHAEN 10 SEH 2 —FEm, #2&
200000 10//Mif o EEFAMALTE —D Query, M 2010 FEAKF] 1810, Mt e UL T 2 410,
WIFBATHIA T 2 % 10000 = 20000 C(10//N) o WA EE AL A Query ik 2[R HUR,
BA T EAEEA Query #/> 20000 / 10 = 2000 10, FRALKFESMEIESE A Query 544 24 10
AR AN Query 1144 2000 4™ 10 SKRIKIZE ) .

Hk, i@ CPU Jr AR B, IR HR B 58 42— 4. HEHEEE A Query FRCTTHE —
ANPRBEYE, AT LAAEEEA R G RIS, JUIOR AR, M ALIXEEXT CPU I FELLR 2 IR A
JEHSEH

i, BATMR B RGHEWER . — NPT IR Query IfERPELE—MRIF KR
Query ZARMRZ . X AMIIFRM Query JERHATIERL, PFraekizgm 12 UE % Query IIFKRE
WIS TE, WK ARG EA SRR, ZDIE)E Tl E, RN mIFk
(¥ Query SERE TIATTRRI, BB R A Ja Al AR T BEAL A2 AOHEPERR, AR Z I v] BT A B L AN R
ARG Crash fil. WRRPUBRIIXFE DR, RETAIFELBE RN Query HERBLEHIR
fritkkl, Rgehizla) Crash, HERHERA MV EARSH. HEF R B ERIRS )R, R
GBI R LT, FLBHRASOGE KRB AL Active MILBAEHATIEL Query. I
FEBR—ANIFRIFAREH Query SERPATHRI, 2DTATETT IR REA R T KRG E L
5, B RS A HE LLITE .

JENTHRALNS B2 (R P RE TR

AEATER - FH BN Query ZJ5, HfFgER2 A ZRAAC, X% Query 1A
ALY BT ABAAL? AW A TR, B4 FIERATTZAMAT A, A e SR n) 8 .
MABES AR Query BHRA MM, WEU—F, WEHUTA— A MU kR e 2.
KRR AT REBEA AL R S FE R I AR [ A, SR AT RER R i R AN B — D af Lt 45
Ko XBER A, BAEDIESR RE R RIEIA PR FIRIEA BEXDE R 2y, WERIUGERERA M2 4bT7
AR, SRIE T ARIE L S Rl 2y M) 2GR ok 105 Al el A5 ™ T

FITBL, ARSI 40 2 Query ), FATHSCEAIB XA Query APRSIBIIR 10 42
CPU. B PR N AE B U7 IV FE TR Z N TH], ISR A/E B a5 sy A H P45 J7 et TR 2 3t
YR ?

— kUt 75 MySQL 5.0 RAURAF, FATAT LUl R4 H 41 PROFILING ThHeqRis & 4k i —A
Query MIHIUITE. 48K, WRBEAKH TAEAH MySQL IHLEYE 5. 1 RRASTH AG IFRE Cln
Partition, EVENT %) JRERF & LGB SR 355 M L A MySQL 5. 1 FIURATARCAS, W REALE
IMEM XA DIRE T, AN EEAE MySQLS. 1 RAINITFUR FIRRAH HASCRE, Ak ik NAEH X a2 1%
IhREESORT R MySQL 5.1 1EZUAR (5. 1.30) XN &4t 1o 1y i3 I3 A IEAE AT 16 MySQL J2
4. x JRAS, ASAT Rt K EEE AAT 0T Query IS AT R, $REBIMEREH RO

WIEA AL H AR

BEATEMN RN T 4 Query MIPEREMMSINZ I, WA LHEL /3 HT1% Query PFTog I BIREM Query X
RGN HNT AW B AR BT WIE0 AR, PG Rers 2 — Mg 8 H i HAK



R, MARAMEA S — AN AR BOR . JEHR T Se s ] B B DY BE R Query SE200
It

A BOE AL H AR ? IX AT RERARZ NARAEH SRR, X3 A ot —#. Zioe —E R
HAR, ARl TRAARARBUEA M, e RN SRS —BoRUL, BATE 7 EE 2K
TR H AT AOIRGS RN AR B A A RIE R e b i Query AHSGIECHE X BN AR5 R
1M HAE 2 T % Query FEBEAN ARG HTSLBLITIRE. T 7 Bs R BEAMOIRAS, FRATTALRE &N T8 Kb 7
PreR 2 M RIS ), Walin 2 7 JATRES 2 M E MR OL. 1848 71 Query MBI EX RN
B BATRPAZANIE LI Z Query IV FERBIARE DL F 75 ZHAE 2 D BH,  oflkE AT 2 AE 2 D 5t
o ), W% Query PrSEBURLIRERAESEA N RS O 2 AL, FRATTAT LUK 73 #7 %
Query R LUE M ARZETTUELG], i BN B AW RIIEIZ Query [RIZSCRETE Al R AR 21T 2
Ko

HPATERE TREAF R G, BAPEART UG Z Query NAZ AL 1 MEREVEHE BRI, X B
HOTEATAL HARE L ARt i FHRAR R OUAL T BRI 8 7o WR% Query SEBLAI N
ARG S, BTt 20k H A 5 i 1] - BEARE 28, BIAEAE AR L) T Lo ik D
YL, HEUNi 4 schema Beit, JHAERGIAUNEE, WTHEMOE T L. MWIRIZ Query Frscdligg —LL36A
FEARKEEATRE, IRBATATLAE H An 5 g ) AR 28, i) SR RAE AL E R Query [ITERE. Xk
I, BT ZER AR AL TR, Wb IIRESEEL, AN L L

M Explain AT

MAE, MAHBmBCEWHH T, ARERIFHET NG T . EOIILARR TN TR ? %
FHH—A, MExplain FFHAT. AftAa? B HA Explain A B85 VRIK, XA Query 782
PL— M AFERIPAT VRIS o

B2, H— B0 AGER, Explain JUZHSKRIRI—AY Query 75 i IRAS A B b AT o
Rl e Bh T2 07, AT T ZEAR A HARTE B O A —ANE Wi H st . A IXFE,
AL BARA AR L. —MEFEH SQL WAL B3 (B il SQL Performance Tuner) , FEAUALATAT—
AN SQL iR HT, #NAZAE A Ok T8 — AN HUE AT TR, ARG AT R S, A
B Explain KU UE A2 1) 45 FOE M 2 H CHOE MHAT IR R TSRS FUH AT TR F5 ZEA K i
Query MIEIEFEHREEXN G5, RS2, HR/Rmm iR,

28R, ANTCsEN, FER—ERXH CHRBHAT RIS G e 2 B, KRR LR T,
WIS MySQL Optimizer FTIEFEMIHAT I RIS BRPATROR A SE T F R I LF, FRATT SR I SE W
LR MySQL optimizer FrApmI#hAT 1%

AL B, R REIR T —MEALIIFEATT ), SERR R I8 75 B 3 A AN (R 45
LR SRR IR SE R AR Sy o 8RB AS— € T A DA I E P R A X R — AN S8, R
FEBER, NIRRT, HAEAIE G, B BRA R .

TR T BRSO A B 2 5, AT RE BIACH LN AR

RSB S TITPNIDERE S S



R NEXAEPLAL SQL A IS /N IKEN KR, AN NN IXFE IR ™. ufta? I
NRFLeE WHERE 453 P2 e BTl 9 ) 45 RAETFAN— € it Bl /N R PTIR [P 45 REEK, WTRERMT /I
FEIXFPIE DL T Un RARR AN R IR BN KR, et 2 R PR RERCR -

HIXRER a5 R AR A S PR, 45 MySQL H Join, HA Nested Loop —Ff Join J5ak, Wil
MySQL [#) Join #5 2 i fR IR R ITN) . IRBN G5 KA, Prs ZARR LN gk 2, I AgIRsh#
(U5 ) B VAR R 2, AR VT I SR B, RIS B8 8 10 1R, IRz 7, REAARW
ANATHEAR AN, T LR IG IR EAN REBE S R 75 B4 FE CPU , FTLA CPU iz B &R, Brid, g
BAUAL A R /N R A SR R W AcHs Bty DRI U85 el e R KR Z IR Z, 45 50k
T e BRI Al R T 2 IR RS, Rz, Pras BRI R BT />, SA 10 & F0 CPU 128
His. MH, A ZIE Nested Loop 1) Join Bk, U1 Oracle ) Hash Join, [FIFE2/NgsREE
IR K I 4 R A IR

FrlL, AEAUAE Join Query (RN, fdAR RIS “/Na RENKE KGR, R IXAN )
K BEEIA R K, IX B> 10 SELELKL CPU B85 AIEL
JRATREAEZR 51 P 58 1 HE Y

HIH H 21 Columns

AT LE Query RS HELH A O 20K Columns, JUHZETEATFH) Query o A2

X TAEAT Query, IR [B]FR)EHE #1 At 75 B30 ok W 28 £ Hs A AL [l 255 7 o, W AR ECGHH Y Column 22,
7 B AR IR A B AR SSIBOR, AN TR IR 2617 55 7 11 % ik & I AL S I 2 v Xk, #2—ANIR
W

WS BTN Query kUL, SEMIELH KT o 76 MySQL FAFEPFHE RS0, —Fh21E
MySQL4. 1 ZF 255, SBL 7 U Sk 75 B P 10 - BORT AT DL B e 7 BAH AT HA I F 55 B
H, SRJGAEFRATIT e HEF X, GEM S5 sort_buffer size W) HHHMTHET, S8y 2 )5 X
AT FREHE B HGH PR 221 Columns, AR UK PP RE TR 2207 M P B . 58 M B2
MySQLA. 1 JRAFFEAAE et 5k, —IRVER T 221 Columns A3BHUH,  ZEHEP X @A T+ P 5 H
BB IR M 251 SR P v SUT SR T BT Il — B, B TOREIIRENL 10, AR T
HF W) Query BAJIRCE . HE, RSO JE I B2 T B — MR T A I s L A — R
BZIRZ, WREAVKEIEATEMN Columns WK, SRR S HE P B B EM N A7 78
MySQL4. 1 Z JaifiAH, FATTAT LB 'S max length for sort data ZEUK/NREEE MySQL &£
S PPHE P RIS B A S . M BTEHE IR Columns [ B4 LSk B R/
max_length for sort data WEFA/NIIRE, MySQL bk £l —MHT &k, k2, WSk
PEEE R G L . O TR AT BeSe Sk RE, AT B AR R B A B 5 MR SRS, T DAAE
Query HAAHGHIRATIT TG EEH) Columns JE AR A L2

BAE ] S A R DE A

RN Query TEAJMIIMRARA S HEAN— DRI, BR2 %A WHERE 1A)h I ag A 1%
B, SEbr ERXIFAZ ANER ISR . JESCIAIHT Query iHAIIIPEREILSS SRR BE M BT il At



P S R U R B, T A R U 1) e D BBl S E AT S
A2 UL IE S A2 A R HR? THF T sl

ks EERIEANH LA group TR 1L message FEAE o
Y. 1. fnEH ) ID A nick name

2. {5 TR group message
3. group message FAEAE ' ID (user id) #1 nick name (author) PP 5]

JT&E—: BHF ID FH)T nick name W #AE A IESAFHE WHERE FA) k2], Query HIHATTE
il

sky@localhost : example 11:29:37> EXPLAIN SELECT * FROM group message
—-> WHERE user id = 1 AND author="1111111111"\G
sekskskkskskskskokokskskokokskskokskokskskkoksksksk ], row  skekekskskskskokokskskskskskskskskskskskoskskskskkosk sk

id:
select type:
table:

1
SIMPLE

group_message

type: ref

possible keys: group message author ind, group message uid ind
key: group message author ind
key len: 98
ref: const
rows: 1
Extra: Using where

1 row in set (0.00 sec)

JrgE= AUBCRALT ID AEJad g4 A FT8AE WHERE 1R R &), Query HIPRATHRILIT

sky@localhost : example 11:30:45> EXPLAIN SELECT * FROM group message
—> WHERE user id = 1\G
sekokskokskskoskskokskokskokskokokskokskokskokokskoksk |
id: 1
SIMPLE

group_message

row kskserskskskrsiskskskoiskskskerskskskrskskskskk

select type:
table:

type:

possible keys:

ref
group_message uid ind
key: group message uid ind
key len: 4

ref: const
rows: 1
Extra:

1 row in set (0.00 sec)

T QUK nick name 5 uE AL WHERE 5~ A K&, Query AIFAATHRIUT



sky@localhost : example 11:38:45> EXPLAIN SELECT * FROM group message
~> WHERE author = "1111111111°\G
sekokskokskskokskokskokskokskokokskokskokskokskekoksk [, row  skekskskokskskskekokskokskokskokskokokskokskokskokokok
id: 1
select type: SIMPLE
table: group message
type: ref
possible keys: group message author ind
key: group message author ind
key len: 98
ref: const
rows: 1
Extra: Using where

1 row in set (0.00 sec)

W —F =AM PATTHRIGHR AL W], B Query HIPATRBSHFI 2] TR 451, i HARZ
“ref” FM. AIRATAN 0T, Wi, group message uid ind RIIMRIIBEACSE N 4 (key len:
4) , W1 user id FBERAA int, PrUIATATELADE H Query Optimizer 45 HIMIIXANZY B
SR . 1M group message author ind ZH|MIZR5IHEKE K 98 (key len: 98) , KK author F
B XN varchar (32) , TIATAE 4482 utf8, 32 % 3 + 2 =98, MH, HT user id 5
author CRIET nick name) AEHRZE——XM (1), FTCAF—/ user id AMRLLIdsk, HEA P MIH
author WA ERAMHEMICTK. Prik, FFEIEGETE group message author ind 25| H IR A#
AL KT group message uid ind RPN F AR, AERBATU MiZz 5| P
PRI EIE R S E 2. Frll, #EF group message uid ind AT HFRIA 2 AT AT VR 5k
U, BT E A RRA S, M TE 20 WHERE 44005 % — RMEA U user id
— AN UESAT T R .

AREA L NS, TRUARA user id Ml author WIEEEZERARTINE? SRR, BURTTRELLK A
ANRGIIRE 2, POVEMRERIIMR IR, RolE 2 mek & oK,

RATRBIIFA—ERRREITH 5, BRI RE W, FFA R AT A2 A i DE 451
B VERE B o ESLPE NS, HESAAEEZ BRI, BRI Query AL
PRPATV R, R PERE, G/ B KA M S AT TR BAR 2250, A Reik e AR AL

Query,
ST RS ST A% (1) Join FIF- AT i)

FATHRANE, MySQL FEJFARIZ— B IFAGE RS, 2IF ARSI g, REUBEAIERER RS S
JH R, JCHGEIB RSO RORIN Query IUINREE R AN, X T2 MySQL Bt It (1 < I B 48
AR, WMBEAFES. AT Innodb fAA#5 18 M T-SEBL TATHUE AT REIC ZERE LT — 22, W RAEH]
(K] MyISAM F7Af51 %, Jf A — BEmIINE, PERE T FEARW W PrEl, AT Query WEAIFTL L2
FlZ, PricERUE MBS . Bt U, BRI Join R, Bl BHOE K RIEANE, P
FHZER A Sl . A, RN LA ZR I Query BRI RIE DN BON I Query 15
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MREMRZ E AR, KEI Join R IIRZAMHAN Query WERIZ)S, MAZIATHIMEE
ACH A2 T LR GE I T ARR AT FE L SR T, 58 S KN TR AN B iy S T 2
S, RXAMEIUE T BAEAE, (HIPAR T Edia . JATTLLEDH—F, — D8R M Join Query
WRIFERAT IR, Pl EUE B AL, FTRERON AN BHLZE IR RN, R0 — AN
Query, 1T EHUE MBI D, BEHZERMR L/ MREZ . BTl BOVEZRI Join Query AT A fE
FERAT Z TR PELZE 1R Bl 5 22 IS ) o it L, BRAT TR 128 i AR 55 (R JF AN 2 LI — A Query 373K, &
HIRZARZ JLAE R, FERIFR RS, WA Query [ REEE i S IR [ 17§12 e B A4 AR B RE ) the
PR ARG S TP S IR SR, R MEERE, PRk, AaeikRmgew .

X EW, WRATERZ VREZ NS Ao A S AT . 72 MySQL o, &Sl
H G b2, ARMER B AMREF AT TR, ARZ IR WIATR S Al AT, ) Query Optimizer st
A A MySQL B 54y IR Bl X EUREAE MySQL6. 0 3 BT (e, A5
SemiJoin HJHATIIRI, 7T MySQL6. 0 E§FATEN A FREAL HI 2 IR A AR IZ 1) — B Al BT L, A
Query PEALRIREREH, BEANH 7 Ay IR it )R A ZEAEH] 1 &t

XA AU L LA U, FEANE B Query HUALHH gt H s ZEARENIX L s vl LA,
HEAGEYE Query Pk A REE LIS NIRALIL . AESLPr Lt Rerd, BADEF REBEENR 2 A BN E
AR S, BRI T ot R RERR S AN R N I3 SOR B AR i, 30 s, S, A1l
HPLte, WoRAER], e A EESEHLZA f kK

8.3 #4%If Explain #1 Profiling

8.3.1 Explain 84

UiH Explain, HERZIEHA A CLHTE 7, MySQL Query Optimizer I iLAIHAT
EXPLAIN i 2K & VR AT TR A F — M A FE AT T RIEROCAL IR AT Query. LA, BILL#E Explain
AR Query W E AR UFFRATARER TR fEARTRT I st i, —/NMFr) SQL
Performance Tuner 7E8)FAL—A Query Zuy, Skt iz am — MNMERHAT IR, it
TAE R R SEIZPAT T RITTAE 25 A i 4

FEBA SR Query MALEREH, FZEAWIIAH] Explain SREAEFATHISFHEZ A B
BAPZAIARZ R BI B Explain REAEMERSSR —FE, PHTM Query AUALHSN 1% 7870 FIH]
b

FAEHE— FAE MySQL Explain DHErH 43 FA 7 (1125 Fh A5 Sl IR

¢ ID: Query Optimizer JiyE AT vH&irh Arfyfifes) s,
¢ Select type: FFHIMA WS, F2AH LT XL )28
<> DEPENDENT SUBQUERY: —¥-#rifyr1 Py = )28 —A> SELECT, HAfiT-AMar by it 45 AR
<> DEPENDENT UNION: F-#r#rff¥ UNION, H.h UNTON 1 J\%5 —A> SELECT JF-44 )5 i T



L AR 2R 2

SELECT, [FIFEACH T4 M B 2 v 11 45 SR 4 s

PRIMARY: AWM RINEEW, HEIFA L FH A,

SIMPLE: [ 725l UNION Z Ah ) HA A5 1) 5

SUBQUERY: F i) A J= A I 55— AN SELECT, &5 SR AHHT-Ah il A ik 45 T4
UNCACHEABLE SUBQUERY: &% B4R TGV A7 1) 1~ £ i)

UNION: UNION i&f)Hh a5 — A SELECT JF4A 1 It B A SELECT, %5 SELECT & PRIMARY
UNION RESULT: UNION & 45 5,

Table: Wi — By Il (3 e (R AR I 44 B s

Type: SVRFRAIRR AV 7730, FEA S MR RA,

COOOOO

O all: AR

& const: R, HiZ Haf 4l xULid, dT2ws, Arbischr bR ZE—K;

O eqoref: W HA—SRULES R, —Modiid el ME— R 51k U]

& fulltext:

& index: RG|HIM;

<& index merge: AHIHPEINEHMNAS (BEEZ) K5l RIEHNRTIERHAT merge 2 J5 i3
IS E/F

<& index_subquery: FAEMEHFIIRMIG RLBAH G2 —NRE] (BRI E5) , HEAZR
TR

O rang: RHIVLHEFH;

& ref: Join iBAIRBNIR RS GIH &

& ref or null: 5 ref MME—X IR/ HER 5151 2 2 AR FR3G In— AN {E 1 A i) s

O osystem: R, XK KA ATEIR;

<& unique_subquery: F-Zrif) IR A 45 R Be AL A R T El o E— 2R

&

Possible keys: &M LLFHIZRG]. WRBEAEMRGIPTLAE, #le Woaxpinull, X

T ZER T IR i 2 | R 1 R o B

Key: MySQL Query Optimizer M possible keys ATkl FH IR 5],

Key len: e i &SI RS B

Ref: FHZMIEH & (const) , MBRANARMIEANTB (WNFZ join) KidJE CET key)

P

Rows: MySQL Query Optimizer it RZGWEERIMIG TG BAL S H R I 45 AR 10 55

Extra: 2 aGE—D LA 115 B, FZnJRES LU NN

<& Distinct: &k distinct {H, Frllmysql 3 7% KL EIR)GE, #iE iz Em &
W e 0y ) T AR R A A0

<& Full scan on NULL key: F#MlJHH ) —Fr b 7o, EEAEBS|TFELRTV5 i null
R4 FH AT 5

& Impossible WHERE noticed after reading const tables: MySQL Query Optimizer iHid
WAE B ZETHE BT AN ] e AF (R85 R

& No tables: Query iEAJP A FROM DUAL Y& AL {7 FROM F1;

& Not exists: FERUE/EIERLH MySQL Query Optimizer Prifiid )5y Query HIZLMIM
AE AT, AT LS 23 sk /D i U5 1) (3

&  Range checked for each record (index map: N): @it MySQL ‘B 7 FWHAHIR, 4
MySQL Query Optimizer V&AL HInT DMEA IR S FIHE, QI a ik A i
KHFMECH, FTREA R I AT LAME o 5 Rl R R MT A5, MySQL A A 7 ) LA



H range 8% index_merge VjIn] 7 VAR EIAT.

<& Select tables optimized away: AN MEHFELE IR A R ECK U MAEAE R 5SS F B
I, MySQL Query Optimizer ZilikZ5 [N EH e BT T BT 5E A 1
o S8R, HiEEELE Query "AREA GROUP BY #4F. wWiffi MINQ 22 MAX O I
5

<& Using filesort: MIRAIN Query HELFE ORDER BY #4E, 1 HICIER R S| 5¢ eHE 74
YERII, MySQL Query Optimizer ANFEANIEEEAHN HHEFHIER LI o

& Using index: Jrg 224t AR 2L Index RII0]4x 3R 7510 AN 75 225 2128 h UG

<& Using index for group-by: H#EVji M Using index —#f, Pritg &t A ws L2 Ug 51|
Al 1Y Query I T GROUP BY i# DISTINCT —FHJIII %, W47 Bthir R
th, Extra FHfE B4 & Using index for group—by;

<& Using temporary: 4 MySQL fEA-4byfdE i hZiifl Hilm i L g, /& Extra {52
I Using temporary . FZH LT~ GROUP BY #1 ORDER BY “5#fFEr.

<& Using where: WIRFRAIAEEHCRIGPTA Ed, B0 A RAGEL R 5150 SR 7
TP, W< Using where {§ 8

<& Using where with pushed condition: X —AMYANLE NDBCluster {74548 h A4 <> L
M5, 1 HiE #2385 4T FF Condition Pushdown PLACIZhfEA AT RESHAEH . 51124

24 engine condition pushdown .

XA DB B s Bk G — N AFIN Query WAL Explain Fr i R FIE B

BB AT R HRER Query:
sky@localhost : example 11:33:18> explain select count (), max(id), min(id)

—> from user\G
sekokskokskskokskokskokskokskokokskokskokskokokekoksk [, row  skekskskokskskskekokskokskokskokskokokskokskokskokokok
id: 1
select type: SIMPLE
table: NULL
type: NULL
possible keys: NULL
key: NULL
key len: NULL
ref: NULL
rows: NULL
Extra: Select tables optimized away

X user AR A U], AHRAN SIMPLE, KOWEEAAT UNION thARJ2 7arif. SRA %L MAX MIN
DL COUNT =3 Firife B s 41 n] Ll i R 5 | s Ae s LB e A A3 20505, LA S Extra {58
A Select tables optimized away.

PRE—MME A — /I Query, — T &H]:
sky@localhost : example 11:38:48> explain select name from groups

-> where id in ( select group id from user group where user id = 1)\G
seekskokskskskskokskokskskokskkokskokskkokskokskksk ], row skekkskskskskokskskokskoskskskokskskskskokskskskskoksk



id: 1
select type: PRIMARY
table: groups
type: ALL
possible keys: NULL
key: NULL
key len: NULL
ref: NULL
rows: 50000
Extra: Using where
sekokskokskskokskokskokskokskokokskokskokskokskekoksk 2, row  kekskskokskskskskokskokskokskokskokokskokskokskokokok
id: 2
select type: DEPENDENT SUBQUERY
table: user group
type: ref
possible keys: user group gid ind, user group uid ind
key: user group uid ind
key len: 4
ref: const
rows: 1

Extra: Using where

Hid id FEFEATATLAE S0 MySQL Query Optimizer 45 HIMIHAT IR JEX) groups HHAT 4K
i, ARG 2B A Vil user group 3K, FTHEFH A 77 & DEPENDENT SUBQUERY, X A i £ 4k (1) 1 1)
TR, BT AR AN, P DAR SN ref, iyERMFE const. RILUME
MRS WRA, —ADRHET user id, 73— MNEEET group id K. MAHAZET group id HIZRHI
user_group_gid_ind WHEHIARTER G THE? & FAS ANl I OCE &2 2 T
group id M. 4R, )5 MySQL Query Optimizer M 2iEFETHHIIET user id KRS

user group uid ind.

BT RIECR, XEPAFREEH T, KA A48 Explain DIRE T H N IR
MI#A Query, TAARMIZERATR MySQL R EAIE1T.

8.3.2 Profiling [fiH

TEARZ L TP BATEEE R Query Profiler KET—2% Query IMEREMIZN, 1XH A7
MA4H—F Profiling (KR F A FH 5%

BRI —4% Query, FRATTELTE EOE 2 ANTEIX S Query HITERENRSN 2 EKAEME L, J2VHAEMR CPU
WHEKZ, EREFTERR 10 #ERZ? LAREIEEN T X5 R, 7£ MySQL 5.0 1 MySQL 5. 1
ERF e AR R 2B T, Wi 2iEiL Query Profiler DifE.

MySQL ff) Query Profiler s&—AMEHAEHR IF{EN Query Wit TH, #iiZ T HATDISRE—4
Query FEHEANPAT I FE 2 Mg W FEE L, CPU, 10, IPC, SWAP%%, LLA kM PAGE FAULTS,



CONTEXT SWITCHE %545, [FINIAHETSFE]1Z Query HATILFEH MySQL AT H 1854 pR BCAE Y5 ST A A A
H. MHFAVEF Query Profiler HIHEAKRAVE.
1. JFi3 profiling &%k

root@localhost : (none) 10:53:11> set profiling=1;
Query 0K, 0 rows affected (0.00 sec)

W AT “set profiling” x4, BILAFFJEHRM] Query Profiler Mjfg.

2. AT Query

root@localhost : test 07:43:18> select status, count ()
-> from test profiling group by status;

| status | count () |
| st xxxl | 27 |
| st xxx2 | 6666 |
| st xxx3 | 292887 |
| st xxx4 | 15 |

fEFF)A Query Profiler ZhEEZ A, MySQL it HahdskATH AT Query M) profile 5T »

3v RMAGETRAEHIPT A Query [ profile #2455
root@localhost : test 07:47:35> show profiles;

| Query ID | Duration | Query

| 1 | 0.00183100 | show databases

\ 2 | 0.00007000 | SELECT DATABASE ()

| 3 | 0.00099300 | desc test

| 4 | 0.00048800 | show tables

| 5 | 0.00430400 | desc test profiling

| 6 | 1.90115800 | select status, count (%) from test profiling group by status |

3 rows in set (0.00 sec)

JHIFAT  “SHOW PROFILE” iy & 3REUCU AT RGP IRAF 12 Query [H] profile [MHEEAE ..

4 EFXTEAS Query FREUTEAN) profile 17K
FESRI BN LA B2 i, BT DOR B A 225 S 1 Query 1D SKIREUEAS Query ZEHATILFEH



TEAN) profile fFE T, RARERAEWT:
root@localhost : test 07:49:24> show profile cpu, block io for query 6;

| Status | Duration | CPU user | CPU system | Block ops in | Block ops out |
| starting | 0.000349 | 0.000000 |  0.000000 | 0 | 0 |
| Opening tables | 0.000012 | 0.000000 |  0.000000 | 0 | 0 |
| System lock | 0.000004 | 0.000000 |  0.000000 | 0 | 0 |
| Table lock | 0.000006 | 0.000000 |  0.000000 | 0 | 0 |
| init | 0.000023 | 0.000000 |  0.000000 | 0 | 0 |
| optimizing | 0.000002 | 0.000000 |  0.000000 | 0 | 0 |
| statistics | 0.000007 | 0.000000 |  0.000000 | 0 | 0 |
| preparing | 0.000007 | 0.000000 |  0.000000 | 0 | 0 |
| Creating tmp table | 0.000035 | 0.000999 |  0.000000 | 0 | 0 |
| executing | 0.000002 | 0.000000 |  0.000000 | 0 | 0 |
| Copying to tmp table | 1.900619 | 1.030844 |  0.197970 | 347 | 347

| Sorting result | 0.000027 | 0.000000 |  0.000000 | 0 | 0 |
| Sending data | 0.000017 | 0.000000 |  0.000000 | 0 | 0 |
| end | 0.000002 | 0.000000 |  0.000000 | 0 | 0 |
| removing tmp table | 0.000007 | 0.000000 | 0. 000000 | 0 | 0 |
| end | 0.000002 | 0.000000 |  0.000000 | 0 | 0 |
| query end | 0.000003 | 0.000000 |  0.000000 | 0 | 0 |
| freeing items | 0.000029 | 0.000000 |  0.000000 | 0 | 0 |
| logging slow query | 0.000001 | 0.000000 | 0. 000000 | 0 | 0 |
| logging slow query | 0.000002 | 0.000000 | 0. 000000 | 0 | 0 |
| cleaning up | 0.000002 | 0.000000 |  0.000000 | 0 | 0 |

T S SR CPU AT Block 10 FVEAE, AERTEMW, X T e EaglaidEw @& . 8353
B A 4 L, #BT LLE S AT “SHOW PROFILE ssk% FOR QUERY n” RFREN, A7k v LLEAT
TR AT

8.4 St HAMAERSI

K51, W A EE EA A E R AE Query DU RIIARAL T-Bez — 7o ERIRZ AFER
PRI N AR S ML TR ST, RNER S RESALE Query SATIVIER, TIFANKIIE AT A2 PR
JEHRRGIS IR, FEE A, LA FR G Z X S AR ARG T IEBUDA R S D 31T
) Query PEREFZMIMRK, PrUABATHENZIRABAE MySQL R R GIHIFEASIIL, LLEAFRI RG] Z 18] X
Bl A RES T T BT R B U R 5 R AR KR E 5T Query IPAAT 2%

7E MySQL 1, FEAAVIFEMAIRG], 34 B-Tree &5l, Hash 5], Fulltext K5[IH R-
Tree 51, NI RXPURFER 51 LA S5 2 SAF QR — A KB 2o



B-Tree &H|

B-Tree Z45l7& MySQL Hfla b AL A MR G168, BR T Archive #5152 SMNRHAR AT
Ari s | B S HF B-Tree R5lo AMUNAE MySQL 2 antt, SEbr bre HAd (4R 2 B0 4 3 R g
B-Tree R5IBFFRA NI EINRGIRA, KELIEHN B-Tree K5I KIAFfifk &K ALK 77 (1 4
R AR AR LI

— kU, MySQL Hf) B-Tree 5 |MIMH A KZHF /L LL Balance Tree [WZSHRAAAENT, A
SE T LR T BB AAT LT Tree 1) Leaf Node, 1fij HEMTAT—/™ Leaf Node )i 4% i K BE4R
ATERAHEIN, PFrAFRA TR KRR Z A B-Tree &5, FIREEFEHEAE (B0 MySQL ) &R A7 i
B LEAFA O B-Tree R E S AFELAIME SIS . W Innodb £74E5 1581 B-Tree 2 45|5E
B FH R4 4 A 5B 2 B+Tree, Wal 27E B-Tree &ty ndent LA TR /NISGE, R
Leaf Node [fith TAABUR S IBEIAH OGS B2 Ak, A7 T 481 5% Leaf Node AHABMIJG—A™ Leaf
Node MIHREHMEE, XEZLEN TIMRAG R ZAHHLL Leaf Node MR IE.

7t Innodb fEfis1%rh, fFAENMARIEXMZEG], —Fiad Cluster B E8EZR Y| (Primary
Key) » ah—Fpl & FHAd A7 518 Can My ISAM A6 5 12 ArBO8 NEAAH RN 18 B-Tree K751,
XMRGIE Innodb (AT HEFR A Secondary Index. I [HIFRATIE L B 78 RAE WX PR 5| IIAE L
T A~ E AR

MNon-Legf Nodes

PK t t
roo Indek|Pages root| Secondary Index

——_ ——
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L]
Ny
L+

|

4

|

EEEH RN
[l T
yd |

R
o el fﬁrﬂiﬁ%% rAER

Leafl [Nodes
Index| |Pages

RO EBLERD
fRO BIERD
O EBLERD
d
Ny

| MO BIED |//X >
d T >

MO BlED
MO B1ED
MOJ BlED

KR 2i sy Clustered JERAFN) Primary Key, AUNIHEER) B-Tree R5l. PIFRGIAE
Root Node A Branch Nodes Jj[I#PiL &5E4—FEM. 1M Leaf Nodes FHHINZESR T . fF Primary Key
1, Leaf Nodes fEiBIM 2R ML FrEHE, AMUNERE FH BN Hds, O AL BEds, A%
P L EHEA P HES . 1 Secondary Index WIFNIABEEIY) B-Tree RIIWAHNKMZER, HAETE
Leaf Nodes tH T AFBUR I AT EA, A7 T Innodb (1) 3 5E{E



FrLA, #£ Innodb H 4 SIS B kv i) B BCR 2 A w1, MW 2l Secondary Index 3K
Vi3 118, Innodb ¥ 5GiE Secondary Index MIAHIER, HIEAHMN RS IHAIZR S| Leaf Node
25, TEPIELL Leaf Node HHAFJ A == B FAE 1 = 82 5 | SR SRHUAH Y IR B 4T .

My ISAM A7fifi 5| B8 0 Btz o | A AE F R 2R g | 2 AR/, A FHER T R g o — A — HAESS
g e T H MyISAM #6551 1& 5| M Innodb ] Secondary Index FIfEfif&iftiFEAMF, THE
DX ot MyISAM 766519845 Leaf Nodes LI TAFUR SIS B2 4b, TIAZRRE B3 A7 2
My TSAM i SO AR N B AT 945 B (W1 Row Number) , {HIFANSAERCE B BE(E B

Hash Z&5|

Hash R5I7E MySQL A RIRZ, HATEZR Memory frff5[#AEH, 1 HAE Memory f7
%51 ¥ Hash ZSMENBRINR G258, Frif Hash R5], SZPp bateiid— &M Hash 59k, #
TR T Hash 188, SRIFKHERIN Hash AN A Hash £h. RIGFFRFER RN
fi, FNGEE R ZLAIATAH R HIEM Hash 325, 85 FAT Hash K1) Hash T LB HIAHRN
IUEEHSH

7 Memory fF#51%rr, MySQL &S HFAEME K] Hash &R5l. AIRIR 2 N HURIVF, Wil dkEmE
—If) Hash 51, HEHHFIFMEZ WA AEEIE? 75 Memory A7fif%5 1% Hash 51, W s 2| AEmE—
{H, FERETIEEAAANTRER R [A > hash BEE N LA SERIBAAAE, SR LIS SEBrBEAR A I i
A I DR £ (8

T Hash RoI4MFREENE, R RACFAEE R, R RAT LK EN, AT ES B-
Tree 2517 EE MY &P 2IR T s J5 A eV 0] 21 0015 SUIXAFE 2R 10 Yin), FrbL Hash Z5| R
WET B-Tree &3,

AIREIRZ AN AA5ER T, BESR Hash KROIMRCREL B-Tree miiR%E, N4 KFEA#HH Hash
Ro|MIEEAEFH B-Tree R5IWE? L[ HYE A MWIITER, , Hash BB —FF, SR Hash &5k
RUFAET 2@, (B Hash RGIA G i T ISR R P ok TR 2 BRBIAT B, =2 DL R i 2.

1. Hash ZHUUALEERE “=7, “IN” Fl “<=>7 25, ANHeA G HE 2 i),
T Hash R5|Fr L& T Hash 125 2 511 Hash {H, ArLL Hash K51 HaEH THM
RHyE, AR T TSI, PO AN Hash SyEAEEY JE 1) Hash {HR/NR
2, IFARERIEIEH Hash 882 e s —FE,

2. Hash ZR51JCEEAA] F R RE S 25080 (1 HE P 34
T Hash R5IMAFHUNEZE Hash tHH 2511 Hash {H, 17 H Hash fEK/DN R IFA—E
H Hash IZEFTIVEE M) 5844, BT DU TR R 2R 5 | 00 Kk S AT A Ak s 55

3. Hash RIIARERI A>T B A if);
XTHAEEG], Hash RII7EVHHE Hash HIINHEEA SR EH 25 —IHE Hash {H,
AN BT Hash {8, AT DS 3RA TE L 414 R 51 FT i — A0 LA R 5 AT A e i
{5, Hash 25 JCykp A £

4. Hash ZRGIFEAT A Ik #RAS BE 1k S 2R 11 5
AN L5008, Hash REEBRGIEEN Hash 882 )5, K Hash 2545910 Hash {8
HFEXS N AT FREHE AR —> Hash &, i H it FAAEAF RS BEAF/EAR] Hash (B



FIRE,  PTLARIAEBA T A2 A Hash SEAE IR IC R 450, AR IR Hash 5]
TR SE AT, I B Uy 17 2 P K S B B AT N 1 AT 4 AR I (K 45 23

5. Hash RGN Hash EAHSE NG DUS PEREIFA € itex t B-Tree K515
SFFIEPRE LRI R T 8, WA Hash K51, IABAN KK EICFIREE R
FE5IR A Hash (EARSRIE . IXFFEDEAIE— S0l R IOt 2 AR BRI, P RESS IR 2 AR M
2 RRBAE V5T, I AR TERER b T

Full-text &5|

Full-text ZHBEERATHE VA CRE], HRTAE MySQL P ACH MyTSAM 7Rk #, i AR
FEAS S FTAT OB A S A 0] . HROK U, XA CHAR, VARCHAR I TEXT 33— A 28 (0 41 ]
PL@t Full-text &5,

— MR, Fulltext RH|EEHIREACHCRIL T LIKE ~ %% #4E. SZfr L, Full-text &Kyl
FEAR LI BER AL G AR LIKE #2:45, i FLASE N 2 F B &1 Full-text ‘R5[— KA
N TEZ ==

Full-text RGN B-Tree KIIMSEID BN, HRMFEFEZEL B-Tree EARAFMET
ey, ERAIEAEE S T BN AN S HEULES, it il g AL, R 7 B 347 0 B m FREA T
Rile —RBOKUE MySQL RZE MU TR M. AR Full-text R, AN BRI A PIE
9y, IR BRRT R G TAT R AR AR, B bR e i (B R AD R GIER . BTEL,
Full-text R5|H, HIEFE B-Tree RGN IIFAZ BT MK, M0/ 2 Ja MR 5145
Yo £E B-Tree G 58, AFHCT A0 baa R fE e, DLKSR RS im0 5 b i v 745 845
BAER G HHEER A P I ESS B

Full-text RIIAULAESLIIBMIILEC AT 4k, ESCBL 7T ARE S LA & k. %, XA
DU 2 3 e A7 2 MERf sk T B8 I K 5 FATIRAE T o Full-text M@ —S0pF @ iBvAG R, &6 FARTE
FCT AN ILES,  f g AR I RO (R .

Ak, H—RURTEREER, MySQL H AT Full-text ZRIAETSCCHFFHHIEA KL, THEAK
WO B8 = J7 HAR T s 4l AR 5 e T H. Full-text BYEVEEFTHAGR BT BRI, i BAAE R ] 58
B 2B 7 P 2 I R R AR VP AY

KT Full-text MISEBrEMI 2 FARABME A, BXEEEFENATLAITSM MySQL %
T Full-text MSRMME TR 1 #E NP R .

R-Tree &5|

R-Tree 5| nl et JA AR A h AR D IR — Bl 51568, 32 TR AR s ) K K 2 11 1)

;EE]EO

FE MySQL 1, SCHRF— Bl RAF TS A5 R e 58 84 GEOMETRY,  HAE T+ OpenGIS #iE. fE
MySQL5. 0. 16 ZHIFRIARCA, AXAL MyTSAM A7 fiff 5| B S0 Fz Bn 268, (HIE AN MySQL5. 0. 16 JRATFAR,



BDB, Innodb, NDBCluster Hl Archive f7fifig |8 IFan 52 FRZ e, 29K, BARZ R4t o | S H T
UHSZFE GEOMETRY #i#is2sd, (HRAUXZ )G MyISAM A5 FF R-Tree &5,

7 MySQL R T HA IR 2R PR R-Tree SRR JIAEHE R, AL % (MRB)
5 BRI RS]

BRI A MyISAM 16551 3 Fra3 025 (R-Tree Index) , (HAZUI SR IRAT RS 0 i 2545 T
Bo, GIEEZREEYE LI B-Tree R5|FFEAT LUEFIPLAA RN, MR G|HEEMALET H]&
g R YO B A R s, AR E] R-Tree &H5|, MiXHE, B-Tree RHIMLLHEN 1T o

BT R-Tree RHIMITEAIN-AAIE MG G20 MySQL £ FH F 1.
R | IR B 5 an ] ) g Je B R 5

ARAE B e A AR ENTE R 5 | e A R I3 Ry BRATIE AT R IR, 1EIRATTH Query $UATHITE
PR, AR AT BE AR B I ARG 2 R I AEORE SR RRCR I [RI,  Wgh FRATT £kt E s>k 77— 4
SO FEM . N I FRATE 9% MySQL A2 5| A1) L5 B fie— AN Fa7 B (K 2047 o
EANORIEQ

RGeS TRAT 1 R I e K3 AL vl eI 8 I A 8T — e i T e, (8

B AHRE S TR LLB AT AR 22 I ROR Hcdia e vh IO 28 5 1A ] fiE 1= 2k
R IR, BRARER P (1 10 A

FANE FEATE R A7 132
HBRT “Refs i e s

7S
7S

S, AR AR T BRG], Pt R IR 2t At K% 7 BUE AR R A A F I I
CISN S FNIE T vy & SR 11 /S ke (N A TR (1 i SOl AT R P SN -4 €1y = R (B e U 2 2 o i
Kcas FUR R mR AR R R ROR I T HRAGE, REEA MR R, R RS
HEFP A

BAVFNIE, BEAD RGN R G B R 5 | B R AT HE e oAy, Bl S 3ATT Query i
)RS LR R, RBA TR 7 B R 518 5Bl — 5 MySQL Query Optimizer
TR mysqld ERASEEE 2 G ARHET 7, OO R 5 S 80 202 i 2 20 7 I HE 205K

IR AR ? AR EBINE FAEA R G158 (EIR M R e 7 SOE AT H P R 5 A
YA, PTUAERIAIN Query AR RS AERAE, 0 H ALY BRGNS Be 80 A
mysqld [AFERT AR 2R 5] CL28HELE > (K3 AN 28 17 2 s 0 AL PP R HE > B

HEF > LR A LSRR R AT NAEAT CPU DR, A RIATREM AL AT HE P 0 LA D AT 4R
3l KBRIIRRAG CPU BRI FE

2R 1) Bk g

R A BT DA T, HRBANABICE BRI AGEATH RIIX A 2 atib 2 JEHA R 5
REfRk Query PLAbifELs, HERIL Query IBATAMEILHURE WHERE 5] p (K146 A A AR R 51



WS, RIIREE IS M R R AR, WA G/ BB PERE, (HR AT IR KK
AN ) U R 5 | e A S T R A — B Bl . BGRFRATIAE Table ta i) Column ca £
HTEY| idx ta ca, WAEATHEF Column ca MIHEEAE, MySQL #FEFEAEEFiR P Column ca [¥[F]H,
WEEH Column ca MMZRTIEHE, VHHED A BT R EEARNE R UE B 1w RIA B AT
Column ca HEATRGIHITE, MySQL Fr i ZEMAAA U BEFrR T Column ca HIMEE.. XFE, Frafy ki
B S () B TE FE AU G N T SR TR 10 BRI R G BT R IkAh, Column ca [WERHI
idx ta ca ZFE AN, W HBEE Table ta FIREMMWK, idx ta ca Fr A AL
WG o T LLE 5 1b 2 KA it 2 1) B s T FE P 1S

DA 2 A i AR

FET R TRZOIAIE B 5, BATRE T RIS ELF, KE TR Mook 1 .
IRBAT R JERAZ I TR IR R G R 77 % G e ?

Sebr b, JFBCA N ARE I AE AT LIE R € SO AT A P BV IZ IR 5 A T BN Z B R
5o BUNBATRKIN IS 5 AE R K%, AAAERZ IS R, FRATEZ R AENS FR 2 ) LA (1]
S SR B BA 10 B ke 5 s ZE B R 5 o

& BURER A AR T BN B R ]
2 Bl A R (IR B AT R I Mdom o el D i BT IR (R i, A TP T AR RIS 1Y
AL EATHRNE T, RO ER BT R G 3 7 B 0 Bl Query ) 10 B HIHAT
Bl BTLA BOR BTN AZ A B I B 4 F 7 B BT R 5

& MEPERZEMFBANES ARG, RIS D A4t

ME— MR ZE - B R FRIR e 2 WRES T B, AN - B AR A IR B B v A7 7 I nT e s
IR 2 AL MEEZ A, SAMEESSAEAE T T ETsUEE 2 Hidssth. X Tixk
FB A AR B EQE MR T, KO RIERAIEE T R5], MySQL Query
Optimizer KZEIMMEM A LIEFATH, WHRAT A% MySQL Query Optimizer #hi T — F X
ERETIEF RG], BAAER BRI SRR, XA RE T KR I RE S . TR FB
AMEES A RE A, IBAAAE 5 BRI 2 51 Vs ) B (1 I 25 koK S REAL 10, HL5
A7 e AT e id 2 K = A 10,

XEEE TR TR IR TS A S BRATE R G U 1) & il 1%
MySQL 2> #2251 R (1 SR AUy RAK P BT U ) o — SBOR Ul B Ml 0 KA 778 2 25l
3, AHZIR LR BE K 2 B AN 2o AR B A R 28 5 B PR BB — S

AT LR35, BADE RS AR EE N A R B LR . RN EH A BB —
i L ZORIIC R A, FATSPUL ALK ITAER) X Bl ol SRR HATAREAE P ERRG], K
LA BEAELFT N 3 Ah— Al S i S BT ZER, (AR AR AE X s vl Bl e
Y Bl vl B, XA S s E A X Ba 00, M Y BE 0. wnbakal— H A Ak
56 A BEPTS NPT ALK RRRE] B BAE T, X AILIEAE SRR AL X 2 it
b, ATZATEREE X B CAES T, KRR X T, X, sikr EEg
HHOUE A TR X A GOPNIR 1o AEREAT R Ak, RIS L O IR A B



IRTEFER KIS A S BRI T 10 Vsl &

AL, AR —ANE N TR 2 B AR, AR U e i B R (B] o SR AR
REIE R A, i TARIER S ™ A #HOE BN 10, FRCR ELRE T @Rl iy 10 1)
MARUFERZ, WAEASINEL 10 KM, FRSEREEE 10 PEREM T .

R BALEN Query WILEREH UL, =4 Query PriRBIMEHHEN 7 43&H 15% 1
A, AN Z P R 5 R SEBOX A Query T o XFF “15%7 XAMECF-BATIAREH T
FETARAER, (22 ADONHIE] T MR E R P BOFANE & BRG],

& EFARE BN T RAE SRR I

FmrER G EATCE L 7, R B B B R, AT E R R
B, RN EEE SRS Hd, DA ORR S UG RURERR . XA EET R A2 10 Ui R
B, AMUOGEM LR Query FIWININA], B2 LR AMERE RGN TEBEIHAE, KBRS
IIR7E= e

R, AR R I T Bo G S AR 51, Wi Al S i 8 Bt ] DA, 52
CHEFEREE T 1B BIRAT AR BB AR NSRRI T RERD, RRoreh, dAsRARb
I ? PSEil, IXANIEECHEREE ST AR 2 i dds e 8 ek E AT ] — I W) B A e B3 D (A B8OR AR T i
FBUE N A B ORI, R % 7 B A AR R, m R LAY B A
SRAT R, TSR R B S, IR R T B EAE S ARG R, WARBATEY
ZTBIA WIS, mHEE AR, i L R R A R A Ik
SEH, FA N BT B s K (0 B DA th 2 m] A2 19

& A HIUE WHERE 7] (17 Bo Az B R 51
AEIEAH N AR QORI ETE T, !

FRRERGIERAGR

FERBE T/ T —F MySQL MM R 5] DL R 5 A G A B FIlr— A7 BUR & i 2R 512
Ja, BATRTEA T AR T ORIATAT Query T o FEARZ N, FATH WHERE 16y rP R S 4 1F
FEAFRET XTI T B 2R 2 20 7B B il i 4 M H A7 E T WHERE FHJ
FEIKBRIAR,  BATTHOLZEA LW, AN I PETE el (10 7 B LR G S AL AT 7B ()&
FAFPRD Bl AN HAERTIE?

X IR L, ARMEAT AR R, BATTENZ IR %S, P Rr &8 AL
55, A IEHE TR T SRR e UM E— " TR AT T AR 2 1 R 5 SR R A P RE R [R]
I, ik EOR IRCR T . ARSI RONA 2T BN, BIE BRI ml etk € bt
PRER GRS, IR R R I M At i bE i R 5 | v (B, 4 3RATTARY WHERE y~A) P
WA 2T R, B X2 A7 B R AR A & R 5 SR G E AU g 41
IR AT B MRS E . POV PR 5 il vE B F A e B, Al 4 &R 5L,
FEAES VBT 205 S 2 I L, ARV B2 1, b Uil 2 i 10 B



AIREH L A e U, TRFRAT AT Lk G 2 A R T W], Afs, FRATTATLCKE WHERE 1) rh i) g —
ANFBARGIE ARG (R E A S ? FEIXFEIE LR, MySQL Query Optimizer K2
A L B ) — ARG, REHBET AR RS B R R T[RRI A 83 T 2 R 5 i
if INDEX MERGE SRARAL AT, wJREPTCEIM BRI Ao Lk B b B — AN R0 T . DA an Rk
FEiL INDEX MERGE KACAL AR, sk ZUim 2R, [FHE LR Uy 0] 200 ) LA R 51T merge
BRAE, Ty R I AR T BE R 43 LR B b — AN e U 2R 5 1R 58 i A v B 1y o

FE— R s, AR A IE 7 B K2 25 A REL I8 90% LA L%, iy
AR I8 7 BLaAE A M SR, Je— BTl TaUE A AR 5], TR AR B I 5 T 2
WAZAnE . DU B BA TR AR, BIERAT A Query "H4 R T0 JHAE, HPEU AT
EARER, P B BRI AR AR H R o

2R, BABIREA G R TIAZ U T 28 B A I P A 7 BUARBE— AR S, BATE N %
RELE—ARIEA Query WERIFTAI, REmD R AR ERGIECE,  J8b R 2 i
KRGO SAS,  [RII3E AT LU RO 2R 5 | I RE A7 i 25 1] o

BEAN, MySQL 3 BATRME T — DRG] A S 1ThRE, MAUE TSRS £ MySQL 1, Al
A DAAUE HIZEAN 7 BE AT I8 72 O R TBER R 5% 7 B RIE BN 51 T IA7 fif 2 TRl AN 3
RGO R, TSR T DR BUE ] T 7 BOIT R LA B ML AR AN 7B SR FkAT
i LRGN T BINITSH N A B Z MEE, Ko iErE B AR B, TR S Pror i) i Eodhs &
HUE N, X RRTS R 5| AR BEUE Rl A7 i 2 [V FE, (ER AT RESTIE L Query s )RR I BROK FAIG
S ALK

Query MR TIEF

EALEY T, AT Query B TAFAEZ AN IESAT, X ZAN L IESAA T RS AR T A el B
LRGP, FIXMIZE T, MySQL Query Optimizer — It FACGEWARIE RE St Bk B —
MEFRZ Query ARSI FEMAW, HAEASE T, AlGeet M TR ARG G vHE B A S AL
SERE, BAIfES MySQL Query Optimizer H S IIREMIGRIE, it At IF B IEF— N IEERMR S
T HAL SRR BRI R 51 o AERXAPI R, FRATRASAMIL AT, /& Query 14900 Hint $2
7~ MySQL Query Optimizer Uizl FHURANZR 5 N ANZAE MBS 2 51, sl 1k 8 A k) 45 1 kak 21
FHIE T H 1

PA VX FYGE L AEATES 295 “Query TEAIPLASEEASRREANSI 19 UL I A 28 il 9 4%
PE7 HPoRBIRRG ER group message RINZGIMMEL %, AR5 FLAT 04T

4 group message I &RG!:

create index group message author subject on group message (author, subject (16)) ;

WEENRIMEEMT (ETRIESEANE TR -
sky@localhost : example 07:13:38> show indexes from group message\G

sekskokekskskokestskokekskskokekskokokskskokeskskokoksk 2. row  skekeskskekekskskokeskskokekskskokeskskokeskskskokskskokok

Table: group message



Non unique:
Key name:
Seq_in_index:
Column_name:
Collation:
Cardinality:
Sub_part:
Packed:

Null:

Index type:

Comment :

1
group_message author subject
1

author

A

NULL

NULL

NULL

BTREE

seksokekskskoketskokekskskokeskskokokskskokeskskokoksk 3, row  skekeskskskekskskokeskskokekskskokeskskokeskskskokeskskokok

Table:

Non unique:
Key name:
Seq_in_index:
Column_name:
Collation:
Cardinality:
Sub_part:
Packed:
Null:

Index type:

Comment :

group_message
1
group_message author subject
2

subject

A

NULL

16

NULL

BTREE

seksokekskskokestskokekskskokeskskokokskskokeskskokoksk 4, row  skekskskekekskskokeskskokekskskokeskskokeskskskokeskskokok

Table:

Non unique:
Key name:
Seq_in_index:
Column_name:
Collation:
Cardinality:
Sub_part:
Packed:
Null:

Index type:

Comment :

group_message
1

idx_group message uid
1

user id

A

NULL

NULL

NULL

BTREE

sekskokekskskokestskokekskskokekskokokskskokeskskokoksk 5, row  skekeskskekekeskskokeskskokekskskokeskskokeskskskokskskokok

Table:

Non unique:
Key name:
Seq_in_index:
Column_name:
Collation:

group_message
1

idx_group message author
1

author

A



Cardinality: NULL

Sub_part: NULL

Packed: NULL
Null:

Index type: BTREE

Comment :

KB Sub_part 1, BATATLAES] subject F-BOEULHT 16 ANFRFAURTEIE DR T, Tl %
BAMVEFEANAFHI ) user_id , nick name 1 subject FEXMIERATS EE (weiurazs) , Ayl
XA AT 2 L TIAAAE T group message TSR FATRITEAFAE =5 A AR H] -
idx group message author , idx group message uid Fll group message author subject, [ HtR%0
RS user id SEhr EAGZA —A> author ZpJlME—XI R, FrLAsEPs b, JEIRZMEH user id
author (nick name) F[RJHE—RAE N S Ao A SAEREH], PG 2B 2 84— R, 4
R, BABETTE subject LIKE “weiurazsh XANSAKILIE subject AHICHIME R

WP = ARG 4L, MBI E RS, F-ATHNTE group_message author subject Z5I7 PALEFK
R SRR R, o ARG T subject MRHIMEE, subject AIRATH AW LIS 1)L
B, P MEEMEH user id , author F PEILFEMEH MZ AT IR .

sky@localhost : example 07:48:45> EXPLAIN SELECT * FROM group message
—> WHERE user id = 3 AND subject LIKE ’weiurazs% \G
sekokskokskskokskokskokskokskokokskokskokskokokekoksk [, row  skekskskokskskskekokskokskokskokskokokskokskokskokokok
id: 1
select type: SIMPLE
table: group message
type: ref
possible keys: idx group message uid
key: idx_group message uid
key len: 4
ref: const
rows: 8
Extra: Using where

1 row in set (0.00 sec)

RIHE, XA EHAT IR, SR TFFARETTRE MySQL, PREAFRATE A A author
KHATILYE, Optimizer MARANRIEFE group_message author subject EXNERG[, XAFATH M

=i
H o

sky@localhost : example 07:48:49> EXPLAIN SELECT * FROM group message
—> WHERE author =3 AND subject LIKE ’weiurazs% \G
sekokskokskskokskokskokskokskokokskokskokskokokskoksk [, row  skekskskokskskskekoskskokskokskokskokokskokskokskokokok
id: 1
select type: SIMPLE

table: group message



type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

range
group_message author subject, idx group message author
idx_group message author

98

NULL

8

Using where

1 row in set (0.00 sec)

EIRBATSCAMH author FENEWZMET . B MySQL Query Optimizer A33RBEATIEF
group message author subject EXANZRG|, BMiiFA1E T analyze T2 EIFEHISE R

sky@localhost :

example 07:48:57> EXPLAIN SELECT * FROM group message

—-> WHERE user id = 3 AND author = '3’ AND subject LIKE *weiurazs% \G

sekokskokskskoskskokskokskokskskokskokskokskokokskoksk |
id:

select type:
table:

type:

possible keys:

key:
key len:
ref:
rows:

Extra:

row skskskskslkeekesksksiskskskskskeksieskskskskoskeskekeskekesk
1

SIMPLE

group_message

range
group_message author subject, idx group message uid,
idx_group message author

idx_group message uid

98

NULL

8

Using where

1 row in set (0.00 sec)

[ user id 1 author PIEHIEE, MySQL Query Optimizer N FRIKIEFET
idx_group_message uid XMEG[, BRAARZIRATE IR,

sky@localhost :

example 07:51:11> EXPLAIN SELECT * FROM group message

—-> FORCE INDEX (idx group message author subject)
—-> WHERE user id = 3 AND author = '3’ AND subject LIKE *weiurazs% \G

sekokskokskskoskskokskokskokskskokskokskokskokokskoksk |
id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

rows:

row skskskskslekesksksksiskskskskskeksieskskeskskokeskekekekesk
1

SIMPLE

group_message

range

group_message author subject
group_message author subject

148

NULL

8



Extra: Using where

fEf)a, BAIAEAFA MySQL A IALIEIAEULA Query IHEPT I R g h e, i 2o
Jf MySQL Query Optimizer FRATTEAFHMEANZRSIM Hint Difg. il MySQL fFH
group_message_author subject IX/NRGRFEMAMN), A TEBIBAIIT T B

B, =4

MU A, AR
WA R

& FERUNIERE group message_author_subject IXANRGIA G A ZE—A
WA RERE? KK Ul

I mysqlslap BEATISEFRPAT %4 Query HIPIHAZE 3L

sky@sky:™$ mysqlslap ——create—schema=example ——query="SELECT * FROM group message WHERE
user id = 3 AND subject LIKE ’weiurazs% ”~ ——iterations=10000
Benchmark

Average number of seconds to run all queries: 0.021 seconds

Minimum number of seconds to run all queries: 0.010 seconds

Maximum number of seconds to run all queries: 0.030 seconds

Number of clients running queries: 1

Average number of queries per client: 1

sky@sky:™$ mysqlslap —create—schema=example —query="SELECT * FROM group message WHERE
author = 73> AND subject LIKE ’weiurazs% ” ——iterations=10000
Benchmark

Average number of seconds to run all queries: 0.025 seconds

Minimum number of seconds to run all queries: 0.012 seconds

Maximum number of seconds to run all queries: 0.031 seconds

Number of clients running queries: 1

Average number of queries per client: 1

sky@sky:™$ mysqlslap ——create—schema=example ——query="SELECT * FROM group message WHERE
user id = 3 AND author = 3’ AND subject LIKE ’weiurazs% ”~ ——iterations=10000
Benchmark

Average number of seconds to run all queries: 0.026 seconds

Minimum number of seconds to run all queries: 0.013 seconds

Maximum number of seconds to run all queries: 0.030 seconds

Number of clients running queries: 1

Average number of queries per client: 1

sky@sky:™$ mysqlslap —create—schema=example ——query="SELECT * FROM group message force

index (group message author subject) WHERE author = ’3’ subject LIKE ’weiurazs% =~ ——
iterations=10000
Benchmark

Average number of seconds to run all queries: 0.017 seconds
Minimum number of seconds to run all queries: 0.010 seconds
Maximum number of seconds to run all queries: 0.027 seconds

Number of clients running queries: 1



Average number of queries per client: 1

FATAT LIS A B, I IRATAS I Hint 2 JGiE$E group _message author subject X/MNEHIM
Query ffisi bt HAh i = 4 BEPIR £ .

R IXA RG], Bl T DA AR Query BUIR, IEFEGIEMR G HEARH EEN, i BT
I SEBIHIER] T MySQL Query Optimizer JEAEAEATIMXHSREW LS M B IPAT IR, AEAT S8 %, 3
TIAEASE L N AT THHUkLE MySQL Query Optimizer MUARAR[) “ARVEL” , 4 HEERAT 10 DAL

MR, EATREIU R AR T A TERRGIER T I EZNE, JF AR I #S 5¢ A MySqQL
Query Optimizer, {HIF¥&A & YFRATRIRZU ARG DN ESER RG] NI TERFEGERYT]
LR, I BRI s TGS, (B R 2 H s Pk e BsaE H i .

Lo XN TR, ROEERRE N YA Query WIEMESH IR G];

2. (EEBRAEGRIIIRE, MET Query HkJE MR E I 17 B R 515 BT h HE BB SE ATL 5

3. TRIEFAG RGN, JREEFE AT LIRS A5 1T Query ) WHERE H)9 8 2 7B IR

gl

4. RATREE I Mgt 5 B AR Query IEVERIE BIE RS IEZR 511 H T osc i i 8 H

Hint NAFEHIR LSS, BOYIX A 5 B AP SeASE N, - [RIISE 30 =4 ey K 9 78 XU o

MySQL 2 5] ) B il

EAEHZRGIER, BRATENZ T ARE MySQL 1 R5IAALEMBR G,  DUMEAEZR SN A R AT B 1t 7T
BRI AT R I . RIS T H AT MySQL 72 5 i AR G RIBR il
1. MyISAM A7t 51 3858 5 4K B M AU BRI 1000 747475
BLOB A1 TEXT 2R 41 H BEAI AT SR 5 15
MySQL H ARk E & 51
ERAET (1= 88 O) PIRHE MySQL iz R 51
PEFEBAE T REus )5 (40 abs (column) ) , MySQL iR H RS ;
Join ifAJH Join SATFBERIIA—BURINHE MySQL TRVEM AR5
i H LIKE #AER Iz an R4 OB AT F4G (" %abe. . .” ) MySQL TGvEA &R 51
i FHARSE A IR MySQL TG A Hash &5 l;

© XN w

FEBAVEZR G AR, B L X LR, JEH R B BT R ST O, KR
2 oy U BA TR A i 2 3 AR R R PR RE e AR

8.5 Join HYLINRIR K AL B R

BT RATE L 7 T MySQL Query Optimizer M TAEJREE, 2217 Query DUALHIHREAS J5t )AL
B, PR T RDIEBNET), X ERANEHESE Query AP AR AL, HBER v BEAEAEPERE R
(K1 Join ify, GREEHATH Query PLALZIR.



Join FSEBL AT

fEFHE Join WHAJIDUAL I Z AT, FRATE SEEIARAE MySQL P2 W T RSEI Join 1), HZEPfE
TR 5, AR LR R T IR MySQL H Join YSEELR B

76 MySQL o, JUf7—H Join 0%, slad KA SN Nested Loop Join, ey HAbAR 2 Kk 14
e fi¥) Hash Join, A Sort Merge Join. W44 X, Nested Loop Join SEfx bl il YKz
(R4 RN N TR, ARG — 4 — 4 Mk i 25 R A B R A I pE 4R 2] B — AR b it %k
P, REGIFE R WRIEAE =AY Join, WHENFINRE Join 45 R AEVE DRI LA,
OB A S 228 = AN R Al Eds, Witk R .

FHIERATEEL A =3R Join WBAIRBIKRUI MySQL ) Nested Loop Join SEHL T2,

i HTEER Explain —/ME MySQL 5. 1. 18 A FFUH LG R (FEZ ariiAH U2
BA G R, SERR AT R AARD)  FrEL R s B 3A 52 MySQLS. 1. 26,

Query WIF:
select m. subject msg subject, c.content msg content
from user group g, group message m, group_message_content c
where g.user id = 1
and m. group id = g. group_id

and c. group msg id = m. id
A TAEF RG], BATEL LT N ERAEN group_message FRHIHN T > group_id [ET]:
create index idx group message gid uid on group message (group id);
RIGEEIANN Query MIHAT IR

sky@localhost : example 11:17:04> explain select m. subject msg subject, c.content
msg content
—-> from user_group g, group_message m, group_message_content c
-> where g.user id = 1
—-> and m. group_id = g. group_id
—> and c. group msg id = m. id\G
sekkskokskokskokskskokskokskokskokokskokskokskosksksk [, row  skekskskskskokskokskskoskskokskokskokskskoskskokskokskok
id: 1
select type: SIMPLE
table: g
type: ref
possible keys: user group gid ind, user group uid ind, user group gid uid ind
key: user group uid ind
key len: 4

ref: const



rows: 2

Extra:
sekskokskskokskokekskokskokekskokskokekskokskokoksksk 2, row  skekskekskekskskokskskskskokskskskskokskskskskoksksksk
id: 1
select type: SIMPLE
table: m
type: ref

possible keys: PRIMARY, idx group message gid uid
key: idx group message gid uid
key len: 4

ref: example. g. group id

rows: 3
Extra:
sekskokskskokskokekskokskokekskokskokekskokskskesksksk 3, row  skekskekskekskskokskskskskokskskskskokskskskskokskskok
id: 1
select type: SIMPLE
table: ¢
type: ref

possible keys: idx group message content msg id
key: idx group message content msg id
key len: 4
ref: example.m. id
rows: 2

Extra:

FATATLAE i, MySQL Query Optimizer 4% T user group 1ENUKBNZ, ESEMIHAIME ARIS
f user id I %K LHKIZERY| user group uid ind KiHAT const ZKAFIMEG] ref A, RJEL
user_group KA UEHKRIERIEN group_id FEAEAEMEAN:, X group message JEMAH], A
Ja AN user group Fl group message PIPNFRMILE FLAEPH] group message ) id fENEMH S5
group message content [ group msg id bHBGHATIEIAE W, A B RREMIEER,

R AT DO R R Ras AR KR -

for each record g rec in table user group that g rec.user id=1{

for each record m rec in group message that m rec. group id=g rec. group id{
for each record ¢ rec in group message content that c rec. group msg id=m rec. id
pass the (g rec.user id, m rec.subject, c rec.content) row

combination to output;

AT LSS I R AR YR R SEBR AP AT 17 L -



{g_rec.group_id=m_rec. group_id) (m_rec.id ﬂ:jlﬁ':- roup_msg_id)

Mested Loop(ref) Mested Loop(ref)

_.-'—"'_'_ﬂ_ﬂ_ﬂd

T VY

nding 12s ynsay

]
]
fff”

) )i

— |

— -

nn
(T11)]

group_message (m) group_message_contentic)

user_groupig) .
—groupig) index ref scan index ref scan

index ref scan

s A 1245 group message content X LTI group msg id FERIMEY|, REHEREHATIHL

SR BERE

sky@localhost :

example 11:25:36> drop index idx group message content msg id on

group message content;
Query OK, 96 rows affected (0.11 sec)

sky@localhost :

example 10:21:06> explain

—> select m. subject msg subject, c.content msg content

—> from user group g, group message m, group _message content c

—> where g.user id = 1

—> and m. group_id = g. group_id

—> and c. group _msg id = m. id\G
sekskskkskskskskokokskskokokskskokskokskskskoksksksk ], row  skekekskskskskokskskskoskskskskskokskskskskskskskkosk sk

id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

1

SIMPLE

g

ref

idx_user group uid
idx_user group uid
4

const

2



setsokekskskoketskokekskskokekskokokskskokeskskokoksk 2. row  skekeskskekekskskokeskskokekskskokeskskokeskskskokeskskokok

id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

1

SIMPLE

m

ref

PRIMARY, idx_group message gid uid
idx_group message gid uid

4

example. g. group id

3

seksokekskskoketskokekskskokeskskokokskskokeskskokoksk 3, row  skekeskskskekskskokeskskokekskskokeskskokeskskskokeskskokok

id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

1
SIMPLE
c

ALL
NULL
NULL
NULL
NULL
96

Using where; Using join buffer

TATE BIAN user group RIJVFHIM ref ABRLT ALL, UbAh, {Ed)a—ATH) Extrafd BNEA
RN BN Using where; Using join buffer, tEtZii, X T M ref 2Bk ALL 1RA S Hf#,
BA LA R SRS T, SREHIT AR T, Using where KAL),
PATTHLIAF content FBUH BB X L P KA HEAT where 1 UEA REINAS, (HE 5 ELK

Using join buffer f&—MHWg?

Sebr b, XK Join ERMHR] T HAIEZ AT

“MySQL Server PEREILAL” —ZH iR —>

Cache ZHUHRMINE, WELEIATEL join buffer size ZEFTRE N Join Buffer.

Scfs b, Join Buffer JUFHIATHY Join FAN ALL CWwfilf) , index, rang mi# 2
index merge MK A REWALH], FTLL, fEFATE4H group message content Eff) group msg id ¥
Bz gIZHr, mT Join J& ref JABE, FrAFATHRIPAT RO A B EIGMH] Join Buffer.

HEAMEM T Join Buffer ZJm, FATATLAERL F i (XA KIE A R Hm B h 3T Join S8R

R

for each record g rec in table user group{
for each record m rec in group message that m rec. group id=g rec. group id{
put (g rec, m rec) into the buffer
if (buffer is full)
flush buffer();



flush buffer() {
for each record ¢ rec in group message content that
¢ rec. group msg id = ¢ rec.id{
for each record in the buffer
pass (g rec.user id, m rec.subject, c rec.content) row combination to output;

}
empty the buffer;

}

AR, W RGE ISR L B R R BB R S B A S B2, T

Mested Loop(ref) Mested Loop(Al)
(g_rec.group_id=m |B:.§|uup_id] (m_rec.id=c_rec.group_msg_id)
™

nding jas ynsay

==
‘ah:]
Gl
)

[

[IN1]

[IN]

!-ISEI'__L]IDLIF'IZE]] group_message(m)  Jgin bufier 9roUp_message_content(c)
index ref scan  jndex ref scan full table scan

W FT R, ALK KN A MySQL ' Nested Join [USEHUSEIA T AT T, WNI%E
2 MySQL f#H Join Buffer M55 T . 8K, XEIFEAW KB IMEHLIINE, SEhri TAMERSK
Y, FTREAFAE X ) R TR DL KA & B KT T

Join iEA)IPLAL

FEWIAT MySQL " Join MISEBURPEZ I, FRATHE LR 2 M FnIEZ i L —A>—A> Join i
G
L RArfgpis> Join WA Nested Loop AIFRI AL
Wnfargs/b Nested Loop HOFEFAEIXEL? S RUMIMERA A, BBl i Rah R M4 1AL 0]



REMIAN, X MIEREAEA TSR T AR A 2 — “IKGm /G5 SREE KB K I 25 RER”

AT BN S5 REEMOK, SR & BRI %, 2 BLAEw Rk sh 45 R4 L pr
i EPAT AR R RA S . e, JPR GR A MR B) Join MUIMR, WIAREK A @i
WHERE ZAFRLIE/EA 10 Fidsk, Mk B A 20 F9d%. WARBATEFL A MR, Wi
WKL EIREE T 20, MATATELL Join FAFERPEREIE (R B) MHLEILIEM A 10 K. &
Lo WEARBADEFER B A HIWBNEL, MIFEAT 20 JOHER A FIHEILIE,

2R, AT A2l Join Ze X ASANRIERKR VS 1) (BRI FEZE R AR W
RUTRAAEBR I ZE R I RO ZR SO BT A B #1345 R AR K R/
KAMIATE Join WA EKBIIT, 1 S0 B AR CBORNIBE AR A IT 5 S (101 F6 (10 e R 1) R
ANARAT BT IK S AL o

2. RSBtk Nested Loop [IPY)J21EF;

AMUBURAEEAEE N Join FHNAZAMINT, SEEs EAETRAIIACRE i 5 Ao thA7 U DAL it
W PRI ZIEA D RAT B Z (1, REROEIA T LR/ T, AEREMIEA s BETY Z0RK I
i3/

3. fRIE Join WERPHIKENE L Join KM FBICLMRT];

PRUERIRBNR b Join A7 EBOCEERGIMHI, 1ERE LI E, HATERIRs)
R Join FAEFBMRT T, A BEORUEIEIAH AR A WAL REUE AR R BT, Xt 2 fe
JEAER 2 B 7 ik o

4. MTGIERUEREIREN R ) Join B RS HNAE R AR L MATIE N, AZRFR Join
Buffer [FJ¥HE;

RSB R AT, AT Join A7 All, Index, range B{# /& index merge JSHY[H)
IS5, Join Buffer #issdk FHIAT o fEXFMEDL R, Join Buffer [IR/NEEXT#EAS Join T AJIWY
FEARS BN AR B IER

8.6 ORDER BY, GROUP BY #1 DISTINCT {i{t

Br TN Join WHAZAN, A3 Query WA LLEDNSE), A2 ORDER BY, GROUP
BY LAJ DISTINCT JX =R, 5RERIX —SAi#ws K 218 I HE S84, Bt LSRRt T8c7E 7 —
&, RIHERNX 2K Query THAMECEEASHI 7M.

ORDER BY #3544k

1. MySQL ', ORDER BY  [RJSEIRAT 4N T Py AP A,

& BN PRGN E RS A, XA BT T HE R B R AT AL
ORI 3 B IR 0125 55 ) v

& 55PN ESE I MySQL IHERP SRR A it 5 | B R [nl S 2 T HE PP R 5 K ) 2
PR [l 255 ) i o



A I X AR ST AR AT e N AN R ST 5 [
Ry UBVRIN (I QUATILE

sky@localhost : example 09:48:41> EXPLAIN
—> SELECT m. id, m. subject, c. content
—> FROM group message m, group _message content c
—> WHERE m. group_id = 1 AND m. id = c. group msg id
—> ORDER BY m. user id\G
sekkskokskokskokskokokskokskokskokokskokskokskosksksk [, row  skekskskskskokskokskskskskokskokskokskskoskskokskokskok
id: 1
select type: SIMPLE
table: m
type: ref
possible keys: PRIMARY, idx group message gid uid
key: idx group message gid uid
key len: 4
ref: const
rows: 4
Extra: Using where
sekokskokskokskokskokokskokskokskokokskokskokskosksksk 2, row  skekskskekskokskokskskoskskokskokskokskokskskokskokskok
id: 1
select type: SIMPLE
table: ¢
type: ref
possible keys: group message content msg id
key: group message content msg id
key len: 4
ref: example.m. id
rows: 11

Extra:

EE LI Query i), WA ORDER BY user id, MAFAfEdAT iR 2% HE vk
We? HYHX FIEAZAR N MySQL Query Optimizer dEFf T — NI IR G IR TS In) 2 (15
(idx_group message gid uid) , XA, FATHEL group id HIZAHF R EHE O & 24 group id
A user id FATHEIFI T o M EARTATHEF AU G —A user id, (FUZFRAIH WHERE Zcffvise
TIRMEHHEN) group id F—FE, R URAEARAMRME group id KIATHIT, IR[EIWEREHA
FETEA AR FRATAT LB U R i BRI SN PAT I R



Mested Lnn% (lndex Ref)
ST,
e
s .
T o
— s (™
BT _ | o
= -
== ; :
EEEE | o
| c
- .-
T — s -
:
N . ! : /
Table
Ordered Index Ordered Index Scan Table B

K Table A Fl Table B 4354 L1l Query /] group message F gruop message content
XA

BRI R 51 S BB HE P 105 MySQL S REHE P I et e, AT LSS 423t S Do e
TR BEBEAE. FTLL, (EIRAIEAL Query 1A ORDER BY M, JSATREMM CA MRS
SR G SEBRIOHE P, AT DARKIEE 32 T1 ORDER BY #EAEMIMERE. AEATLE Query MPRALIE R, BP
A0 1 3 G S B IR HE P A T R B R G - BUR Y, RN R 51 7 Bt ER 1. 4R, R
FIZHT, RN E PG R EAZ R T D0 el Query PIisRISEM, P8R

WERBA RS, MySQL Al SRSEBLHEAIE ? IX i MySQL JGi%itt S s LEm L AR S 4
PSRN A7 5 | BRI B AT HE I S 1 T T A A X A sy sCEA T AR (K 70 o

75 MySQL 2 M HEReSEBLT AU, e ZUHEA T AR N AR HE e SR S DB O HE . MySQL H i e] LA
A PRSI S DU R HE 7 4 A

Lo HUH A2 A DA I T HE R 201 0 7 B UL ROT UBLBGE A 24T Bl (AT Fi S5 6L, AE Sort
Buffer FREEATSERSIIHEAERAE, SRR HELE 2 5 B AR AT Fa A1 Bk [P rh A 25 ) i 17
SRHAR T B et AR 1252 i 5

2. ARG UE A A I HE e B AL B s SR A BT FAt 7 B B, PR AN TR EEHE 7
BAF AT — A, SRJGTE Sort Buffer HURHEF~BATHeEHE BHHTHER, fon F A H
HEY A AT HR ST S A TE N AF X IR R 7 B R A TR S BT UL &R 45 AR, & IR
JP IR B4 25 i o

FTEE R SAE RS MySQL — ELLCREUA IOHE P HE, s AU MySQL4. T R JT 461
IR SRR S o 38 R RNE S 3 R LR, R BBt gl 1 R 1 kTRl AEHRY 2 )



AT R PRI I, R T 10 BE. MR, ST RMEARIEREE AR, IRl
R o A A7 2 T U 1) DA 7 3 T i RATT AR — AN SEBISRE B 2 MySQL AN AT HE P53
R A PAT TR, AR S R HE e 7B

sky@localhost :

—> select m. id, m. subject, c. content

example 10:09:06> explain

—> FROM group message m, group _message content c
—> WHERE m. group_id = 1 AND m. id = c. group msg id
—> ORDER BY m. subject\G

sekskokskskokekskskokskskokokskokokskskokokskokoksksk |, row  skekskskokekskokekskskokeskskokekskskokeskskokokskokoksk

id:

select type:
table:

type:

possible keys:

1
SIMPLE
m

ref

PRIMARY, idx_group message gid uid

key: idx group message gid uid
key len: 4
ref: const
rows: 4
Extra: Using where; Using filesort

sekskokeskskokekskskokskskokokskokokskskokokskekokskesk 2. row  skekskskokekskokekskskokeskskokekskskokeskskokekskokoksk

id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

1

SIMPLE

c

ref

group_message content msg id
group_message content msg id
4

example. m. id

11

K%, RN PAT T RIIFRATA A DO ? (HREA L B8 A T RE D2 R, A2

group message #HJ Extra {EHEH, £7T — “Using filesort” WHMEH, SEfr X2 MySQL Query
Optimizer 7ERVRIRAT, e AT HE P ERAE A RE I IR P i I Z R IR R 3 I8 . PUTEIRWR



Mested LUD% (Index Ref)

) (= =
|| =
am| em ™
o /s i
Tablge A ; ==

Unordered Scan Filesort operation Tahle B

XHBATER T, MySQL (RIS N RMEIZ G, St e S T 7 — %
filesort, Wl EHEPEAE. ARG FERIHHEE G 45 RN A IR Bh 4 KA kil Nested Loop Join i
W AK . MR, REAEGR, XA filesort JEAZ BB B SCAFRATHEY, USRI
AT T — PR

Faf, BAVE BT HEP A R AR U AR I LU R filesort #RAE. TIZEFRATISE BRI
M, ARZ IR BATINE S ZER T RE AR IXAE, vl e s ZH T = BRI AAAE T AN, B
MySQL 7EZ5d—k Join Z A MATHIF#AE . XFERHETAE MySQL P A REf S A Sort
Buffer HATHIF, 15— MG 2K Z A7 Join BIE5RAEAFTRNIGIN 3R 2 5 1ERHIR I 2 (1 4L
P E) Sort Buffer WHHFATHEEAE. A 1 ik 7 o 58 ol 5 ZE KRR B AE AT VR, AR Tk
i) group message content F LA content FEKHITHIFZ )G

sky@localhost : example 10:22:42> explain
—> select m. id, m. subject, c. content
—> FROM group message m, group _message content c
—> WHERE m. group_id = 1 AND m. id = c. group msg id
—> ORDER BY c. content\G
sekkskokskokskokskskokskokskokskokokskokskokskosksksk [, row  skekskskskskokskokskskoskskokskokskokskskoskskokskokskok
id: 1
select type: SIMPLE
table: m
type: ref
possible keys: PRIMARY, idx group message gid uid
key: idx group message gid uid



key len: 4
ref: const
rows: 4
Extra: Using temporary; Using filesort
sekkskokskokskekskokokskokskokskokokskokskokskoksksk 2, row  skekskskekskokskokskskoskskokskokskokskskoskskokskokskok
id: 1
select type: SIMPLE
table:
type: ref

o

possible keys: group message content msg id
key: group message content msg id
key len: 4
ref: example.m. id
rows: 11

Extra:

RIS AT I RITF B T “Using temporary” , 1EJEPRUNBATHIHEPRAE T EAEPI DMK Join Z
JEABERAT, TR TIXA Query HIRATIERE:

Mested Lco% (Index Ref)

e P —
e = (T
E ﬂ | 3
’ o
R -
o o=
Unerdered Scan Table B Temporary table

Filesort operation

H4G& Table A Fl Table B #4T Join, ARG REEHNIGN R, FIHAT filesort, HJEf3slfH
715 A IR P25 % 7 i

LT FRA T R AN F R 7S B s T2 My SQL TG ialE G A AT I R HE P S0 A T HE P 5 A7 1 I fik
ISEBLR B . BARAEHE P RL R T B 8 ] B e 02 P, (B PRI HE P 1) N B S BL AR R A L 22 AN



AT PR I, FA D2 RN ? R EAR, FATNIZISFRELE MySQL ZE+%
A 2R AR RIEATHE S o RXRERT DA KR REAL TO #84F,  ARKIEBE B ey AR R0%

1.  JK max length for sort data ZEIKE;

76 MySQL 1,y A F 3 — b 22 X 0 HE 3 S0 2 7 1R SOk SRk IR Ak A 2 T 0 2 4
max_length for sort data R#EM . JFMNTPTA IR B SR BE N T IXAS S EE %
MySQL #tas bl 5 P HEE, ke, WiEEZMEE. Pril, WwRBAA 722N A7k
MySQL A7 735 75 Z2 [P AEHE P B I, o DUIORIEASSEE KL MySQL 36 #A48 H et hig )4
IR A7

2. EPADL IR ] B

LA A A RAR A I 5, FRATTAS R B i s A7 ok B i 2 80k il MySQL 25
5 F SRR R HE P 52, DR I ROIFE T e 45t i MySQL AN AN Edie 23 AR 22 Bk Ja 24T A
JP, EFEE R TR AR . R RS T, AT T ZE LA LB R F B, i RATIR
[n] gt WK FEIE Y, max_length for sort data ZEUIRRE.

3. K sort buffer size ZHKH;

4K sort_buffer_size JFAEN T il MySQL A LRI IGHE AL, 24 Tk MySQL
A] DU g D A HE I B OO T B HE T B AT 0 B, OIS IE A MySQL ANRAE T I I 3£
AT BT

GROUP BY [¥)=z8i 514k

T GROUP BY SEfr b A[AAf e BT HE P #4E, i H.5 ORDER BY AHEL, GROUP BY FEH LT
HEP 2 G o . 2R, WSRAE S A T HAR I — SR AR 5, IBA BT B2 AR
BV, BTLL, 7€ GROUP BY fYsZBid#Er, 55 ORDER BY —#Ethnl DIFIF#IR5].

£ MySQL 1, GROUP BY FSEELIIFEA Z A (=A) Jral, Hrpamidr e MBI R 515 5
K5EHE GROUP BY, S34h—H 58 2 i R 515 AR i FAT1 70 e X = Fhsg B s A i—

I3

1. fEHME (Loose) ZKH[FIHH5EIL GROUP BY

SRR 515 GROUP BY We? sEfn bFatit®q MySQL S84 MR 5134k 8L GROUP BY [
I, AN T BT T AW A PR S | B B AT 58 AR A AR

N IFRAE I AR BRI IR A EUR ARSI GROUP BY, {E/nfil Z B dRA I B e i —
group message #HI'E5], ¥ gmt create FEINIE] group id F user id FEHIZR5|H:
sky@localhost : example 08:49:45> create index idx gid uid gc
-> on group message (group id,user id, gmt create);
Query 0K, rows affected (0.03 sec)
Records: 96 Duplicates: 0 Warnings: 0



sky@localhost : example 09:07:30> drop index idx group message gid uid
—-> on group message;

Query OK, 96 rows affected (0.02 sec)

Records: 96 Duplicates: 0 Warnings: 0

RIGFAEWT Query MIHAT IR

sky@localhost : example 09:26:15> EXPLAIN
—> SELECT user id, max(gmt create)
—> FROM group message
—-> WHERE group id < 10
—> GROUP BY group_id, user id\G
sekkskokskokskokskokokskokskokskokokskokskokskosksksk [, row  skekskskskskokskokskskoskskokskokskokskskoskskokskokskok
id: 1
select type: SIMPLE
table: group message
type: range
possible keys: idx gid uid gc
key: idx gid uid gc
key len: 8
ref: NULL
rows: 4
Extra: Using where; Using index for group—by

1 row in set (0.00 sec)

BAVE RAEPAT I RIN Extra {5 B AEEER “Using index for group—by” , SEfr FiXst e
VFERATT, MySQL Query Optimizer It HAARUR G FIHI RS T AT EEN GROUP BY #:4E.

e (N ERE VRPN /ST



tafi# 314248 / Loose Index Scan
SELECT user_id,max(gmt_create)

PROM group_message
WHERE group_id < 10 — — —

GROUF BY group_id user_id [ 1 ] [ 1 l [ ]

A group_id < 10; [ 1 ] [ 1 ] [3093139? ]

B. group by group_id,user_id [ o ] [ 1 ]
C. max(gmt_create),

1. some of group_id, I]

2. scan one time every [ ]

duplicate user_id in

same group_id; [ g ] m | (20081208 ... |
3. jumptolast gmt_create

in same user_id,

| m ] (20081203 -]

ordered index

TR BFA SR 5143920 GROUP BY, FEZE A /by /2 LA R LA

€ GROUP BY ZcfHof Bea AL [R]—AN2R 5 | e iy T R I R4 5

& 7oA GROUP BY [f[H]EF, HAEAEA MAX A1 MIN XA A R4

& RSB TZERGIT GROUP BY SAF 2 AMPZ B AN, 2520 DL JE B A7 A

A AR ER S A I RCR R e 2
DIMAERAT WHERE 701, gl @ e AR I3 Mm%, FARCER S R 2 s (e Ao 5

SRR, WAUE UL SERR A AR IO B AL H DR Z o I AE WHERE 100 35 Vi i ) W o sl
SN, FAHCR G A P 2 0 A A RO BN LIS 1 AR, JF HA U AT g f
DR R T

2 (Tight) RHIHIHISLIL GROUP BY
BERGIFHESZIL GROUP BY AR 5 14 10 DX 51 1 BAE At F5 BRI R S ik, Sl

MRS R G5, AR5 PR BEBCE I B R 58 GROUP BY A5 2 AH M. 45 5 o

sky@localhost : example 08:55:14> EXPLAIN
—> SELECT max (gmt create)
—> FROM group message
—-> WHERE group id = 2
—> GROUP BY user_ id\G
sekkskokskokskokskokokskokskokskokokskokskokskosksksk [, row  skekskskskskokskokskskoskskokskokskokskskoskskokskokskok
id: 1
select type: SIMPLE

table: group message



type: ref
possible keys: idx group message gid uid, idx _gid uid gc
key: idx gid uid gc
key len: 4
ref: const
rows: 4
Extra: Using where; Using index

1 row in set (0.01 sec)

XIHE FIHAT TR Extra 5 R CEEA “Using index for group—by” T, {HIFAEBL MySQL
) GROUP BY #AE EAAEE Ry 5emny, NN 2T E 5 WHERE 44457 B T R 5185 B2 )5
Ahefth gt R, XSl BER GRS GROUP BY (AT TRl A5 S o

XK T IR T AR AT IR -

¥k %3143 / Tight Index Scan
SELECT user_id,max(gmt_create)

WHERE group_id = 2

GROUP BY user_id

( 1 ] | 1 | (20081207 |
A group_id = 2; [ . ] [ 1 ]
B. group by user_id,;
C. max(gmt_create); | 2 ] m ] (20081203 ... )
1. all of group_id (=2); [ - ] | o ] (20081208 ... ]

2. all of user_id,gmt_create I]

that group_id = 2,
3. return the last gmt_create
at every duplicate user_id, -

ordered index

£ MySQL ™', MySQL Query Optimizer B SoariEffoililiid #ARIR 74 HKSEHL GROUP BY #:4F,
R IR A SLTCT AR AR B 1S GROUP BY [MER 25, A& 2alilnt Bk Ry [F ik L
e

1 GROUP BY ZAf 7 BOFAIELE AL R I MI%, MySQL Query Optimizer JGikfEH]
PARUR TR, WE VL HERE R 51588 GROUP BY #:4E, DIMERMRS 5 R IEMA S (HE,
R Query TEAJTAEAE—DNHRAKR SIS R MRS I8, AT LME ] 2 R 5158 GROUP BY 4
YE, DOy HRITe TR P “ 22807, W LUBBSEHEMR TR . REER SIS U %5
AR MR ZHE GROUP BY £92R, I HAEW TR ST IO 2R OCHE 7, MySQL & w] LU S i oh i1
HEP A, PUME AU 2R 5 TS T IR PR R 21 T T R



3. ATHImI L, GROUP BY

MySQL {EZEAT GROUP BY #ARMIRZAERIHIFTAT, AL GROUP BY )y Belb 2 [F) N A7 /80 1]
—ARIH, HZgR5E—MAPRS (W Hash REURARERLZRD o mH, HA 2k, &%
ety R FHZR 515k 52 GROUP BY R 548 FH A B G X 2.

AU FR GROUP BY RSBy xCAR 2 e T AR R S IHEAE R ), 24 MySQL Query
Optimizer JCVEFREIGIEM RS LARIH IS AE, AR T E R EdE, AR5 I 2ok 52 1%
GROUP BY #:1E.

sky@localhost : example 09:02:40> EXPLAIN
—> SELECT max (gmt create)
—> FROM group message
—-> WHERE group id > 1 and group id < 10
—-> GROUP BY user id\G
sekokskokskokskokskokokskokskokskokokskokskokskoksksk [, row  skekskskskskokskokskskoskskokskokskokskskoskskokskokskok
id: 1
select type: SIMPLE
table: group message
type: range
possible keys: idx group message gid uid, idx _gid uid gc
key: idx gid uid gc
key len: 4
ref: NULL
rows: 32

Extra: Using where; Using index; Using temporary; Using filesort

XA PAT TR DR 5 YR BATT MySQL Sl R 5138 T 375 2R EdE, K5 8 T IR,
AT T HER A, A1 RITRATE Y GROUP BY 453, BANPAT R FE KA a0 T B BT JiE s«



& B} £ HE A 4740 / With Groups Table

[ 1 ] [2:1:1&12:1?"' ]

)
= i

[ 2 ] | m | [20081208 - |

ynsaJ padnolb

[ 9 ] [ n ] [2001205 ]

B O S

'x-—_;'
Temp table filesort
(groups table)

ordered index

2 MySQL Query Optimizer AHUXOUEIZRGIFIMIF AR EHZEAFE] GROUP BY 4R A, bt
AN P AP M P2 i P (15 R SEBL GROUP BY 77

FERXFER B R XFEIITG DL group_id FEAGE MM, M2 —VaHl, 1 H GROUP BY
FBON user_ide LA MySQL JoiEMRAEZR TN KA B GROUP BY SOl HAESCIE 25 N4
RN E s, RR R AN IR 2, SR FRREAT HE AN 20 4RV R 5 GROUP BY .

YT B =R MySQL 4bBE GROUP BY (772X, FRATTRT LUEF VR4S th ln R PR AU A S8 i -

1. JLATHELlE MySQL TTLARI IR 51K 52 R GROUP BY #AF, 4RI EUR 5 1y S dwedd
FERGAVFITEDUT, FATAT OB R HER 5 s & HE Query IXPIFI 7 ORIA 2 H 15

2. VARG GROUP BY (I, - FEAFHIRIER 2 HF 2 filesort, FrLAIRATIA0
T LN sort buffer size Skt MySQL HEFHIMEATH], 1 HJSSAZEAT KL AN GROUP
BY 34, DRh fun R AR G0 B (I IR /N I R4 BB I I R B8 copy  #REAS: F 1 kAT
BE, X HET 2> ALV E T RER A OB T B

FF U R A X PR ERS , JETEER KA H RIS B N 32 Soh AT 1 24 0 R R, &
RETFRVEAEM T % B4, LEfifl GROUP BY MRS — AN /NI A] LAk BATIFEAT Lo FH 3 5
PIIEOL RS filesort #E, R/ MEA S G M—LL null HF (ORDER BY null) [
l, REALZER — PR E A RCR .

DISTINCT [f) S0 544k,

DISTINCT sEfr_EF1 GROUP BY HIHAEAE®AHML, R JELE GROUP BY )5 M)&F4lrh HINH —4d



KIMC. Frl, DISTINCT [FSEILA GROUP BY [RSEIMBEEAZEAZ , WA KK . [FFEA] LI A
BRI R R R T RS, 4R, AU R S RTRESE R DISTINCT &, MySQL
SRR IR 2k 58, (R, FT GROUP BY A — =512, DISTINCT JFAFREMATH . thwhe
i, EAA U DISTINCT #:4EM Query R ICIEIUNRIH R 5156 g A E %, MySQL A ki &
KA —IREAR A7, ARG R P AR AT filesort #AE. 48K, WA AT

DISTINCT HIHMEIEfEH T GROUP BY JFREAT 704, FHAEH T 2T MAX Z 2RI G Bl tE, Wik
Wl filesort T o

N EATHOES LA K Query ZRBIRIEZR R DISTINCT [5<BL.

L EEEBELIABCR T35 % DISTINCT FI#AE:
sky@localhost : example 11:03:41> EXPLAIN SELECT DISTINCT group id
—> FROM group message\G
sekkskokskokskokskokokskokskokskokokskokskokskosksksk [, row  skekskskskskokskokskskoskskokskokskokskskoskskokskokskok
id: 1
SELECT type: SIMPLE
table: group message
type: range
possible keys: NULL
key: idx gid uid gc
key len: 4
ref: NULL
rows: 10
Extra: Using index for group—by
1 row in set (0.00 sec)
FATIT LRI E 2], AP Extra {580 “Using index for group-by” , RXMAEM AR
B2 A AFEATREAT GROUP BY AR, AT oIt & R Bl 25183647 1 GROUP
BY We? JLSHXagtst T+ DISTINCT fUSEELSBEARSCH), £ESEHL DISTINCT iR, [FEt 2 254
(17, AR5 FE R AR HHUH — 4R [B 25 % P . X L) Extra 5 Bk S RN, MySQL FIHFA#L
RN T A EE. MR, W MySQL Query Optimizer HEZREWSMLIIFE ATEAL— rofrix B
115 B “Using index for distinct” HSmtsff B2 )ik NEEAAE T, Wa[hi],

2. AIFREFE KRR T AR ] .

sky@localhost : example 11:03:53> EXPLAIN SELECT DISTINCT user id
—> FROM group message
—> WHERE group id = 2\G
sekkskokskokskokskskokskokskokskokokskokskokskosksksk [, row  skekskskskskokskokskskoskskokskokskokskskoskskokskokskok
id: 1
SELECT type: SIMPLE
table: group message
type: ref
possible keys: idx gid uid gc
key: idx gid uid gc



key len: 4
ref: const

rows: 4

Using WHERE; Using index

1 row in set (0.00 sec)

Extra:

R R R R SIS GROUP BY e —RE . 560 b, 04 Query MISEBLELRE,
MySQL xibAFfi# 51 %474 group_id = 2 WIFTHRIIE, FHPTAER user_id, REMARIIKCH
FEVE, B A user_id MIRSIREIIN IR A E, HWEFMENA gruop_id = 2 IIRT]
SR 15 52 R4S DISTINCT #4F .

3. FIFEAMERFICHE MM R TI BT 58, DISTINCT FIHk 2 fe 5

sky@localhost : example 11:04:40> EXPLAIN SELECT DISTINCT user id
—> FROM group message

—> WHERE group id > 1 AND group id < 10\G

sekskokeskskokeskskskokskskokekskskokeskskokokskskoksksk ||

id:

SELECT type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

Tow ksskslekekeskeskekeskekokeskskskskskskekeksieskokeskoksk
1

SIMPLE

group_message

range

idx gid uid gc

idx gid uid gc

4

NULL

32

Using WHERE; Using index; Using temporary

1 row in set (0.00 sec)

M MySQL VAU MR 51 RI A 58 /8% DISTINCT #AE IR, sk AN AN FH I I 2 R AT HH 0 1)
ET o HZBRMIATLLES], 6 MySQL FIFHIGRF K5 DISTINCT [fIiffs, FIALEE GROUP BY 47— silX
Wl DT filesort. SEPr b, 78 MySQL M4 4LEE, FHAR—2 IEEHET A RE e i 4L A 1,
X5 AE B GROUP BY ARt/ hrovh R O30l 7o Sbr LIXH MySQL 1E2AESA HEF 5oL
Sy 23 5 5E G DISTINCT $RAEM, BTl T filesort XAME/FHEAE.

4, JETA GROUP BY 454t E -

sky@localhost : example 11:05:06> EXPLAIN SELECT DISTINCT max (user id)
—> FROM group message
—-> WHERE group id > 1 AND group id < 10
—> GROUP BY group id\G
sekokskokskokskokskokokskokskokskokoskskokskokskokoksk ],
id: 1
SELECT type: SIMPLE

Tow k¥sksksksksioskskskksiokskersskskskokskskskk



table: group message
type: range
possible keys: idx gid uid gc
key: idx gid uid gc
key len: 4
ref: NULL
rows: 32
Extra: Using WHERE; Using index; Using temporary; Using filesort

1 row in set (0.00 sec)

e BATHE—FIXANF GROUP BY — i F# A3  A sR ZU¥ 7, A B s8 <SRt te, wrbh
FRCAEZT filesort HFHAET, BUOMTAMEM T MAX REZiK.

XfF DISTINCT f¥fit4k, A1 GROUP BY FEA b—Zif B, REETRMBELRS], FELEMHZRSI
(R, B R AN RS SR b/ T DISTINCT #AE, REHE BT 10 #RVER AT (1 T0 #eE 1k g
SEENE N HES I E],

8.7 &

AEELNAT MySQL Query HEAJANSCIIPEREHOL I B H A5, WAAs T o], A8
RENS T8 B 18 W ACAE 2B AR T — s i . AR T MBS T RAIMR 5180, 215
Ak Query WA L5, DL S JERTE AR, 2 Query TEAJHIIHILE A HIXLEAN K. )2
FIROLETs, RATEIHESI bR Rtk b A S HOER S, HOESCIR IO BE. PTLL, Ay B Ar e I A e
A, DIBROh LA, DL, ATIXRE, A REAWTRTE A X Query TAAEAIRA AR,



% 9 = MySQL #3E E Schema it K getitik

V3

A

il

R NFSYAPERE AR g 5 (R AR o R Bt A ) i R i AL ik K, 3L 53X
R ANER R ERIX o FLIESZ PR RS KA FR 20 s A8 Bevt sl S22 T, R IR AR 2 ik T g
i 17 K 1) 50 S L A AR R BT SR BT T BT ORI — S e O, i L BE A AR e PR T R R LA
PR AFCRE (/e MySQL #ds%E Schema vt (i CRAEJS FTRERT w8, R AT REJR D I TR AU o

9.1 SHRIHENGIT

SRR PRI — S e PR RN 2

TEEAE Schema Wt BRI, —HA—MERKFEN N “ZleF M7 Mo, il
PR T B I 1 Schema IWHEHMWT, SR, ¥R, BUEAAEEEE BB TR T RER) D,
TSR e RGO S I, LA BERT U AR B . EIR 2 AR, HdR % Schema 2 1752
2 i W% Schema BT TR F5

{E2, RZNZME T —x WRHUE - B I IR A e S8 R Mt e (Ve A Y S P
Bt BRG], BARAK B 2R A R R BRI IR, DR — 80 A
R i o

SEpr b, R L EREE I TCAR AMUAUE A T Lk FRAT T A AR [R] 10 et A I RE RS 2R B L Al 5%
AT MR FZL Jr D AR S I AR, Bl A7 s 1) L & Bt i), iy LA B I A
FRARF /DN, I RAERE AR B8 A A (4>, S 18K/ B AN PR AR L T .

T QR 1 0 s — BN et 4 o5 B0 ORAIE 32 R MR AE Bl e A I 25 b 20 AR ARALE
T 5l 240 RO Kl PR A B LS — N I AR BRI A

FrbA, T2 T PEREI B 4 Schema BETE,  FRATIFANRETE 42 UGG TE B R ARy E— (195 5
FEBETF AR, N SEBRAR R A, EAPERESRTI U ARA H AR R e it A, ARZ I 1S A] el
rERE, AT R BTt

WEREETLA - ik Query RPFWD Join

FAZE MySQL IARAL A5 OB T RETS 8, MySQL FIDUAL a8 BLAR SRR 19— RIS BOR SEBL AR
WSS, EJE T H T MySQL Pl B ST BIEA SRR, B LR R FAZRE A 1Lk A
&, WIFAR MySQL B 5 B EAL AR R RE . EARAEFIETE Join FRIMHE — AR AE LLBUR BE AP B LU AL =
RRPAT R, R 2 2 A A O ORI Join (IR, AR5 RS K& B AA T 741,
AN IS B IS ) B BRI AN GE, RS Query FIBEAPATRRATT .

Pl O T AkBATH Query PATTHRIR AT REMI Uil fe ELEAT R0 5 SOt 2 R D Join, 22



D Join, FATHAN AT E S 1) 77 2 R T BRI U AR S

X PIRAIGREEE L “5Em MySQL Server PEREMIAISCIRIZR” —FEd  “Schema Wil X RE 527
XA R D M R PETH R 2= 5% . T group_message T FANARLE T K AfE B&
1 ID A5 E, A TCRIMZ G 1 group message FRHIE N T & A5 B & 1 nick name 5 8474

authors,

PEACHT SIS R T REM Query FIFAT TR (group message bad JRARALETIIZR, Lb)E R
group message 3) :

sky@localhost : example 09:13:41> explain
—> SELECT t.id, t.subject,user.id, user.nick name
-> FROM (
- SELECT id, user id, subject
- FROM group message
- WHERE group id = 1
-> ORDER BY gmt _modified DESC LIMIT 1, 10
-> ) t, user

-> WHERE t.user id = user. id\G

sekokskokskskoskskokskokskokskskokskokskokskokokskoksk |
id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

row skskskskslesesksksksiskskskskskeksieskskskskokeskekeskekesk
1

PRIMARY

{derived2>

system

NULL

NULL

NULL

NULL

1

sekskokekskskokestskokekskskoketskokokskskokeskskokoksk 2. row  skekskskekekskskokeskskokekskskokeskskokeskskskokeskskokok

id:

select type:
table:

type:

possible keys:
key:

key len:

ref:

TOWS:

Extra:

1
PRIMARY
user
const
PRIMARY
PRIMARY
4

const

1

sekskokekskskoketskokekskskokeskskokokskskokeskskokoksk 3. row  skekeskskekekskskokeskskokekskskokeskskokekskskokeskskokok

id:
select type:

2
DERIVED



table: group message
type: ALL
possible keys: group message gid ind
key: group message gid ind
key len: 4
ref:
rows: 1

Extra: Using filesort

AL 5 SEIAN L D BE Query NPT K1 -
sky@localhost : example 09:14:06> explain
—> SELECT t.id, t.subject, t.user id, t.author
- FROM group message t
- WHERE group id = 1
-> ORDER BY gmt_modified DESC LIMIT 1, 10\G
sekokskokskskokskokskokskokskokokskokskokskokokekoksk [, row  skekskskokskskskekoskskokskokskokskokokskokskokskokokok
id: 1
select type: SIMPLE
table: t
type: ref
possible keys: group message gid ind
key: group message gid ind
key len: 4
ref: const
rows: 1

Extra: Using where; Using filesort

MARAE T FIARAL S5 AT TERITT DUE P 1 22 0 HEw R, AL RT L Z0E R 2 MR
(group_message flluser) A REfFREIZE R, MG KT ZKI R group_message — AR AT LLSE R, 1K
FATE “AEE” 15 BTURB T group message.

MEHE VS S K, PR TSP . R Al Reid il user KA group message & 741 H]
FUERREE A — B BT e PRI s, T ZEHOR AN R R, b TR RE LR B R R
—H, N AP E 2@ (HE, APEREAM BERE IS, KRR EIEFAMER], BER
AV B BRI T, AR IRA AR I TR R B I S (I, B RNZHE BB RS H 2
DEHUR AL P e bR e ? AT EH R ARG EARERE, A RGBT NI
Aeo LGoREIT WEFR L, BARTER A I T, (R EWRCREE S T, 1 H AR 2
AR B K T IR e, 3 A o VR I AR BN R (R P RE R, G br FR IR R G PEREL
Hor 2w A R 1 SRS

FERE N R G, AT L H ] i A A i s S S B Bl R AR 2, IRZ I
e R BAT— IR IIE SRVE A IR 1) Schema BEiHE FPEREZOR IR G2 AR AGEN . TN,
2o PE (KA PR FESE FURAEME S B4k, BERINE S (8 8 iR — IR, AR AR
Hf/b o X EIRATREAEICLEAE DL T 0o T B 7R i el e v, (EAE RGTE S Il LA (1 BT R I



FIREEE R0 Join A RESEIL, X iAW RT R IO TERENC T o W RBATEILYF 2> Join, L2 X
{7 2 B RAE N SEBL Join 3248, RPTA R I M ST 2 R AR BRI

RFBEEIF - summary R0

Sebr b, AE LIRS G T AT S 2] T AR i sems, it “ KBRS 5,
K BEIE ELIR 0 SRS AR I IH0 A 2R PR3 S U SR Ay B mT DA™ AN 22 1 e Attt e (i 3 DL
ARG IR IR P 10 7 BEEILRAE A O Bt — i dl, oK Bal B ff ok 24 B 5
LR B R IBAE S AN CHRAMD . (R LT

FIREMR 2 0 W AR AT BE % 1T, FRATNIRIA 23 #1550 ) 5 B s i Rl B R B b 2 BUHE
NER H T B ENR? R L AT E T2

HSIIFRAAET P, A ERA TR B T BORRER, 2 IR BAT AR 22 Ik (1 2 0 75 248 i 7
Bt, N T Join HiRIGTEREHAEA SRR, AR FBEE L, BORR—LE AT KB iy
TN B BUI A s &= 2o T H, AEFRATSE L2, AR R 2l 4 i g P4 PR
ZJE A REM IR R I PE o

IBRNEA AR T BUE A T AR IRI3 H L0e ?

HEEERRNT B WAt PR, Uik KB B A e — LUK
Detail {51, WISCHEMAL, Wi FHRIAZ, KN HES.

FUGR AR HAb 7 BARLE U R R W2 DR . i K P BUF I AR %, KER TS DL 2
AL 80% LA, e e rh A £ A SO R ARSI DA 2 2D SO B ORAT IR, B
U, WERBATEEWILGURIIELA T B Bl A A T BT ) AT T ZE v e JL A7
Bt i i B AT 7B CRTLMER S 58 AR A s BURRAN) B JCTA M) H B BA 1
BRI T B . X8, BATA A BRI K7 BAE W AR Z AT 8l . 1 i K7 B
P i in) R AERR, ARPR S 10 BRI mtARH 2 KT .

FEIXFER 5T BATHH ZoR 12K 7 BON s R rh e dr ok, T Bl R R AT A7 AR BRATIHE Y
i) A 0 PR IR KR BAR TO D7), AT REAS AR 53

AR AN SBER, BRI Ui W AL T B Res e m 17, (R IR0 20T B s B i
e, BATHLICTE R R N 7 ZOE L Join RSEL, MAEH Join 2 Ja AL BRI RES KATHTHIIN . FLSXA
FLLRARGHN, KB UETA D I KT B A ity ZEA T 255 L& I —ANAEE, Vs M A D 3%
To WHEMHANA T, g A ENPRl, T “R7 24h, BT BRI A7, B, XK
CPFAR” PR CAIREER” E. 1 H, XA RS AR IR R AL FE A KR R
A, I Join £EVERETT I K52 M B FFAE R 5 (1K

IBBAER K F-BUR I, e b o 2o Fofh 7 Bl — IR e 7 FLse i i RIATE L e 1 K7
Bl B Pr i R AR, 6T HARM 7B, U AL Uy IR AR 7 B AR 2R oA 7 BEEAIR
R ZZ I8 AT ORI 7 BER N 233k oK



Sebr b, AR, FATERHA LR T BA RET R M. ALY, AERT
KA BV I HAR DV i), 1A B LA P BeA S Vs R AR R e 0 TR AR, AR @ Gl
i FL PRI B ERE R H o

7E “Schema Bt X HEREM I —rh 7R, SEBr ERAMAAH BT “EH9R7 XA
Mg, —Abs& group message bad FH ] content K FBEMIRFEF 0 H7 KA group message content .
AR R user bad R HY EUARAN KAE T IHE AR D (1 Be R 2 RO T user _profile .

RFIEPr — F TR IRiie

“CRIIKTIRI 7 SRS AENEREVEAL T T AT BE AL BRI AR R Z, (R WIRMA =, Rn]
RE A BATHRA DB

AT ST FLRGE L SR L] 17 AU o BB BA RS B s B P (K 7 SR et — R e, AN
group RGN EHAREN KATRGN S, 1 HAERE—A> group [RITHRIN 1% UUAR AE & T 71k

T ENZT R G, AT — R N 8 /e I 7E group message R HI8 II— AR, H KA
WIS, AR T T8 2 D3 (P W & RS B (R B TG o A% 5 0 AR A 41 3 P s T T 0 ok 6o
group message RMPIRAW (—RETFEE, —XEF@EHEN) RGN BTG IFFER. XFEE
SE 2 T HEA group_message RIVEIRIRA, EWE TE B 1 Query AR AT £415

AT A B ORTE RE— IXA i) L

HoE, EWUEEAMHARI R s e A AR RIS B
Fox, BTSSR T FAb AW R B AR
PR BT BT PR AR

BRJa, BIE B A e R LR 2 s

I B IR LA T, An R EATPRE E T B R R e AN ER B, AN
kA A B I PERE W RE, T HL o] ARG 2R B TS SIS A T BB BT U5 I AR5 1 &,
DRI A B0 RS: 2 EE T0AS SR AR B T 15 2K 1548 o B /b HAR AN B2 0 R et )R TS
{8 F MySQL (1) Query Cache, iy an SRR 8 510 0 75— 42 B T35 28 1R il (1) S B AR 4217 oK group message
KA Query Cache R4S iEABTCIEAE ] Query Cache ThifiE.

W L rtr, BAVRE S — A AL 7 SR A HOX L B 5 B, Al B — kAl
T group message K%L [ A ETE R, A1 Har 4~ top message 1 F:
sky@localhost : example 10:49:20> desc top message;

| Field | Type | Null | Key | Default | Extra |
| id | int(11) | NO | 0 | |
| gmt create | datetime | NO | | NULL |
| gmt modified | datetime | NO | | NULL |
| user id | int(11) | NO | | NULL |
| author | varchar(32) | NO | | NULL |



| subject | varchar (128) | NO | | NULL |

BT 2R, BrLlAm T group id {58, 1l content 158, 2 [FIFET] LA ICAE

group message content # .

EHAUAUE ARSI, AT REAESE BRI EA R I fT R, HIXHUUR S R AN K, bR
SR KNI QT3 55 KR AR 2 KB Ak Schema BEHHHRAL R G BARVERE . LR 2 KA (R v
AR R AR B, JF RS R AR, BIA TG EHARICIE SCHE ARG ) AR, e 23l i
EFRRIANIRIY s AFTEAEZ & LN 2 A ElR 2 b S DU ARG AR 3T, 307 I 1 P 7 Bl T A
R I Al R v 2 BRI T FEACE N A A4

gtk - LA

GEvT R IUESI AR NS SE bR EIRATTIE “52m MySQL Server PERERIAHIGRIZR” —FA) “ Rl Skouf
PERERISEM” BT P thid o ] Bk Ul R A 1 5 N ST B R A S I e v 2 i

At EEAE SN 2

2 N BIZAMACHN 2 5 AT REAR S b IR FE IO TTRE, Nt A B sfofs “ T LSS 1 4eit
o EMMSAESE N (W 2 SR IR AR AR, R SE SEvh PR RETE AR IAS K e U EE— R (it
OCRE DD #R G EEREAT ST, RO R E R R 2. i sEsE giHE R 2, JA1EE
Uty ZEYT AR /N e BB e], AN BB A e vt v S AT

B8R, IFAEBTA I ZETH B RS & T T v S I (R ST R AL S R SE LR, RIME AT, 7
A BT AN SOVF,  RIAE S BEAT Tty O RE, AT e s AR

AR GE v RO G T HE SN G vk FRA A SE I ?
G, et B HERR TR ZERIFAN R Il 107 5
HR, Gevt (s OO I ] F A2 KRR

P gt e BV R AR, EEPATIE ;
&G, S5 EHEEEOR;

BR LHER, BHAD A, KEPTYEY IR G AR AT REAF AR FE I v B s 2h
o MAGHAELNE, WIZRGCUHT SN [PIWGERE, 2 40 PF RS AR 20 DT (1 5 45 R Ll &%
B TUEL LB 1 top n HEALSESE.

and
a3y

RGOS BT SR A, [N 7 2R AT SRR, Uy ) R AR R .
RS GEvt,  Retn N S R O — 28, HE R AR R A BEISOT A (AR RIS 18] A R A
oXERG, SOFAS R AR AR, BT LLsE 4 ml LB E ARG RE Y, B — € I (i) Bt AT —
RGN FAFTAE R T T IGET R IXFE, AEGUHH B 2 Ren I, BATT T G (1 45 1
Kot FPECGH BT o SXRERE RGO (K R PR R 2 BRI T, iy 23 SE AR K AR5 BT



9.2 SERBIRAE

S EAEAR 22 80 A B A SRS o A8 O Il AU A Bt R LA Ui W A A, AE MySQL
FATTIRIAF: the v LU Bt SR AL RIPLAL #E A Schema B vt (19 H -

A E R LR = L e ) B BAE T LU LA 5 T -
Lo G “/N R SRR DA it 2 i), A TR R A 75 2 1O B EA
2. TR R Bl SR N T A 1 LA

N A T3 A A 3 A 8 IO S B A ik A% SR R B WIR L A SR R w] AE LA
A Ene

ey HIEE R
FATIEKAE A S A € (1) — LU B S A K ATV

AL () L)) | feflkrE | mAME CERS) | B (ERS)
R
TINYINT 1 —128 (0) 127 (255)
SMALLINT 2 -32768 (0) 32767 (65535)
MEDIUMINT 3 -8388608 (0) 8388607 (16777215)
INT C(INTEGER) 4 -2147483648 (0) 2147483647 (4294967295)
BIGINT 8 -9223372036854775808 | 9223372036854775807
0) (18446744073709551615)
NS R
FLOAT[ (M[, D]) ] 4 or 8 -3. 402823466E+38-1. 175494351E-38
0
1. 175494351E-38~3. 402823466E+38
DOUBLE[ (M[,D])] (RE —1.7976931348623157E+308~-2. 2250738585072014E—
AL, 8 308:
DOUBLE PRECISION) 0
2.2250738585072014E-308~
1.7976931348623157E+308
I [) 2 7Y
DATETIME 8 1001-01-01 00:00:00 9999-12-31 23:59:59
DATE 3 1001-01-01 9999-12-31
TIME 3 00:00:00 23:59:59
YEAR 1 1001 9999
TIMESTAMP 4 1970-01-01 00:00:00

XTHCF R, X HLM B T RSN BRI, R i R R

b b, A R

B 2 DL A R AR TR i - 2625 n DECIMAL (DEC) [ (M[, D]) 1, NUMERIC[ (M[,D1) 1, T HAEmK S
A2 e S I M e, Mg SCh 2K, WISERRAFUIA 2K o MARZRIEANM B, i D
TR NG G, BIAM 8 10, D2 0o —Meckul, FEMAEFE G LRSS, BT AR R
K, i H 2 R IX A 5 4 v AR B QAP BT LA F A N AR .



XFECF A, R R AR S MANIZK S . R TR, AR AR
A5 LB Lt NIFAKE I, FR AT, 53— AR 58 4 T LU I S LA — AN E
[ 2R B e oy B TR R AT TR o SKREANDUAT LA RS AR08 A I 5, ) Pt L e 10 Ak 2 B g v 28k

I I A A% TR R IEA R R 2, FRATH FI I = 22 /& DATETIME, DATE 1 TIMESTAMP iX = T o MAF
fiti % (B K TIMESTAMP 35220, PUANT, 1y HoAth P A A R 2 #0002 )\ AN~ 1, 2 7 —ff%. 1fi TIMESTAMP 1)
B s AE Tt SRS AN 1970 42 i (RIIRF ], 1 55 AP AR () 8 28 m] DAAF I A 1001 AR FFAR RIS ) o 2
RATFEALRT 1970 4F 2 57 I T 7T K, FRATAZIUMGT TIMESTAMP 2874, (H 2 HBERAT A 77 2448 H]
1970 42 HTHIISTH], Sl )Rl FH TIMESTAMP >Ry A7 2= (R 14 A H

TS 0 A R SR E S, HARATP N AT RE S S0 L8, 3l XA 0 A
AT ay LUR BV H R 2R b A7 6 e T O, Wi b P ATl o 3R, R0 R I R 1K I
e, BATHUAT LGS 5 B Al S IR A7 fif v B LR 55 A AT BEAFAE IO B AT R, R I B A i 2 TR B 0
RISRARAL

LAY
BA T RE BT B 51
Byt i ol
CHAR[ (M) ] 255 characters (independent of charset)
VARCHAR[ (M) ] 65535 bytes or 255 characters
TINYTEXT[ (M) ] 255 characters (sigle-byte)
TEXT[ (M) ] 65535 characters (sigle-byte)
MEDIUMTEXT[ (M) ] 16777215 characters (sigle-byte)
LONGTEXT[ (M) ] 4294967295 characters (sigle-byte)

CHAR[ (W) IR J& TS KB, P 2 LI R Rk TEE, Ir LA A A K B 2 T4
L1, 4 latinl WIS KAFAEC RN 255 247, AHUZ A A gbk WIS KAFAEK S 510 “#4. CHAR 28!
(AT R AN E BATT L bR 2 KA, EEAR TP S AA I M AN 24, AR S kg 4h B, MEBRIA
M 1o HAR CHAR 2318 I b AN AR TR 25 (0], AR LE DT W B (W i, MySQL 23 2006 55 i (R B A 25k
DA S FRATT 00 S B B T 2 SR A e A S T A, WS REAT ] CHAR SRR A7 T . 75 MySQLS. 0. 3 Z R
WA, an S ERATT e S CHAR RIS i MAELRE I 255, MySQL 2% F 34 CHAR SN HEAT #6460 Ky ] LAAE AN £
P & ) TEXT 2870, 451 CHAR (1000) £ [ 3l % # 3 TEXT, CHAR(10000) JJ 2% %% Jy MEDIUMTEXT . 1fij A\
MySQLS. 0. 3 JF4fi, P kit 255 B X MySQL #f< HHAR LI 45 AR5 ., AN A shi .

VARCHAR[ (M) 1 )& T-BhaS ARt K BESR Y, XA v FH SEBRAA At B0H (A B o SLAFR U s KK E S My SQL
WA G, 165 0. 3 ZHTHINRA VARCHAR P~ RF4icd il s A0 I B R E, SR I BEAE I 255 707, o
FHAAE S RIS b KNS PR %, (HEM 5. 0. 3 JF4f, VARCHAR (1) 45 KA ids BRI £ 28 B 50k 7 1 4B
HlT, PRI LIAEI 65535 bytes AR, ARIFEFRAEA GRAARN FRAEOEA—FE . matgit, &
MySQL5. 0. 3 Z HI bl AS, M AR A4, A 5. 0. 3 fRATF R, MMARERCLETFIET .
VARCHAR FJAEAifi R OB ANE FRAT 100 MOA 2 R IMEL, B IE 5 F R A7 2 1) A AT T A2 N T S B 4t 1)
K/, F1CHAR AN[RIf#) A2 VARCHAR 23 {4 B FRATAE AN B B 5 b, a2 i IRATE N AT 4K, MySQL
IR TRATHIME 2 A RE. 75 VARCHAR 2870 7 BE RIS, MySQL 23 7E4E> VARCHAR s oA ] 1 ANk,
2 AT R AF I VARCHAR 254 B SEBR RS, U3 T SE B B s 71 255 705 Z IR I, S5 1 74y
KAFTEE R, MR T 255 AT HmHg, WIFFEAA 2 57 R A7 08

TINYTEXT, TEXT, MEDIUMTEXT £ LONGTEXT iX PUFt2S [A] & T —MAedit 7 a8, # RSB A KRS



R, AR A S K B BRI o DURH S R (1 SR A2 i ot fe K AP ECR BRI, R ABATT ) 7 455 B PR
S bR bR o] DABR AR R - BB 1, O B A M 2 T A AR I I, SRR BEAA U A T %
KNP EIBAZ, M RA AR /8. s, BT RSB, Frelm
VARCHAR —#f, BB 2 B AT 2 ML b K R 25 ) . TINYTEXT 75 % 1 AN A5 kA7, TEXT
% 2 N, MEDTUNTEXT A0 LONGTEXT MIAMI A5 32 3 A0 4 N At MO KR K e 9Bs b, 14T
MySQL P #k 11 s K K B R il 2 4b, Al AT 3k 52 21 % 7 v 55 R 55 4% i (1 ) 2% 3 15 2% b X d KH
(max_allowed packet) HIPR?H.

X PUAH TEXT 2801 CHAR Jz VARCHAR 78 S Fa i F A7 7 LA A —FE Iy«
L BN % NN

& U5 TEXT o] DMEH TEXT L (M) 1 AE 5 i ik M s K

& L TIXPYRPRIY R 5| WA i TG B s

FCA SRR
T I L BRI 2 AR W IRAT T 2 WA T B2 A, BT o A 21 (1 K 2R 32 AT DL R X

jlae

R A7 At FH K75 )

BITL (M) ] (M+7) /8 bytes , fx K (64+7) /8

SETCv1,’v2 ...) |1,2,4 or 8 bytes (H¥k TIEMBMERIEH, &K 644
)

ENOM(C v1’,’v2 ...) | 1 or 2 bytes (HURTAHAMEMEMNEH, &K 65535 4
H)

T BIT 282, MEREAMEM bits £H, BUIAA 1, 5N 64 bits. X T MySQL K iIX & —/NHr
(K257, PG M MySQL5. 0. 3 A TFAAFIESEBL (FEZ AT sk A& TINVINT (1) ), 71 HAUY 25 My TSAM
TEfE T4, (H 2 M MySQLS5. 0. 5 FF44 Memory, Innodb FI NDB Cluster fEfif 5| ¥ FFth “S28” T. 1
MyISAMH, BIT (AEMHAS AR N, JEEIERSEEL Tl bit kAFAk, (2L — Le A il 5 | p A —
FET, DA e 4 o e /N Y INT R BUAEA ), BT D I S B A4, A an A8 INT 28 11)
A R IIAETRAT EW

XFF SET AT ENUM SR, 32 B2 A AL A A T30 D AR IR 2 HAR BB D I 7 B BUARIX AN 7B i
(I fif 2 TR AR D, R el AR 5 T A LA R B 2R AR sy B2 4%, BT DAAE SE P A8 vh— LA
28D

WEARAIE, Bof i X B EEHREERIC R RO RN 8 Sk B e R R B RO B P
R 22 I NATT RS Ay B 0 o il 00 e v SR B3R B A Sk S B ARG B RV RE IR T . SEB B, BRTIX
TS e 2 o AR s A ORI L R 2 A, FRATTIE W] DLE i 6 49 B /N B B S Rk e I
I BN ) A TR A TBO R RO Bt A, 3R AR (R RE B Bt R (1) 1O 1 FE AR FRAIG,  PEREtL AR B
USEEINE TSI

UEAh, 1T CPU KA ALK (R AR BT SN, 23 AN [RI S 20 (1 K £ 25 Pl S A BE A LA
HEPP 55 5 T (A PR AAAE ZE e P RA, T 3RAT A B W EAT U S LS R 35 T A CPU BE K 7
B, NAZJ R R AL B S A A B R o i i AR T AR B AR A



9.3 MBI RWA

PTG 0 i 44 A 5 IF AN S0 PEREA ARSI, 7R3 LA 1 — ki, REE N IZ O — A K
NFERL, AE X Ja I s RGeS AR R ORI A A e SR RE TR 5 25 B 1 — 22 AN B i R A —
F, BARAERAMIAE I IR AR Z ORI, SISV FloRal, (B2 55D AT
YEgr— B AR A CHS I, BAN TR ) AR AR RS I, L2 A0 L B ] (e 5
HIAEM ARG —FE, SRRV, B DRSITENEN, Aamim A (ERiRA D)
B MM ABRA SRR AT, LGRS

X Bl PP B A i 4 BRI ST DR T 8, i HAME A R FAEAE — DN ks g — M, H s 24E
— RN G AT EL T

O, B NI EE R LN L2
Lo Bl AR A4 IR AT BEABIT AR 55 Al 55 A e 47— 2

IXFE, £ DBA 4G R SREE X BN AR, OB RN AR A R, AOREOR (HEIERL
AN GLHEFND S5 8 BRI S AR I, ARRE S AR 2 5 B ILh SR AR

2+ MRS F IR TREB) - SRR LA (B ] Ol TSR 4

X RIS DIRE ARG IR SR 4L, Rk AR AR I A N B REB AR PR AR A x5
A PR ALRAN N R B RE,  DLRARIRNE S5 o AN NGRS A RE, 34 AT A B i 2ty R AR
HORBAERIE

3. AL 55 L BT AE O AR 9 0
BOM 0T TR B B, SEAUR PR, R TR 25, He 5 R R e
R RS R SUR A3 47 W

4y B PR R ORRE AT SE b e AR

X R SCRRAR S AL AN AZ AR H (W 2 REASR AR AT IR 22 10 5 BORE I 504l 1) 4% Fof
ARJENE, Zn RS AR X, B 7o S Ui I SO 2 Ab, w44 ir W 4 B BL A 2
— MR, i H O HA%

5. ROV EOSIAMNRIR FBRANESS, HAE7BAERI AP RN SR 5 #AE
R RGINF 8, HREBAE DROT idx 8 ind ZRRETEEE G, LA
B RRE RG], NI SR 5 @R A58
PR KU AAE T DBA FE4ES I RE P W HRE MBI R 51 2 Akt T 2% R 51K

I EYE

6. LRAEIART RNV AZR T e S PR R A R A PR, IR R B R R
A R R A BB A RS, AL B I ACSE A T URE & B ARSI, dilE A a2

ram A five, HESEM, STl T BEEALES, MrEsSH . i H— BRE R,  atan 250™ 4% 1 1%
MVEIAT, AW R T AN 2R T BAT AT SRR R T



9.4 /hg

WX R NE, AEEWIERKI A —NERE,  “EdRERF MR R, T2
BRI o BdlE Schema [ IF AN IR 2 NARZ KA FE — AN A0 ST S, e
ARG LR EABTH I AN BETERE RO W A ML 55 753K, DRI AR T 3G AR ] A B
Schema 4f5#h, AN E LB HIEERER G AN, EFTEALH TN RSS2

% 10 = MySQL Server f:fetitik

RN

A

il

Az EEIE ARG MySQL Server (mysqld) AHSCSZIRHLHITI 08T, £33 — LM N it il . %
P B MySQL 1122285 A KA S BB B A4k, (HAREHE mysqld Z AMG EL it 51 S e s Buiie, 1%
it S PRI AN KR S H0 B A UK R B N3 W MG 1R ” TP 3T U .



10.1 WSQ Z=Eihik

EPE G A AT AR
Lo TRERIRATIC (R0 4% RPM S R i (R Rr s — BEIRRCAS

13 MySQL JFURrE, AU MySQL AB 4244t T 2 A6 i i1 2 F - BEHAAT RRCA T BLIER 5Kk
¥, WAADHE=TrATR (AN MG FATHRAE TADIESE.

EH MySQL AB S ) — HEI A AT RRCASTRATT T LA ZIWIR L8 45 40 2

a) LA A A 2y RIS I My SQL YR

b)  ZHRRA I L LRSS I D REAN L BE M ) G AR 5

c) PTG S B A ITER,  HECRRE

d)  WERIESE T MySQL IIARSS, K REfs KR L AT 21 MySQL ARSI 5

=TT BRI MySQL RAT WA K 2 /& 7 MySQL AB By J7 S Ak (¥ Y AR 77 TS T 55 22 50/ R B ) P e
2, RS PRI R X LE B AT SR AR Th R T st A SRR AR 1R A R R BE 5 T ) X
b MATLEH A 0S| R PR B AATICA, AT REZAEAT LEACR U5 T B X B SR 0S Al 17— LEAR R ()=
VRO, LU MySQL 55 A K 0S RENE BESE RIS 5. 28R, AT L858 =y RAT A IF i A1 3l id
MySQL —A74CHS, ARG S HOT T T — LSRRI %, ik MySQL 7E 3028 g s N RBLUEAL

Fo

RE— U, W RAHR SR =5 AT I MySQL —BEHIRRAS 2 L MySQL AB 'Y J5 S i ¥ 32t il A AT hiAT B8
REIWRG1 T, AT 12 A D% 26 =7 S ) —BERIUAATRRE ? SEnAE &, JATiL /283t —2b 7
T — 28 =5 RATRRCAS ] BEAFAE W L2 i) 7

HOE, T I RATIRAS MySQL B el , AR Z AR TR RAT T F O AR R e b ST
ORI o BITEL, 88 =5 RAT RRCA AN — 8 3 15 HAb BT (i 25 BT AR R 3 5

Hk, PR = RATRAR B RAT H O e e M R AR (BN, AR
F O RATHUAR Z R, A5 0 0 4T 0 D e A RE MR AT 4, 76 FAT A B e ik 15 2%
HBL MySQL AB B 5 [ AAT A HOFANEAE [ bug?

e, WURBAE LT MySQL IIASCHRSS, AL 158 =5 MIRATRRCAS, 23 ATTH) 2R 4t DL i) 7
(RO, 22440 MySQL 1S RF TR S TARS AT, SR RES B4R ST K.

R K ST LASE AT DA EIX S e AE R BRI IE 58 4 n] DL (T IE MySQL AB ‘B 5 S ) —
BEBIRRAS, T F AT e RAT S8 2 ML S s PERE M AATRRAS T

ZHTFRA S Y 4 BBl AR 7 R A R A RO — S AN B, ORI T — S LR AR R
A%, Ul Percona fE3E T — 2L LR 51 Patch 2 Ja (M RAT IRAS BRI B A ANHE, AL Z .
4K, Percona AMUAL AN Kk b HIA, [R50 RIS T —24k 55 Patch FIYEIS AL, XAy B4
Percona $& ¥ —48 Patch A, TR AT ER REAE 1947 4 6 LAIE— 2D UL A6 R0 32 1 MySQL B &, i mT LA
T4k Percona $& A5G4

X R R RAS e, T AR B R, AR BT R W LA s, R L
MRS 2 BRATRAE T REFES =7 0 R Z e, T LRSS B 5 PR BN R mR I BEE & A A5 1Y
PACTAT AR 252



2. URDEeSE

5 ZaERRATRCAARLE, a0 SRR B Tl YR AR AT ek, B AAE e B R IRATTRE 8 6] MySQL
BT AR T B 25 B8 22 B R GG — 1% DR T AR A g e B AT T AT LA

a) BP0 E QBT & 5 AE I B as R A 4 18 5 1) 3B AR 5

b)  FRIEAS[F] RV ERAF G PRI A AL OC [ 9 e S 3L

¢ ERXTIRATRR N Sk B AT A AN T AT A A

d) AR AT P T EEAE A 0 B s N A B I e e AT T B R A

e) [Al—& TN LT LL2ed 2 /> MySQL;

£) AL ALy DURSE R N 3 s VR IR 25 Rl 2

FEWAS 245 T 1 R B R R PE I RN, [RIFE RS FATAH R T AT RES I NG

a) X GRPESEUN A T g 2 Bl AN 24 mT B 4 18 HH R ) — BRI CA AN ARE |

b) X B ORI ISR A A ] LA S 80T BE By Al R Gt e 56 2%

c) A AIFAREIRZ A B R /) 0] Rl e Ui G 1 22 B A 22 BERR B R B 0%, TR 2R 1K)
I 7] 5T

3 PR 2 ) B KR s T LR IRATT A AT M B G R 2 AL, B KRR e 2o a5 R o h i okt
F AT P G 2 2ok o K LR A O i — MR RN, A R X KA i) o

FEIE L YRS 2 I A, e QBN — 2D R RO E G 1 24, it PUATIEIL configure fy& T i€
(12 g I . BATT AT LAFE MySQL JAS B (K SC A B IRBE R $ATIAT . /configure —help” 733
A UABCE I PTAT e S HOE T, W E

“configure’ configures this package to adapt to many kinds of systems.

Usage: . /configure [OPTION]... [VAR=VALUE]...
Installation directories:
—prefix=PREFIX install architecture—independent files in PREFIX

For better control, use the options below.

Fine tuning of the installation directories:
—bindir=DIR user executables [EPREFIX/bin]
Program names:
——program—prefix=PREFIX prepend PREFIX to installed program names
System types:
—build=BUILD configure for building on BUILD [guessed]
Optional Features:
——disable-FEATURE do not include FEATURE (same as ——enable-FEATURE=no)

Optional Packages:



—with—charset=CHARSET
——without—innodb Do not include the InnoDB table handler
Some influential environment variables:

CcC C compiler command

CCASFLAGS  assembler compiler flags (defaults to CFLAGS)

s N AR 2 A DA T, KK e LU FAT AR R E S E A AR . i
BT JUAS LU 1) G P S A — AN T R A2
“—prefix” : BB LREIE, BN “/usr/local” ;
“—datadir” : WK MySQL il STAAF B0 A% s
“—with—charset” : W& RGHIEINTFIE;
“—with-collation” : ZRZERINFIRILG LI
“—with-extra—charsets” : H T ERINFRFE AT B P 24 M 77148
“—with-unix—socket—-path” : 7 socket kil
“—with—tcp—port” : FREHEE MW, BRI 3306,
“—with-mysqld-user” : $§Ei817 mysqld i) os HI)™, BRI mysql;
“—without—query—cache” : Z2H] Query Cache IhfiE;
“—without—innodb” : Z&H] Innodb f7-fifi 5|4,
“——with-partition” : fF 5.1 RATF)E partition SRS
“—enable—thread-safe—client” : PAZEFE 7 g%/ b s
“—with-pthread” : 9RililfffH pthread Z&F2%%niF;
“—with-named—thread-1ibs” : ¥5E il AR E L R P55
“—without—debug” : ¥ FIF debug #;
“—with-mysqld-1dflags” : mysqld [IZ4 1ink Z4;
“—with-client-1dflags” : client HJ&I4P 1link S,

DA _EIX S HOR A 22 b PUBCH I ) — L e 28, b i ) LA g 1 SRR B T 5 3k
e 2RI T LOE S B SRS, ERGEEGRATE SN HIPAE AT, 55—, JF
2 SRS SR A B N 18 IR o 111 TP e SR SR AR G 14 R 1

PACKFPOZ A RERLME ok U, — D RATIREME 2%, JERE iz, Pril, fEddil 2k
G 19 MySQL. [ i 122 R B U P BA T i ZE AL, U2 e 3R T B ROAF it 51 38, AU 1R BAT 7 221 7
FEAE, AETRATM AR GERENE S TT REMI T R, PR IXAE K MySQL 225 AT 1A RS T e e R RE

BEAE, Lk RIS L, I RE AT 2 PR LRI, RO S8 AN AR R RO T
i, Se4amT LU I g E 2 H050E 1k MySQL A T i A G AR, 1k MySQL 7E AR A8 FRIPR 5 T R F4EAt fee
A1



PEAD AL IR 2 1 2 B0 BRIA 22 LA Debug M 20AE Bl 3EHIARAD, 17 Debug #2044 MySQL 5 K (1) 1 AE 40 2K A2
FLI KT, BT LA FRAT I g B 4 22 25 1007 AR IR IRk, — @ AN EESIE ] “—wi thout—debug” S%2%
H Debug #5K

M “—with-mysqld-1dflags” Fl “—with-client-1dflags” I N4 RiKE N “-all-
static” Mg, 7T LA VRGN 16 8% DL A 5 U8 136 1l g 12 4 SRARAE 15 2 e IR PERE o A FH RS dn e F )
AT AR L, PEREZE R n e A B 5% 10%2 % .

A ARt e B AL T B 2 PR N0 E S T, AT LS B AT B A 5C N 2%
. /configure ——prefix=/usr/local/mysql \
—without—debug \

—without-bench \
—enable—thread-safe-client \
—enable—assembler \
——enable-profiling \
—with-mysqld-1dflags=—all-static \
—with-client-1dflags=—all-static \
—with—charset=latinl \
——with—extra—charset=utf8, gbk \
—with—innodb \
—with—-csv—storage—engine \
—with—federated-storage—engine \
—with-mysqld-user=mysql \
—without—embedded—server \
—with-server—-suffix=—community \

—with-unix—socket—-path=/usr/local/mysql/sock/mysql. sock

10.2 WSQ. HEEMK

FELZHESEMYSQAL Z e, 8 A2 7 2O MySQL 1) % P 2 Bl It AT — L2 AL T BE AR . BAR MySQL R S 1)
MAETEAR 5, B PT DAAEAT IR T8 AL AOREAF BE A N i 8 as AT, ] DAFERR D BEUSA S N AR U IRIEAT
EAEERE, AT RETE AL AR AE BEI00 MySQL (I PERESRTH 2 A BN o 7E3X — W RATEZE M —F
MySQL (i H & (EESE Binlog) XTRGEVERERIEM, JFARIE H S A R AT AT R A e AL SE # o

H &= A 1 e s m
BT H AR I i sty A IR Bk e RE A 2 A B R e v B o B B TO BRI, PO T H A&
TEZ B4 MySQL W) R 28 p iy =55 vh, AT T ARSI T MySQL I H B a2 H & (Error
Log) , W H & (Update Log) , —#FiIH & (Binlog) , & H & (Query Log) , M H &
(Slow Query Log) 5. 48K, HUBrH & ZEZMCA MySQL A H 1, H iy gem — gk H & A

FEERNSOU T, RGOET IR H A, SCH] T HABETA HAS, BUASUR AT REN/D 10 e R R4t



PERERI H o (AL — O R 2 — s S B N T s b, M/ DT ST IT bR H S, RO MySQL
IRZ ARG AT I B A IR e, B2 MySQL SEILE I EEAR A o A s T — 2 I PEREALAL
SENLPATENR I SQL 1HA), 1RZ R AT TR A ) H ARAC AT IR DB I s Bofel Cei 3RATT A AT %
B 1 SQL iEA),

—MIEOT, A RETRDH RGESFTIFEWHE. BOYE W HEFT T2 525 MySQL thdT
[PJBE—4% Query AR B H &Y, SIZRG W RIEBORM 10 S48, 1y KM S2 bR HIFA & IR K.
— ARG R MR SEE , h T e AL R LE D RE HARAE ] T WRLE SQL S5 R N, A S AR RN T Br N 4T
Tz H ERMAR N 08T BTk, FEMySQL REErh, it ae B2 m i MySQL H & IV HE & A76if 5 4
HorH&E) F%Eyi2 Binlog T

Binlog MRS H AL KB
BATE SEEE Binlog WAHXSEL, WIEIATW Ty 2 0] LAk T Binlog MAHCSEL. 44K, Hrp
WERHET “ innodb locks unsafe for binlog” X/ Innodb %51 K E 15 Binlog AHRHISHL

mysql> show variables like *%binlog% ;

sync_binlog | 0 |

| Variable name | Value |
| binlog cache size | 1048576 |
| innodb locks unsafe for binlog | OFF \
| max_binlog cache size | 4294967295 |
| max_binlog size | 1073741824 |
|

“binlog_cache size”: fEFSSRLFEP A M H & SQL A IZEAF K/ BB HE A7 2R
25 i PRS- A7 i 5 | IF HR G528 8 T b i) 1 & (—Log—bin KEIH) M HTHE T A AEAN % 7 i 43 Bic 1 A
7, W, BB Client #AI LA EL % B A/ binlog cache 2¥[H]. WIS I A IR R Gerh &% 25 R
ZWEN)HENE, AT IR RN, DRI AT IPERE. 244K, FRATTAT DA MySQL AT iy
AR B HIW 24 BT binlog cache size PIR#L: Binlog cache use 1 Binlog cache disk uses

“max_binlog cache size” : F1”binlog cache size”fHXIN, {HZTAENZ binlog HEWAE FH M
K cache WAF KN HBTATHAT Z B R HSS %, max binlog cache size WIRAMEKITE, REEH]
B & H “Multi-statement transaction required more than ’max binlog cache size’ bytes of

storage” H4Eix.

“max_binlog size” : Binlog H&fm AN, —MekRutE N 512M 8 16, (HAREEE 16, Z K/
FEARREAEH kg 2 H] Binlog K/, TUHJE 423k Binlog FLESEIR R0 )GB 2] — M KH S g, &
GER T ARUEF S SE 8, A nTRe )4 F M ahfE, REek %5500 SQL #Rid gk A\ Uiy H &,
HENZHSSL W . X fiM Oracle [ Redo HEA RA—FF, A Oracle [ Redo H 2 i s i 42 s C
PRI FEAT B AR Ak, T HLR T RIS T Redo A1 Undo AHSE IS B, FTLARE—ANFHESEEE—ANHE
XJ Oracle KUt JEACHE . 1M1 MySQL 7& Binlog " BT ic sk (1 2 2 P #4240 /5 B, MySQL #RZ 24 Event,
SR i R s R AR A 1) DML 2 2R 1) Query WHH].



“sync_binlog” : XNSEUENT MySQL REe R U R RE LN, MAEEN ] Binlog X MySQL Bt
WoR I PERERRE, 1 LB % m 2 MySQL A 8l i 52 3. % T “sync_binlog” Z %4 Fh i & 11561 40
T
® sync binlog=0, MFHFSAZ LG, MySQL MK fsyne 2 FRIMHEEL IR H82 MHT binlog cache H
{5 BRI, ik Filesystem BAT ¥R E AR ERMIES, B34 cache 3 T 2 J5 A [A) 25 21 i
j@_

® sync binlog=n, BT n IRFHIATZ G, MySQL BEBEAT—IR fsyne Z RIHERL IR TR 4K
# binlog cache " ¥IELH 3 I 5 AN o

76 MySQL 1 R G BRIN 1 B syne_binlog=0, AT AT s P KRG B B FR 25 IX I i) 1
Be S, HE XS i K. RA— B &% Crash, 7F binlog cache FHIFTA binlog /5 S A2k
FRe MMWEN “17 BINHGE, i E R ER KIS . U RE R 1 g, MRS
Crash, %% %%k binlog cache HRFEMM— M55, RSLBREHR AT PEZm . ML
FAHOCIAAKE, TR FSRIRGKUL,  “sync binlog” WHEA 0 MHEN | IRAT ANVEREE
TR mIA S i HEE L,

REAHIE, MySQL IR H] (Replication) , SEFr i &ilil ¥ Master %] Binlog ML A H 10 £k
PRI I 45 522 Slave diig, 285 PRI SQL ZEFEAAEAT Binlog A (19 H 2K T A FH 214040 e b R st iy . B
PL, Binlog fMIA/NNT 10 ZRFELL K Msater Fl Slave it 8] ()P4 28 40 2 7= A2 B D500

MySQL 1 Binlog [y A 2 & IME LR I, HEERATIN Query o848 T 48 2 rh it s, I8 4 st b 2
F41Z Query Frdf N [#) Event idsx 2l Binlog H1e MBFATEAZ B A IMNEMAEHI TWE? /A, 1
MySQL SRS, SEBR FR AR 8 NS0T LUk ToAl 145 il 75 22 52 T 53 75 L 20 1 AN EAT 5231 1) DB B
# Table (], Z35l4:

Binlog Do DB: ¥ EMFLe%idz/F (Schema) FF%Eicsk Binlog;

Binlog Ignore DB: #:EMIL¥dEEE (Schema) AZEil3% Binlog;

Replicate Do DB: & 1E T B & HIMEPEZE (Schema) , ZANDB HiES ( “, 7 ) 7bE;
Replicate Ignore DB: i 0] LAZBSHIEHEZE (Schema) ;

Replicate Do Table: WiEfFZEE TN Table;

Replicate Ignore Table: 5 H] LA ZH&H) Table;

Replicate Wild Do Table: IJjfElA] Replicate Do Table, {HW] LAl BCSTACHEAT % 5
Replicate Wild Ignore Table: IJHE[R] Replicate Ignore Table, ]y i B /¥ ik ;

W B ) \ANSE, FRATTE AT DLAEH 5 S bR i sk, #HIM Master i #] Slave %if¥) Binlog
EISATREN D, A/ Master Sl Slave Ji M 25, 9D 10 ZRFE1 10 &, bREND SQL ZEFEMH
AT S5 H SQL ke, mZIA RIS Slave b I ECHE 4E I ) 2T

SERR b, TR ) \ASSEC AT S A2 S A Master S i), 1S H /NS S BN 2 13 & AE Slave i
(o ECARAT IR AN ZEA G 0 SN S8 DhRe FIF WA FEH HEM KRR, HEX T4k MySQL 1)
Replication SRULHS AT LLA BIAHAI TR . SR — e X, HAEEX R

® WA Master 3 B AT I SH, AU L Master 3 () Binlog id i K (1 10 & kb,

25k Master %) 10 & FEainl LUk Binlog TN, (L4 Slave Sff) 10 ZiF2 1] Binlog
AR ED . KM I Ak At T LAYk k2% 10, 92D Slave i 10 ZEF£ (1) 10 &, /> Slave
Ui f¥] SQL SR TAE S, IS K B AL S HIPERE . 249K, 7F Master i EARAFAE— )
Wi, R My SQL PR )T 2 75 75 22 B A Event AN MR 3772512 Event 1) Query JiT 5 250 i) Eicdis



FAEI DB, A2 AR AT Query IS ZI BT 7RI ERIN Schema, R A& FRATTE S I 545 1 1) DB Bl #i2
4T “USE DATABASE” 1 firfigs€ ¥ DB.  J A7 i BRI\ DB FIMC & b BT € (¥ DB S84 A IR I 1O
LA 2o 1% Event TS Slave 1) T0 ZeFE. T DLAURAE R 48 rh H LA BR A DB A6 7 2 521
) DB AN —FE I DL T S T ALK DB H A Table MU A%, 1% Event JE A2 4 S
5] Slave &M, SHEHAHEK Slave WIHCARFN Vaster (OBCHRR —ECHON L IHBL. R,
SAEBRIA Schena F IR T /RS0 Schena S50, WAHEST RIS Slave 3, 4 Slave 3
F¥AT1% Schema [RINAR, U238 1952 1 B i 452 k5

® TiIRIEAE Slave SBT3 A B 50, 0 AP 7 T 7T f L 6 Mas ter SR U 66—
B, DR A B R A S AL Event #RHE 2R T0 SRRl S Slave B, IXHEAR (LAY
T 9% T0 i, % Slave i) 10 AN T Relay Log ME AL, ML UHRATLLH D Slave
1 SQL LA Slave 30 FA T BARPERE 7 TR AT, (ELRZE Save it 54 i 9L
H, AT DR IEAS 2 LA A 2R A Schema [f] 7] 53 1385 A% S1ave Al Master 3R A —80ak 34 & H 45
() i) o

Slow Query Log #HRSHUA AT FH &L
KEFH Slow Query Log MIAHCSEIC S . A3 4emME, FATH T @M RGP RCR B 1Y Query
iBa), MFHEEFTEEMAEHE, WiEE Slow Query Log. AR LLUI N & FH KRG8 & H & 1 AFH <%

===}

H:

mysql> show variables like " log slow% ;

| Variable name | Value |

| log slow queries | ON |

1 row in set (0.00 sec)

mysql> show variables like ’long query% ;

| Variable name | Value |

| long query time | 1 |

1 row in set (0.01 sec)

“ log slow queries ” ZH B /" T RA & & & 4 4] JF Slow Query Log Ih e, 1M
“long query time” ZHUNEVFIATHAT RSB E R Slow Query sk PATIN AL 2 KK Query. 1E
MySQL AB & A7) MySQL MieAHT Slow Query Log RJ AW E (KM A N A 1 FD, X AEA LUK n] ek
TMESTE AW R TATEK, WRAE R — DA RS A W I ) BRI, v DU Percona $& A1)
microslow—patch (fFjh msl Patch) SRFEMAZBIEI. msl patch AAUALGERE N A i I ] gl )> 3 2= 0 2%
S, TRV I BEE g s A R SR 8 IE SR 1 SQL, Al b S BN K Slow Query 2555 InTh
Aeo HRERRMR M S, XEPANH nsl patch LA R E A MK DA, KEKESHEEH I
v 4f ( http://www. mysqlperformanceblog. com/2008/04/20/updated-msl-microslow-patch—
installation—-walk—through/)



FTFF Slow Query Log DIREX] REGu1ERE MM HEAR A4 Binlog HFA K, HE3d Slow Query Log %
SV, AR 10 BFE BN, A2, RATFEER—4 Query INPATINT], BrLIHFER &
— 2By, T CPU T WA . WA KR I RGAE CPU L 08 F & %, A AASALE 3K — s A i
Fe, MR AT RE S IRATAR R ERE AL IR . (B4 RIRATTA CPU WUt E i Sk g ik, e 4
AJ ALE G o g G P D RE, i A5 2 () Witk (14T I Slow Query Log DIRER &AL n] BEAFAEMI I 2 M1

MySQL YAl H S PR D (Query Log) sRFHMEREFZMIMRAD, FATHAMLLZ T, 2T
BB BRI H &, BATEAEE I “H A7 5 A 380 P . (1 234 o

10.3 Query Cache ff{t

W H| Query Cache, RMEIL MySQL RIS/ N ol 2 A — L8 T iR, POALEIR 2 NE RAb W]
DLES Bh B 1 Bs FE YR R = A —AS “m” T4 T . (BB S X REND 2 33X — 5 FRAT Tl oFs dun ] & B (K4
MySQL ] Query Cache IEAT—S8AH MR 43 B FF 15 5 7 AL R

Query Cache B2 “MiJ7x8]” 14?

MySQL [#) Query Cache SEIJRUFRSEPR B IEAEREMMI A%, T 5k Ul 244 2 B il K (1Y) Query
A CYSRALPR T SELECT 2824 (1) Query) 18t — & ¥ hash HIEHAT—AMHE AR 2] —A hash {H, 17
LE— hash i . [FEIREHiZ Query IS5 4 (Result Set) WAEAE — A WAE Cache . £ Query
hash i %R ) RE—> hash B ITZER T s P R IEA7 I8 T 1% Query FiXS [ Result Set M Cache Jit
FERI AL, PAAZ Query BTES S BRI T Table HIbRIREE HAL — YL (5 B REEZINUTT—A
SELECT &2 1) Query IS iz, T 5ETHH HIL hash {8, #RJ5ilId 1% hash {HF] Query Cache H & ULHL, 40
BB T 52 AHFE B Query, WIE B ZHIIT Cache 1 Result Set IRI[\IZE &/ it 564 A e Bt 4T 5 1
(AT ART 20 B B AT 58 BOX IR 3K o 1T A i PR AT ART — AN R AR AT — S5 B R AR R 2 5, 4l %N Query
Cache, TFE¥TH 5% Table 55/ Query ) Cache #8234, FERECH 2 Ay H B N A dht, DU S
[ A Query REREAH H] o

M BT SR BESK A, Query Cache i S DA PGB a7 L 1) S s ok EORPERE R B I T g (HURIRZ
N T BE#E 20 T A% H QueryCache 2 J5 Tl ke i 47 [T 2«

a) Query WHHJf) hash IBH LA K hash EHBHIEFE. HIRAVEA Query Cache Z 5, #F4% SELECT
FKA) Query FERIE MySQL 2 J&5, #8705 BLREAT —A> hash 8548 J5 & #6421 4776 1% Query (1)
Cache, HARIXA hash B LA TTRECAIEH &3 T, hash A AEFER O & L8 FIILIL
T R4k Query SKRULIHFEI BEURE IS 2 AR AEF 2, 2 W BA T A LT )LT
2 Query I, FRATASGEXS =2 1) CPU IS FEE B T .

b) Query Cache MIZRZLIMI . WIRIRATHIRAR B LLECANEE, 2% % Query Cache MR ZRIEH
e X HLRAR EAAALFRE R R BB, R S5 MBS RIS MAT A AR e i 3k
TR IRZEA7 3 Query Cache H (1) Cache U4 n] BETE NIAE NG AR PR A2 PR Dk 2 v 0 504 ol 5048 T e
THER, SREEIIAHIR Query @Ek 2 f5TCiE AT I 2 1 ¥ Caches

¢) Query Cache HZEAFHIJE Result Set , AL, Wi, fE7ER—4d5%H Cache 2
W] REPEAEAE o NI SN A7 BRI IR I IV #E . 988, wRe A A U RAT AT BLR 3E Query
Cache MJR/NBT. JERY, FRATHHEHT LA E Query Cache R/, {HAZIXFE, Query Cache ghill
P55 1 R I ATAS S T e e, s i T 2R I R B



X Query Cache f¥_EJT =S 5EM,  4n SR SIS H g — AN UM SR DA 2x 3 O B R 4L 2 K
IR, JFANS R RZONAE T Query Cache AR ZWIE . HiE, MLEERX =M% S 1
i, B Query Cache 7EARZ ALy H HP st ANEAE BLRTHOARAE “ 58" 71

&S HH Query Cache

HAR Query Cache FIMEHISAFAE LU MM, (HZBATRNZARME AR R E A —E M. &
5E4AME N Query Cache [ L1i =N S 5€ 42 K L X Query Cache IfF o HEIRATHE T
Query Cache fISEBLBE, A FA Tt 78 4 T LAl — € i) T BAEME ] Query Cache I (KR,
RIS FATRIRETT H 5 %

TG, BAVFFEMYE Query Cache RAMLHIK AWML R IE S FH Query MREERAIE S . BT Query
Cache [ 2R2F= 322 K Query FTHKHN Table (% &4 T 454k, Hipk Query 9 Result Set AJfECLZ
A PSR s A DS ) Query Cache A, B A FRATTILN 138 Ho AE A ) AL AL A E 1) Table () Query |
R, TN AZAE AL A W AR AR 4 /N1 Table 1) Query BT . MySQL HHEF%) Query Cache A%
FIi SQL Hint ($27%) : SQL NO CACHE A1 SQL_CACHE, 4334t 8 I A# ] Query Cache F138 4 i
Query Cache. FA15EA T LIFIHIXMAS SQL Hint, il MySQL HIIEFATA EEMELE SQL A A Query Cache Ifiy
WP SQL S ANEATH T o IXFEA AT PLIEARAE S Table [¥) Query JR %% Query Cache [FINAE, [A]HE AT B
187> Query Cache &I &,

Fe W TR AR R AN, KB N O A K 8t JRATTAT AN SQL_CACHE 1 SQL Hint,
s MySQL f# FH Query Cache, MIM$ERIZE M EWINTERE.

i, AEESQL Y Result Set fROK, WRAfH] Query Cache fR7¥5) 1t i Cache WAEIIA L, ¥
Z A2 Cache PRI 250 KT IX—28 Query FRATTA IR 7V mT LR ek, — 24 H SQL_NO_CACHE Z
H0K 5 Al A 4E B Query Cache 17 &F UK A8 B 82 M\ S Br B0ds e A& 4k, o0 —Fhor vk gl il e e
“query_cache limit” Z¥{f k4% %] Query Cache BT Cache [z K Result Set , RZLERIN N
IM (1048576) o HE/ Query B Result Set KT “query cache limit” Frik i€ HIME I %, Query
Cache &£/ 4> Cache X4 Query [f.

Query Cache [IAHR RAE S L EHREL =
WA SCE A Query Cache ARG R, A LB IAT U0 F v 23845 MySQL A Query Cache #5511 &

KRR

mysql> show variables like ’%query cache%’ ;

| Variable name | Value |

| have query cache | YES |
| query cache limit | 1048576 |
| query cache min res unit | 4096 |
| query cache size | 268435456 |
| query cache type | ON |



| query cache wlock invalidate | OFF |

® “have query cache” : i%MySQL /&2753Z#F Query Cache;

® “query cache limit” : Query Cache fF/ 525 Query B K Result Set , ERIA 1M;

® “query cache min res unit” : Query Cache &> Result Set fFHHIE/DWAER/DN, BRIA
4k;

® “query cache size” : RETHT Query Cache WAFIHIR/N;

@® “query cache type” : RALEITH T Query Cache DjiE;

® “query cache wlock invalidate” : %%)F MyISAM fF£ff 5%, #E 44 WRITE LOCK £EHA>
Table b1 Y5, 15038 K& 2S5 AT WRITE LOCK RIS 7 U5 2 )5 7 22 38 2 SL VP B3 A Query
Cache " HNZEH, BRIAA FALSE (RJLAEHZEM Query Cache HHRAFZEE)

DL ESHH S B E “query cache limit” Fl “query cache min res unit” WA NSEIKE
A S N A SR . IR IRATT T EE Cache ) Result Set —f&#FIR/N (NT 4k) G, W]
L& 4 % “ query_cache min res unit ” 2 #{ i /N — 28, & fpiE N fF IR P,
“query_cache limit” ZEUA AR, a0 R ILA T ZE Cache ) Result Set KEBIHSKT 4k [HI3F,
N IT¥ “query cache min res unit” YAZERF Result Set K/PNEAZ, “query cache limit” [
AN KT Result Set HIK/No %R, FIREA LEM AT LA EARER R AL . Result Set IR/,
M2 Result Set BRIz, FATHIHFAZLIEMFW “query cache min res unit” BE FIFIREAD
Result Set ZAZ K, RN REMN —PLEE IS — KNI, ZEARES 563 1 56 AN IR AT
P A S AR 2 AN 0] BE AR (1) o

WRIATE T f# Query Cache I HIIEHL, WIATLLE L Query Cache FHSCIFRAS AR F R, Wi it
LU R
mysql> show status like *Qcache%’ :

| Variable name | Value |

| Qcache free blocks | 7499 |
| Qcache free memory | 190662000 |
| Qcache hits | 1888430018 |
| Qcache inserts | 1014096388 |
| Qcache lowmem prunes | 106071885

| Qcache not cached | 7951123988 |
| Qcache queries in cache | 19315 |
| Qcache total blocks | 47870 |

@® “Qcache free blocks” : Query Cache H HHIIH Z /DF 4R blocks. WIHRAZH BREK,
MIUEE Query Cache "IN AFE A RZ T, nlRee B3 A EMPLSIATHIE O .

® “Qcache free memory” : Query Cache 1 H IR KN AF KA TILIXANSHIRAN AT LUBL 1
AFDILEE H Y1 RGEH I Query Cache WAF K/NER RN, Mt 1,

® “Qcache hits” : Z/DWRad. HWLIXANSEIATT LA F 2] Query Cache [IFEARRCE

® “Qcache inserts” : Z/DW R RGEIEAN. i “Qcache hits” Fl “Qcache inserts” P4
NS EIATE T LA Query Cache AT T .



Query Cache #y## = Qcache hits / ( Qcache hits + Qcache inserts );

® “Qcache lowmem prunes” : % /D45 Query K4 W 427N 210875 B Y Query Cache. il it
“Qcache_lowmem prunes” F1 “Qcache free memory” M H 454, BEWE RGN T MHAIIRAIR
Zirf Query Cache FINAE /N2 B AL, M AR HILE A WAEA Z 1A Query fit
th

® “Qcache not cached” : [XI4 query cache type [1% B 8i& ANEEWR cache [ Query %R

® “Qcache queries in cache” : 4§ Query Cache ¥ cache ] Query % &;

® “Qcache total blocks” : 4§ Query Cache 1] block %=

Query Cache [1]PR

Query Cache HI T/ AN 2 2 #H 45/ 1) Result Set, A FRIIEAE UL, BT LAETEBEEE T [A)
I, 5552 B — L0 1 BRI

a) 5.1.17 ZAVHIHRAAGE Cache #EAR TN Query, {HAEM 5. 1. 17 BRATFLS, Query Cache CW4&

THIGSCRERS A/ Query T s

b) BT AN A ) SQL ANEEH: Cache;

c) fF Procedure, Function LA Trigger H ) Query ANHEHY Cache;

d) AL AR 2 A AT W] REAT B — AR S5 BRI ER £ Query ANBERY Cache.

WP iR e R, 7EMEH Query Cache WIIEFEH, dESCH DRSO v & 19 7 Ak, UL
ERRMEATLAZEA Query Cache, UALiIEHELE Query HIER WL R4 Cache.

10.4 WSQL Server Hfth& Ak

b T 223, Hi, Query Cache Z4h, RIHESCHY MySQL Server 3EAAM:GE R o E HARAR 2 5, Wi
kR, RFEEH, Table FILAE . IX—1T A VEHTER T A7 LT N2 AN T RESZI MySQL Server
P fe A HAh nT A IR 40

W 2% 3 e by S A A
HAR MySQL (14 7 AU R A8 W 2% 0750, e n] Lol id dr &4 18 1 77 38, AH AR 2 TR 7
FIERE MySQL, 7E MySQL el it 26 R i 7 s BT 5 P i SR & . ARl et
— NN AN B AR . AR — N 5 S IR I P BT 0 A0 1 e PR R o
@® max conecctions: A MySQL FCVFH B &AL
XA ZH T ESE  AEREAS MySQL B H B JF KA FERE ), M RGP SRR SRR T
max_conecctions FIFHHL T, T MySQL (i B BRI, A2 N A b ok 2 7= A I Fe1 SR 0 564+
T BRI T AR () I it o BT DA—fcke i, U MySQL EMLMERE RV, #ER S EE R
ARER . kU 500 2 800 Ao At ARG EN S HH

® nmax user connections: &AM ARVFHEIERSL
IS EOR R TS MySQL (F3EFEL, 11 max_user connections JIE SR AN 1%
FERA . AR RS OL T BT Re AR D AT XA SR, A — 2oL T4 it MySQL s A7 it ik
5, BE O RRAE B NURS N th el REFR 2. BR T BRI R X 2z Ak, oAy T AN
max_connections —#f. XANSHHE TERUT N R (B P3G 6 T35 08 1 v ok



B, SEABCAMRZ RG], FTLUSEBOT 2,

net buffer length: MZEELAEAIT, L4MTHEZ AU net buffer WAL K/

EAZE T 0] R N2 W AR R 8es, TS E0I RCE I PR B IX AT Aa K
/N, BT LA B R M 2 R Y FRATT )RR R R AR AR R TR i MySQL B2 75 22 2 ISP 1% 2%
MIX KA RGERINK/NA 16KB, — R BT LA R K2 H0% 5%, AR W BB A Ak
N, BRI AR AR D, T H RSN A BRSO E DU T, AT DUE i P 2
8KB.,

max_allowed packet: 7EMZEALHIT, — AL S S 15

EANZE net_buffer length #HX Y, HANEZE net buffer [P KfH. HIATHITH B L4
KT net_buffer length FJIE R, MySQL & HaHI K net buffer FI K/, FHEIZZMIX K/NE
#| max_allowed packet FTiEMMH. REBINMEN IMB, HKEE 1GB, ik 1024 [Rf%
B, BALAEAT

back log: fE MySQL (IR KR AEARF BAS oh FevF A7 TR doe KT SR EL

R RAERF S, SEbr PR R I 25 i R SR BRI R, MySQL 32 4R ¥
INE B BB FE R R IC (B Q) IERERRI AR, BB 70 o B AL )
P T SRS AFTRAE — AN SERF S, XASBRIAERE MySQL (ERETRBAS . S IRATI R GAAAE
W T PR B A SR I, WU N IZE R back log SRR . RABINMEN 50, d5 KAT LA
N 65535, HHEATHE K back _log HYBLE AR, [FlIN ik if5 22 32 30 0S G 945 i W BA A (T B
i, PA A S 0S 1 W4 I WT /N T MySQL 1) back log Be& g, FATIER “back log” #
BT X

A T M ESE A BRI AR E, IR TR E B A S R ARG T 3

U

FEMySQL H, O TR B A S SR QU IEHOX AN AR IPERE, KL T — A Thread Cache i, 4%
SR R AR LR A TRAE LR, AR SE ORI b i 5. IXRE, AR IFE R SR, MySQL 564
Ki 7% Thread Cache & 7L INHERRARE,  WURAFAE WG R FAEA T, W SR B 28 IR RR LT,
A QIR LA . 75 MySQL P SRR AR S I R G S HUCARSZ B U AT -

thread cache size: Thread Cache #hH W AZAFH ) I L FEET .

Y ARG A SNAE, HASD EaielE thread cache size FT it B 5 H & B FEAT AT
Thread Cache {1, T 2RI ERARMEIE LAEH, 1RSI H e e AR . 4
LIRS FE1L 2] thread cache size fHZ )5, MySQL A2 FRELRAF I SEMIEHERE T o

TR IRATT Y R 48 FH R %6545, Thread Cache MR D200 5 B S 1R o TR A 70 40 42 1 B
FEN I, 0l R R i i AV B AR I, an SRR AR T SR My SQL B i R S AH Y
PRERRLERE, AR PHHETEFES s L2 dEw KM, M4 AMEH T Thread Cache 2 )5, T
LA A AR L TSR U FPRES, AT ERR RIS, SO TR EAE Al
LA E, BTUMU YA P REMNRGERE. TUAEAMEERONH RS T,
thread_cache_size [F{E N AZBEE AN L8, ANRNAZ/NT W FH R G0 B PR SR O ki =R
A



T L SR FRAT A FH 1 K& B2 %, Thread Cache [FIZh3K AT BE -3 A7 A BB IR REM R, {0
WA TE B AN BRI R R R T Kok, AR MECRUFAd AT i i BRI BT 7 3
PR REAL TIRASE PPRES, VRS A A DEF I ARUE R A E H I 7oA eI R mim, W
MRS BRI KRG, R B A R R B0 8 5 DG P I3 AR WL Ty LG SR
FH RS 28 E RS BEA R OKEF, 5 P AR IE BB ) 11E, B AR (R e O AN S8R /R
SHZ . P RS A KRR N IR F,  Thread Cache HLHIIAIFH AT SR 25060 14 g KA
W . WA RKEBEIAEE R RAIA T ZH thread cache size ZEBEANK, — BRI
A[HE 50 2] 100 Z (BN AZRErT LT .

@ thread stack: RFMIEREFEPLANEIIINAR, MySQL 43t Bty ) AE K/
) MySQL G —ANHT IR AR I I, 2 TR ZE5 A A0 BE — o R/ AR HERR R (8], DU A7
PG K Query LA H S A FIOIRZS FIAL RS B o ANik — Mook e i A& X6 My SQL (1 H 2k
FRACBEALH 20 AR TE, ANIZER 2 LSRN, THRGMERAE (192KB) JEA
AT RLFTA I N, A . i SR B B R/, 2358 My SQL R 2 FE Re i Ab 3L P v 175 5K 1)
Query WA, LA B2 K Procedures #1 Functions %5,

F A X LR BATRT LU RO E M 2OE A B DL OB IR R I PR REA RS 8L P BAT A
B SRERR i P v E A A, e ER A . FATRT LGB AR R G AT I R L
AN RARAFA IR AR5 B R A WK S A6 v B ) 5 P -

PATIE B E R REAN T AR G R 1 e B -

mysql> show variables like ’thread% :

| Variable name | Value |

| thread cache size | 64 |
| thread stack | 196608 |

PRGN RGHOER B LD i R G P IR IR A A -

mysql> show status like *connections’ ;

| Variable name | Value |

| Connections 127 \

mysql> show status like *%thread% ;

| Variable name | Value |

|0 |
| Slow launch threads |0 \
| Threads cached | 4 \

| Delayed insert threads



| Threads connected |7 \
| Threads created |11 \

| Threads running 1 \

A By S, RATATLLEH, RGWE T Thread Cache i 2 K 9817 32 NNk de e, AN ER
SRR ], RG I 192KB W AEHERR T4 fth . R G0 ) BIPLAE LRI 215 - o (R34 127 IR, L6
T LI AMERER, AT 7 BRGNP RS, 7 ASERRRAS R R A
JEactive IR, WU A — M IEEABE o A G K . Mi7E Thread Cache it 43k Cache T
4 ANERRERE

WL ARG ERCIAPIRES M, BATATLAARI, thread cache size [N ECLLE T, HELIT
KFRGWTFTE ., FrLAIRATAT LU 498 /> thread cache size W E, ELUNBEE A 8 B 16. ¥
Connections Al Threads created XA REVIRAE, FATIE A I H RS0 & EFEIEH 1 Thread
Cache firh#, /2l Thread Cache it FAFIERL AR S RGN SIER BN ILE, W
T:

Threads Cache Hit = (Connections — Threads created) / Connections * 100%

BArTr s B e H A KX — N B IAEEF#) Thread Cache fiyH1#: Thread Cache Hit
= (127 - 12) / 127 * 100% = 90. 55%

ROk, BRSO IBAT - BINIZ G, AN Thread Cache firth 3 NAZ IR FFAE 90% /240 L2 T
m I EE A SRR . T LUE ) B P) Thread Cache fiy o EE R IFEAIL HL IS IEH .

Table Cache #HICHILAL

PATIRAE —F MySQL ITTFR ARG 1T 2 LRI SEIUHLH], O TR AT REdR R PERE, &
MySQL FRAREANERE ARSI AT IT B O ils ZERR N SO AR, AN I 5 DT MR (1 SO g
FEAIPLEIRSEIL . 2R, 0 T AR A 5 1T e AR AR BT 30, My ISAM 3%, f— % ) ke
FEITITHATAT > My TSAM & R0 SO BT 0T — A SCPFRTT, HRSE R G150, W LA ofe
R R ARG IR X T Tnnodb FIF7AE S 14, WERBATVE T IR R Kt
2B BT IF R SCAERRIR AT U LE AL, i A RFAT A A A 2 )y AORAF At it WRIAE, il
TAHAHREE B SO, WIRIRE AT TR 2 RSO AT o B 1 808k e (K S B R B8 R 5 14T T
LAAR, i SO DA tho il AR ISR AT, IR 5 IR GE T open_files limit FRIBEE FRAN

T ST IR E T A SRR, MySQL ERZSE T Table Cache KL, AT
A8 Thread Cache HLEIA 2L, EUERE Cache FTFFIFTA R SCAEIRIARE, ST HTIRIER A
R ST ST T, 4RI 5 LA SR ek OB )7 ORI By ST TP S
A TR I VUG, 1A — 7 Table Cache AR REEZ HURRAAE L.

£ MySQL H AT 13l table cache (M MySQL5. 1. 3 JFUREk table open cache) , RIXERGEHF N
AT Cache MIFT HR AR IR FF O E = . I MySQL & 7 FM A48, AT E table cache K/NHHY
{5 V%Il ik max_connections ST K, A0



table cache = max connections * N;

Horp NARE A Query AP TR S I Z Table %R HZFRA NBEX AL TH L SR AR K
#ERf, ATl b

B4, max_connections A& ZR 4R AT AESZ M B KIERAL, (H 2RI A — 2 # 2 active Ik
AW, Bl BnT RE LA AN D IERAE AL T Sleep IRZS . MALT Sleep ARAMIIER LA W] BEFT FFAT ]
Table [¥],

R, AN AT Query " ELE IR Z 1) Table [f) Query BTl 5 () Table MM IF AR KNG, B
HIRAVAREZME R 51 SCAF AT e BAR R SR AN BB E R IR ] DU T R (R R R 155 11
REE R TFEW . 1 H, WRIK Query RN T ) #8225 e AR 1), HE R Feit
RS ZAEG], Wi Query MHAT TR ZHT I SCARR AT E 2 T, nlResE N IR A L2 =A% .

e, EATVE A SRRV FRATT F] — I 2 T EHT I IR IR A5 0 e K8, 1 table cache [
BB WA AR I A SR K 358, A table cache T 5E ] & Cache 1 FF (AR 25 I B 1)
KN, A R 3 2 REREFT TT I KD o

8K, b IR e FURFRAS N AR, U nT BRI AN RN, A 1 AU S 1A A 1 B A
SEA ] LA R R K TR 1]

=

AT LA R 7 A table cache R E AT R S8 (48 AR :

mysql> show variables like ’table cache’;

| Variable name | Value |

| table cache | 512 |

mysql> show status like ’open tables’ ;

| Variable name | Value |

| Open_tables | 6 \

LI E R ERRFEWEN table cache 512 4>, Wgt/2 ifEi% MySQL 1, Table Cache H1HJ LA
Cache 512 ANMTHFCAFHIFTIRSF; 4T R 4T T RR AU A 6 4,

JE4 Table Cache it Cache IR FFAEAT ATEOL FSHOCHANE? — Mok il =2 LU F AP il &
% Cache (PR HE 5G4«
a) Table Cache [f]Cache il T, 1M HAERLRE T EHT A ATETable Cache AT, MySQL
ST (W) B2 P R e A AL R AR 4
b)  HIAIIAT Flush Table Z5ir-4 I, MySQL 23K H] 247 Table Cache H Cache IR FTAT SCA4
BAE
c) 4 Table Cache # Cache HJ&E#EIL table cache %k B HIE I %



Sort Buffer, Join Buffer F1 Read Buffer

7EMySQL 1, Z BT/ 4H I Z Bl Cache Z Ak, A TE Query PATIEFE I PIFN Buf fer 235 £t 22 1 4
PRPERE A R
mysql> show variables like *%buffer% ;

| Variable name | Value
| join buffer size | 4190208 |

| sort buffer size | 2097144 |

@® join buffer size: HBIHATH Join /& ALL, index, rang B{# index merge K% & H 1)
Buffer;
SEFR XA Join $ERRA Full Joine SEfr 24 Join R ANRETEE —4 Join Buffer, FTLIYE
Join tHILMINHE, /M4, Join Buffer WE AL MySQL 5. 1. 23 JRAZ Hiffie KA 4GB, {HE M
5. 1. 23 AT R, #EER T Windows Z AN 64 AL~ 5 Bl LUEEHY 4BG (OFR . REEERINE 128KB.

@ sort buffer size: FREGLH N EIGIATH T AL FH ) Buf fer;
Sort Buffer [FIFf/&ENA A Thread (1), FTLAMZ A Thread [FAIRHEATHIRIEHE, REEH s il
ZA Sort  Buffer. —MEIRATAT LA K Sort Buffer [FK/NR4HE S ORDER BY 5% J& GROUP BY
AL HEMERE . RGEIAK/NN 2MB, I KPR Join Buffer —#f, 7E MySQL 5. 1. 23 A Z AT K
4GB, M 5. 1. 23 WATFFUS, TEFR T Windows Z 4N 64 A7 SFEG Frl LUEE H 4GB [rIBE .

WER N H RGP Join il mg tHIL, WA EAARERAEF join buffer size ZHEKIA/NAE, HEZ
AR Join HAIAER D HIE, AN N LUE 38K join buffer size MBE S IMB Aidy, WHIRNAFER
RPN LIBE R 2MB. X T sort buffer size Z¥Ckul, —MicE D 2MB F] AMB 2 ] n] A & K 2 4L
MR 28R, W N RS D IHE A LIRS, A7 78 2 HIFE R AN 24 il 0 K R g, o] LA
LK sort buffer size M E . FEIXPA Buffer W B MK, mFEIEERNMHEAESICEFN
Thread #<x G E A OO Buffer, MAZIEAN RGILZN) Buffer, AT B IS KIMIIE % RS8N A7
AL,

10.5 /&

M ZHORCE R EAT PERE AL BT RES A1 R I ML RE SR T AT RE I AN 2 AR 22 NARZ KAL) K
PR, BRABZZ AT B EAAAE M A G B Ol BATARRERE UL e 2 MFTAEET DBA fEHH e 2k
JRZHOREE L b, TN AZAE RGBT A Bost /S w] BERC D PERE . 988, thANRER NS HOR 3
FERLE 5 N A R GEREM LM LLBOR,  (HEE ST FUR DB RS O



11 B FHFE5IZERL

NIRY

A&

MySQL FRBLRIARH - A MR Kk +E, A 2 Mk e AR 2 Ur o, HJ 2L AT B A 2
BRI ERW SRR Z o B MAEE5 1A & AR, AR E BRIAL . LK - M A7 it 5 | 2
12 H ORI IRt g5 S ATH], KR, 2 — T IA KR B2 0] o AN ds b 7 P R A2 it |
BATEOS PR, A B R I AR — e A .

11.1 M/l SAMTEfES| B2 04k

FATIRE, My TSAM A7k 5| 85 MySQL e B MAF 132 —, R EBARAT IS BL —. X
FRABEE RN EM AR5 RGURYL, My TSAM A7 #5158 b T A7 AR RER I AT ) i e 2175 U %€
RERF A H BRI GR o X HATREELL 7B My TSAM A70 5 1 BERIAH DA, ok - HRER e My TSAM A ik
1 BE R LA S

R AT

My TSAM A7 571 95 1) G A7 SRt & HORMR 2 AR 122 )% 52 MySQL Kodhe 72 (AR 2 HABAF A 513K —FF
I KAFIE . AN G AF R 5 1 8l AR Ar L P MR B R BN AE T, TR X TR
T 0S YOI SE RS GAT . Frbh, FEddEAAe b AR R AT 2 — “ZRAF AL ” i TARAE
AP My TSAM A76 5 BB PR S DL R, e de e R 51927 1A L 17

FETI WAL TR 5| G A7 M T, FATSEAME T AF— T My TSAM A70f 5 13K R 5 | SR A S R 5 1 30
INEERIEI SN



My TSAM £74i% 51 4 1 2= 5 FIBE J& 4 FFAEICT “OMYT” SOk, 454 “OMYD” SRR SOpE Sk f 2 B
RolHdE.  “COMYD” SOtk B EAERIU MG R, RR A state (EBRZIEANRTISUFMEAS
B, base (BEANRGIMMKMGER, FERRIIMMBENIE L , keydef (FANRIIME XHELE F
recinfo (REANRGNEKIHIAGED o 7E30Hk )G MR e LR R 1 B E R T . &5 1%k U
Block (Page) Mi/Nff7, B4~ block U SAFER—ANREIMEHE, X EEERE TR T &L L
PEBEMIH Y. 7E MySQL 1, RIS R 515 1) block #4#K 4 Index Block, 44 Index Block )R/
HA— A,

76 “.MYL” 1, Index Block MZHZUE LR | HE—MiZ4E L1, JEARYEE X Ery. Eye
b, SEFR BEJELL File Block MJEACKAFIMAEMLEL BN, 7 Key Cache WERAFINRGIME B 2L
“Cache Block” WJENALUFIT), “Cache Block” JZ2AHEIA/NEY, F“ MYT” SCAFPIBEALEfi# 1 Block
(File Block) —#f . fE— 4% Query B Rul R EHBW W, TSR ERIZA
(key buffer cache) TEBOCAEATREMNRIMELE, WIREA, WSEE “ MYT” X, HHMMER
IR Key Cache W AFAE I, AR L A Block JEAXAFIL, #FK M Cache Block. Aid, Hidf
I AN FFA LA Index Block FIJECKIEN, 1ML File Block ITEZKIEZAN . LLFile Block Bk
ANZ| Key Cache Z J5ilf] Cache Block s&fr b /2T File Block 5¢4—FE. W FNEFiR:

EEEEITFIHIEFRFEE (state) Key Cache
EFFWE1-F3 8RREHNE & (base)
FE|BIE SR (keydef)

& Z 5 [TEREHEEE R (recinfo)

1.query i&3 , HiEiE
B% key cache HIE

cache block, B NEE[E] .

2. rEAluEl MY =z

ERE B Bl file bloc k ZF01E

: BRsiiE .

. 3. R LI AR

_______ ; M key cacke 1E
Fcacke blockd.

4. PEIRFEPH key cacke

REIETERE(R] |

Index blocks i

File{Cache) blocks -Tf&

MIRAT “.MYT” XfE iz File Block £l Key Cache A Cache Block B[, R I%A Key Cache
h %A N Cache Block A] PAEH UG, K2t MySQL SEBLY LRU AHIC 20K K2 4% Cache Block
BRI, BBk File Block 4 M7 4.



WAV BT — T 5 My ISAM R 51 ZAEAH K LA RASHAIRS S
& key buffer size, BRI/

EANZHIU R BCEHEA MySQL T HIH L Key Cache K/ho — ki, WRIATH MySQL ZizfT
E32 R FEa b, EEBUANEE T 2GB K/ WAIZIS AT 64 01 5 48 IR % 8 bR 6, {5
Wil AL 4GB,

@ key buffer block size, &5|ZAFH ] Cache Block Size;
FERTEAIC LN AT, 1F Key Cache F 1 BT A HiHs 45 )& LA Cache Block M AFAE, 1M
key buffer block size il i& ¥ & £ Cache Block M)A/, SZBr b0 A W PR & T B A6
“MYL” SCAEH) Index Block #¢EEAMIME File Block R/,

@ key cache division limit, LRU #E3RH f¥] Hot Area fl Warm Area 73 F+{H;

SRR b, fEMySQL [ Key Cache " BT FH 1) LRU S92 AMGAL S8 5532 —FEAAU &3l i 7 il At
RPN I U 1) B TR et o — AN — B R S, i L B T PR A e — 2 FH SR AT AL
HLCARZ (] Hot Cacke Lock (Hot Chain) , #{ A Hot Area, 534375 W H kA7 S
ANREKRIE R Warm Cache Block (Warm Chain) , #%8 4 Warm Area. XFEEMH H K EE LN
TR FH LRSI Cache Block SEAZE Gttt 1) key cache division limit ZX%|
HYJFMySQL iZ ] %1l 43 2> Cache ChainXllsr M Hot ChainflWarm Chain PAEEZy, ZEU{H A Warm
Chain (7 #£4™ Chain M H /- L. BEVEH 1~100, REBIAH 100, k2 AT Warm Chains,

€ key cache age threshold, #ifi] Cache Block M Hot Area [&F| Warm Area FFJFR;
key cache age thresholdZ#d& | Hot Area H 1] Cache Block {i]FiZ#% B2 2 Warm Area H.
RGERINE G 300, FH/NrJPARE N 100, {EER/N, R v] ge ok

WL ESEIN S HRCE, FRATEEA BRI LUSE My TSAM BEARARAL 1) 70 %6 1K) A o AEA& el ()5 PR
BXESHHNA R MEBE S ER . JUHEZ key cache division limit 1 key cache age threshold
KW G EATH

X T key buffer size W EIRAT— AT ZH IS = AMEARITE, H—MERARIIML KD, F
ARG HIPENAE, S AR RS CUETH Key Cache fpE . X T AN E 2 NEFFH 28
ARG, AR T 5 T A BRTE R A 2 Ak, JLAR I AN SO A LU AR IR I, B AR e A
WA R, AT LGRS MySQL B 7 M 4 I — N H A AU BS IS B — T AT R Gk &R 51
KA, AT R ZERE A SRR 5], ARG SR E R R, DUAER A7
P aE, AT

Key Size = key number * (key length+4)/0.67

Max key buffer size < Max RAM — QCache Usage - Threads Usage — System Usage

Threads Usage = max _connections  * (sort buffer size +  join buffer size +

read buffer size + read rnd buffer size + thread stack)

MR, ERBNVEIREHE IS, FEAITFATER key buffer size WE BN LUK ITE KR SIHSB
IR, IXIHERAT TS 22 Key Cache [y R 405k T o FIERAITRE — FRAETICHKIN S Key



Cache MIRITEREIRES ST R

Key blocks not flushed, ©\Z8H1EfHIE RRHT #4441 Dirty Cache Block;

Key blocks unused, HTuiA#f#H I Cache Block i H ;

Key blocks used, CVZA§H T [ Cache Block #(H;

Key read requests, Cache Block #iiFsRiSzHN [ B IR HL

Key reads, ft Cache Block F 4k ANEITH I Key 15 BG 2 “ MYT” ST SR
Key write requests, Cache Block #¢if>RIEEQ K B REL;

Key writes, 7ECache Block " A 2IFE EE A Key 5 B G 2] “MYT” SCHFH 82 N FRAE SRR
s

L 2R 2R 2B 2% 2% 2% 4

T LT 45 /MAR A B M MySQL 7577 SCRE T AT O A ORI, T LU A R BT 45
MRS L2 T, BRATHAT LU F KSR 4 S50 RS (A B RS 40T Key Cache A9 14N
WL A

Key buffer UsageRatio = (I - Key blocks used/(Key blocks used + Key blocks unused)) *
100%

Key Buffer Read HitRatio = (1 — Key reads/Key read requests) * 100%
Key Buffer Write HitRatio = (1 — Key writes/Key Write requests) * 100%

W Ff X = A B R o, v DU TS R B AT FRATTY Key Cache W& & &, JUH 2
Key Buffer Read HitRatio £ %t F1 Key buffer UsageRatio X B 4 kb & . — fff K ¥
Key buffer UsageRatio NiZAE 99%LL L FEA 100%, i RZfd A%, WUiiHIRAT key buffer size W'
R, MySQL ARAAE FHASE . Key Buffer Read HitRatio tiNi%JS I eI, 1 RA%EAT, WIRA AT
RE J& AT 1 key_buffer size B¢ 'E i /v, 5 B 1h 2 84 I key buffer size fH, B4 7 g 2
key cache age thresholdflkey cache division limitfJi%x & A2, il Key Cache cache KRR,
— Bk, AESERRN H R, R/ A% key cache age threshold Fil key cache division limit
EWANZSEIE, KA H RGEERE.

% Key Cache [P H

M MySQL4. 1. 1 RASTFAR, My ISAM FFHIGSCFF 2> Key Cache JFAFIIIM D fE . 2 i FATTAT AARHE A
[F ()T EE W E 2 A Key Cache T, WPRHAT A AR5 A M HAEA A 29 BB LI —> Key Cache H1EA
Bl b fE A4t Key Cache "E R 2%, IS LEA FH I A AR E 1y Hon] fg o 485 9 BT K Key N 53 4h—
A Key Cache 1, X Hf gl LUk o H B 4637 50~ KL 1) Key #2352\ Key Cache IS %, K24 Key
Cache % 1] ] AR Ay P 2R 5 1) Key RS APH B th 25

MySQL By 7 B R LU BT i R Ge L — T DL — 4 Key Cache:

—/Hot Cache i FH 20% ) /N FHRAF B AR 3305 H S FR DI R I 2 51
—A~Cold Cache fi F 20%(1) K/IN I RAFBCE B ARSNE R MR 515

—> Warm Cache {F %I R 1) 60%F 7], 1EAREA RGELIAN Key Cache;

2 Key Cache [ HARMEHI T i5AE MySQL B 7 T AT LUACPRAN I 21, XA RIR T, A72%



(R A AT BL B AT A ST

Key Cache [f) Mutex [a] i

MySQL R 5| A7 & T A L RE 2 A R e A7, {2 RREFIN & BHUE —AS Cache Block I F-AS
SATATAT B, AEASRFEH AT LLR 2% Cache Block. fHJE 444 Cache Block 1EAEHE— M FLHE
BB A, NZZ R &l mutex B2 1% Cache Block LUK ZIA R /F HAh 2652 7T [A] B 5B 8K
B PrAME R RINIREE T, R Key Cache K/NAME 78 & 2 AEH A 5 A8 Cache Block ] Mutex
v e ™ EE PRI PR RE S  o 1f HLAE H AT I 2ORAT I MySQL WA, Mutex R AR BEATL AR AE — 5 1) )
A, AEAF S IRATII) Active RARECEAN IS —LE IR I, AR 4 2 HIR Cache Block M) Mutex [a] 8, H
A N ICERE HBE A Bug (#31551) #7545 T MySQL AB.

Key Cache ¥ inzk

EMYSQL 1, T ik RGRIE 5h 2 JG A2 T Bk Cache F AT AT Kt 1 H 50 s 17 £ 47 2 oo v e 255
S N AN B I IR ) . MySQL #2417 Key Cache TUINZINAE, AT LAE L AH G Ay 4 (LOAD INDEX INTO
CACHE tb name list ...) , YfgwRMITA R IHES AR A AE, it HLE ] Lo A DS Hds il e 5
H Load R4S SRR AT pI8 2 001 5584230 Load MEK, E21E N Key Cache [ FIE.

X IX A B JE LRI BRHRAE, ATLACRI MySQL (9 init_file ZHCRICEM KKIMmS, WT:
mysql@sky:~$ cat /usr/local/mysql/etc/init. sql

SET GLOBAL hot cache. key buffer size=16777216

SET GLOBAL cold cache. key buffer size=16777216

CACHE INDEX example. top message in hot cache

CACHE INDEX example.event in cold cache

LOAD INDEX INTO CACHE example. top message, example. event IGNORE LEAVES

LOAD INDEX INTO CACHE example.user IGNORE LEAVES, exmple. groups

XHEIRMK init file PESCHE TP Key Cache (hot cache Fll cold cache) #24 16M, 4XJ5 75l
¥ top_message XMEFNRDIER IR S| Cache £ Hot Cache, FF¥f event XA FIEH A E R TI R T
Cache 3| T Cold Cache ', #/5FFifit LOAD INDEX INTO CACHE fiy2-TiN# T top message, groups iX
PIANRITA R 1 ALK event Al user XA R R G| FIAEMT 15 i s 2] Key Cache "1, LA
RYL A 82 MW Y e

NULL {EL0 Ge vl 45 JEL IR 5% 0

FEURHALAE I B-Tree 71, {H/2 MyISAM R 3| H Oracle RHIIIALEL 7 UK —KE, MyISAM (5]
FESLSRAL A NULL (8 I4E R, AN NULL AR 518 2SRl AE# D BreL, NULL E AR 2R 5 5C
FRESS SN S MySQL ) B AL e d SAT TR E#E . BT A MySQL 4y JA 15 T myisam_stats_method
RAZUAEIATATEL BAT PE X2 5] K NULL AR AR BT 5

myisam_stats method ZEIMAE A w2 ik FAT 145 U My ISAM fEWEE G v B i, &\ ks NULL
A S5 ) A A BEAS NULL {E#B A N A2 58 A AHSEAE, AT DA AT % & E 4 nulls_unequal Al

nulls equal,

BIRATE E myisam stats method = nulls unequal, MyISAM 7E38 £E 48+ (5 B 10 Ik 2 A R B4
NULL {H#SANE], W3 FZ FE IR 511 Cardinal ity gias ok, g2 Ui MyISAM £:1A 4 DISTINCT {H %k



BEZ, XA AL A AL FE Query (1) INHEEAE 2R 51 R8T 1) 14 5 1 o

T4 FAT 1% E myisam stats method = nulls equal 2 J&, MyISAM 3845 +H{E B I IHE 25\ ok &F
AN NULL H B 2E—FER, IXFE Cardinality BUES K, ALZRIEREHAT VR IR BT R 51 i)
PSS T &

R, LT BT AR S ARG SR A IR I, 1 L NULL AR EE R RIS 0, Wi AT
NULL A S SRR D, A IR nulls unequal it&nulls equal, SR ESEFEHAT RIS
FEARMEZNE

KL EAEA

75 MySQL FR A7 PR A1 FCERE ST 22 P X, —Ff& Sequential Scan J7xl (An43&d4) 4R E s
(PIHERE R, 5 —Fh U2 7E Random Scan (U@ 25 4945 MR . BRI PP SO G i X I
AN My ISAMAFAE 5 VB BTRFA ), (U2 BT My ISAMAE #5389 A 2% Cache $dl (CMYD) SCA, BRI it
SO )7 ) # B SO R G AR DGR & WRERE i s BE SO . L, BRSO S
B (1) PN A7 22 X1 18 B o 5 ST AU 1) IR PR B AR R R T o E My SQL F 5% B3 5 A 9% 3 X TRIAH 9K
ZHUT

@ read buffer size, DL Sequential Scan JyxUH3Hi2& Ed B A# H i) Buffer;
£/~ Thread BE4T Sequential Scan IS4 =42 1% Buffer, Fr LAYE B B I iz ) A 2K
fe, MG DR A T RO R N AEANE o REEERIN R 128KB, $5 K8 26B, W& L IE 4KB ]
53 B RS 2 H B U8/ T BB AR R 5K 1) 4KB A4
— Mk ul, P PLSEE Y KIS AR 2 e G AR IR . ZEANFITE S BT REs
HAFERI, X FEELE 0S WAl ST RS 10 KA R BT LIZS BN v B S5 U e E B IAS
b 2 OCE SO R, A e R B AN R .

@ read rnd buffer size, #4T Random Scan HJEHEAE H ) Buffer;
read rnd buffer size FT¥ & [f) Buffer SZPx L WIUFF1 read buffer size FTi & ) Buffer A
R NP AR, — AR LS I o (E2 P AR 0 T 2GR )
FALLFEH ] B A PR Buf fer 4 —A~. read rnd buffer size FJERIAE 256KB, Kk
fH4 4G,
—fkii, read rnd buffer size fHIIE MK, XI4¢m ORDER BY #EAEMIPTEREA — MR .

KA B GE p XHE R R E 1, REDNERRAE T B R AR B — A (B WA RGP wE
KANIGEHI, Pr LAAEBCE LI A SRR IR € AN ZEE T30l 1 W AZARZIAR 4t n] BE 1) 5 RO RAL
ARG NAE KA, T R KA BB fE .

FRMA
FEATWIJT T, My ISAM A76f 5 3 5 R HBCA AR I8, i HAERE R AER s, i Han e sE
Key Cache SREAF R IILR—AEIATE, FATIERT LUEATL Query Cache DJfigk HEEZ AT Query 45 R4,

fHE, T MyISAM f#fitr 5 B R EBUENLE], LGS B RE M@, HIFRS R —EHa ANk
NS A8 . — R UG, B TR = 2 A LU LA T -

1. 477 concurrent insert (IIhfE, #&m INSERT #:/E A0 SELECT Z [Al i35 R AGEE, ff —& KAl fgd

AT KIBAEDLT concurrent insert M{HARH B E N 1, R T BRAMBRICKE T 25475 AN

80T LAAE RIS HATIIAN o X LS My ISAM I BRIA RS . WERIRA TN RE LS A3, ol



KM INSERT (i, & TR AT RESE A INSERT (&, A 1A LUK concurrent insert BN
2, Wl & UF MyISAM, AEER T2 EAMERATE FRERasm, #AERETIFREA, il
INSERT A1 SELECT fE4#% H A4

2. THRIBANBAERRAD, REAEERE NREARER AR TR 2R, BAB (RIS TR R R B ZE B0 1
3. EIE AR SRR M B AN . A TR RELETE N, AT LIS X A AN S L Se g
il AEEANBRERA e T AR e R

X’J‘?*ﬁ?@ﬁ%ﬁfﬁ%ﬁﬁ%%l%ﬂ%ﬁ, %?T concurrent insert ﬁﬁttiﬁf%%%%ﬁZﬁl\ ﬂuﬁé%
A EHSHBEEBRATIE . PrUUESR BIigs 7 = AUl HGE E e s e E U i, IEA R R
IEE SRR IR

ot T LARAL b7

B T AT AT LA T Z A, My TSAM S B E3 A7 e e fb— L8 m] DA Ry A 2255 F
ATy

1. 3@ OPTIMIZE fir4 S HEH My ISAM R R SCF o X kAR TR A48 Windows $4F R ge e ki — Bt 1]
JE A S IR Py MR, LRGSO SRR S 25 ), 8 SRR I o My ISAM. 75
S it OPTIMIZE D pb 38 B ) I, 3 52t A2 DR Ay o MM A TS 3 PR O AR 2 T B, e S
ESEAE e — ORI, ERRIA TR SR ISR 1 2 J5 #0575 B4R OPTIMIZE $RAE. 11 FLAF
AT AN %45 — K OPTIMIZE [R4Ed Be 4k .

2. WH myisam max [extra] sort file size &M% K, X} REPAIR TABLE HIR{E 0] Be<H KKk
=3

3. fEHWAT CREATE INDEX mi# REPAIR TABLE %575 B K HE P #AE 1) 2 Bl LLUE L il 4E session 2%
A myisam sort buffer size ZHUE KHE mH FHRAEMIRCE .

4. JHITFTIF delay key write Zhfig, kb 10 [FBMHAE, S APERE.

5. B iM% bulk insert buffer size &7 INSERT. .. SELECT. .. X#EM) bulk insert #RfERIEE

fAVERE, LOAD DATA INFILE. .. [RPERER n LIS B3 . 28R, fERE SRR %, AN %k
MIESRIR K, AR 22 W e I 18 SR M i S 1T 25 5 i RS BAR TR e, SR RAPEREE WEEACK B, i
ANBEAN AL X e — AN Bl — 2

11.2 Innodb 7Ffi&SIE4 1L

Innodb £7fif 5 | BEAN My TSAM A0 51 Bt KX T2 DU, 20— RURZAEHLE, 55— mUe 55 3CHF,
R BUE I, fJn— AU B A T S 2 e AERAYERER IS THT,  Tnnodb AT My TSAM P47
fili 5 | BEAEAN R 355 B 225 LEBOR, 2 s Rt T DR O T DY A 32 B2 D P sy o B0 AR SR AL
HBATCLAE “MySQL Bl AEBUENLR” — AR 77, P, ARH55ET Tnnodb £7fif 51 40
WA, B EEMN AL =TT T RETT



11.2.1 Innodb ZEAH AL

TEVRFENS T B AR UL, oA BRI B2 i Bt R VR RE A OB BOR, W B MAASE (0 ) 3 P 7K
LS 5 A AE I U I3 FE KT A — MR ) o S AR AR IR AR B0 & 5 J7 T T LUK KR
e B P HEAR L RE

Innodb buffer pool size HI&FXE

Innodb £7 ik 5 | B 2 AFHLTIAN My TSAM () 5 K X HEAE T Tnnodb AMUNGRAFR T, R 2 2247 51
PRt . Prek, e ARIE I EEE 2, A Innodb £74if 5 |4 ) U H S0 22 1) A A7 R A7 2040 PEAH R IR A5
B HRTTIE EA L VB AT o SR FAEBAEIXAS A RS AN AR A4, S8 MRS
INERE

innodb buffer pool size Z#{H K% E Innodb fx K] Buffer (Innodb Buffer Pool) f{I A/, 1
WA AT 3 SR 5 1 B B s B2 4745 0], % Innodb BEAAMERERC i K. 5842 MySQL B 5 Tt
Wt M2 FARZ N 53 220 Innodb AR,  #BHH LA 0K Innodb ) Buffer Pool ¥ E AN R4
YV N AFEI 50% ~ 80% ZIH. UnitbiRZRpes IR, A NG LA 2 A,

ANERZ ATHRISE, #A RS KR T s IR S R . S MFBEE, AR MK
R FEMZZAR K. UM Tnnodb [ Buffer Pool BIIEi% ¥ E 2 KIXASMEORE, A THE Joms Z6E K2
K G EHGEAEAHSEUE MySQL AR5 ? MySQL iy ZHR LI M B JGEREUE 2 /07 MySQL H2 173847 My TSAM
A S B PR R S5 2 WA, JLAbAE At 5 | BE P ZAE T ) Cache 7 202 K7

v — & Bl MySQL AT EHL, WP AFEE R/ 8G, MySQL s KIEHAA 500, [ i ]
T MyISAMAFAEG I, SXINRIRATHI AR N A7 Z a0 7] 23 Bie e ?
WAES A A R J LR
a) RGN, BT 800M;
b) LRI, £52GB = 500 * (IMB + IMB + IMB + 512KB + 512KB), 4Ll AMEwF:
sort buffer size: 1MB
join_buffer size: 1MB
read buffer size: IMB
read rnd buffer size: 512KB
thread statck: 512KB

¢) MyISAM Key Cache, fBi% Mt 1. 5GB;
d) Innodb Buffer Pool & Kn[Fi#&: 8GB — 800MB - 2GB - 1.5GB = 3. 7GB;

BB IR BATIE AL 50%~80% K EBOKBEE, fie/MEE 4GB, il L (A5, s Kmr A
£ 3. TGB ZiAi, MAARTTREAE RGN e MR M= W AFZE A2 DU BRSO, AR SR T el
SMILNAEA SRS T o i H B E RS T — S I W AF ORIy, Rt — b 4itk, 1R
FIRERT I N AE 2 T 2D



F R AR R BT, SEER OO A, XA ERE T, ERE L
SRR, THAZRER, e ZEA A el REBLAO TS DL, AR A FHE AN BRI 21 5
CHTREMEE RIS . SR NME, EXAME L& Y], AR RS S B
Mo FEZ A, PR SRR DUMISCER 21 0 25 M Ik BE B LA T B0 P AR T 4

MRS R, FATATLUET Innodb £70f 5 1 EHL LA AT T Buffer Pool MSENRZSTE BAE
HIE—2 0T, RKifie 240 Innodb ) Buffer Pool i HI& & 75 1FH iR R
sky@localhost : example 08:47:54> show status like ’Innodb buffer pool % :

Variable name | Value |

|

| Innodb buffer pool pages data | 70 \
| Innodb buffer pool pages dirty |0 \
| Innodb buffer pool pages flushed | 0 \
| Innodb buffer pool pages free | 1978 |
| Innodb buffer pool pages latched | 0 \
| Innodb buffer pool pages misc |0 \
| Innodb buffer pool pages total | 2048 |
| Innodb buffer pool read ahead rnd | 1

| Innodb buffer pool read ahead seq | 0 \
| Innodb buffer pool read requests | 329 \
| Innodb buffer pool reads | 19 \
| Innodb buffer pool wait free |0 \
| Innodb buffer pool write requests | 0 \

M ETFERRATT LE BB 3L 2048 pages, B 1978 & Free IRANIMXAY RA 70 ™ page H 4,
read 153K 329 I, HA G 19 RPTIERINEARELE buffer pool F¥&A, WU 19 SO S B
b AR EEBE I, BT LMR A S ih#3 ) 7 Innodb Buffer Pool [ Read iy KMELE : (329 - 19)
/ 329 % 100% = 94. 22%.

MR, W B, RATER LA write R, RIS EIR AT 20K
read ahead rnd, Z/DIX read ahead seq, KAEiLZ /DX latch, Z/DIRIAN Buffer 250 K/NASE I P~
% wait free %545,

BN Bk, AR E M Buffer Pool 1K, fUNAEH 70 / 2048 * 100% = 3. 4%.

7t Innodb Buffer Pool 1, MAT— AN AEWE LM, MM “Tiiie” o —Mokid, et 2
F S = 2 T e S IV £ K Wb DR VA T B N Ry U R b2 s e 7 N e e~ €
Pz JE T RE S AR SE KB b . Wi AW G, A7 S AT BERL S — UK A IS SK I s R
Je A BETE SR N —A (B LAY Hdis E— kA, DA i op oy s > ie Bt 10 8 i 10
PERE. & EIAH RPIRES S ET A AN T 1A T

Innodb buffer pool read ahead rnd, ic3HEATFENLEL KIS 2= A ) TR IR EL

Innodb buffer pool read ahead seq, Tr\aRI%ESEEE I IS5 = A R PSR B



innodb log buffer size Z¥IFfii

a4 B S, XA S SR B Tnnodb [ Log Buffer K/MMP), REEEBIEN IMB. Log Buffer
1) BAEH e 280k Log 208, $80E Log 1 10 MERE. —Mekul, WRARIIRGA &S AR & H LA
KSR 2 101G, 8MB LA K/t se 2% 1 .

PFAE ] LLE I RGURESEAR U MRS VT B s R 40T Log BT AR i

sky@localhost : example 10:11:05> show status like ’innodb log% ;

| Variable name | Value |

|0
| Innodb log write requests | 6 \
| 2

| Innodb log waits

| Innodb log writes

X = ARG SHIA T DR R 1 £ Log Buf fer ISFAFIREAEEREIRE

8K, WERSEA M Log Buffer ARG KU, HARRE KN L/ b 20 10, (H2HT Log A5G 2
H T R EE A PR AR, 1T Log A Buf fer BIRERE [0 RT3 3 R I Ed: 24— BN S 4 HEAR G,
I HABAAHK S ECKkSE S (innodb_flush log at trx commit) , FrLAXT Log AHICIK SEVH:AH 1) SEILHL
HIARALAE ST “ S5 00A” T FCE R I AT, IXAURAEIF T .

innodb additional mem pool size Z%{HHf#

innodb additional mem pool size BT & &M T4 Innodb )7 ML EURTC At — 6 py 30 28 ke i
it A AE S . FTLARRATTEY Innodb k22,  Brfs A28 1) B AR Bt BOR, REEERAMEICH IMB. 24
SR, WA Innodb SEFREATIE R HHIL T S8 bRt ZE000 A A7 L B BB SE R IR A, Tnnodb 43488258 5 0S
Sk FIE AR, JF Has7E MySQL AR 2 /8 vhid s — 4 AH B (028 35 5 L L FRAT T e .

WA NIEERKE, —AHEHRILE A Innodb K1 MySQL,  WURA R AR L FEAF-B)
W, 20MB AR 7o R, WERIRA W Z N, Fean] IAREEE X MEMBEE. s L,
innodb_additional mem pool_size ZH RGEHEANEREIFTAKMIFEMT, it LU ZEHEAF FCH 22 K 230 BY
A, BEEE SRR N AR RS FRIRE AT E .

Double Write Buffer

Double Write Buffer s& Innodb BT FH ) — R A BRI SO/ Flush SEIREAR, 2 &0 Tl
T el SR OB v TO PEREI IS UL T, $em RS0 Crash B WAl o0 N BE 1022 4k, 85 N IR
A EHL,

— Bk, Tnnodb AR D BB SCAFREA TR AL T, ER R R D KA R G AT



KA PR G RE IAE 0], WA IRAIFIRZ O Double Write Buffer [R5, AR5 FRRE Kot
AT . FrBASERT b, Double Write Buffer gl fFll 7 — 4 its S [F) A0 B SCAF h s i) — > &y
DAMEAEIB B RS Crash Bl EALMHLAOINR,  BESIR K fe 5 — IR SCIE R 2 S HERR I S8 17, WIEERARSE
Ji, AT DU XA 2643 R QR S5 i TAE, ORUESC I IE AL

FBIXFE Innodb AN X— RN T 444 10 = 715 ? IXFEARZ A eSS RS IMEREA 2 XA e A
IAHLy, KA Double Write Buffer f&—dRIELEMIMEELZSIA], Fifi 5 N Double Write Buffer HI#AEHR &
LT BN, SEANESE AL, XA 10 W EERT I b 2 A NS . R T AR IR R

SEhr b, HARTE 3 5 E48 75 2 FH Double Write IXFERIHL ISR UEE G K 22 2R TE, thiny
P ML FELR R SO R W%, WILE Solaris P& FAER F A M ZFS U RS, st o] BL A CORIESC
BB ARV, 1 HAAEFKNIF Slave i, tRA]LPAZEH] Double Write ML

Adaptive Hash Index

7t Innodb 1, SEILT —AN BRI A-R R TS SLRIALH], AR JE IS — RAV R R A e iR
fFAE—/> Hash Index JEB/ESX R IR RMERENGE . W Innodb A A AT LUE LT Hash Index SRHE A
T, SR E S METHA B-Tree R 5[ Hash Index, i HEsHRE % B-Tree 5|11
AL AT RS, X TRATH U6 Adaptive Hash Index. 44K, Innodb JEAR—E4 4 B-Tree K5l
SEA L 4y Hash Index, WJHEAA I % B-Tree R 51 #E— 2 KL M ATSORM & — 4> Hash Index.

Adaptive Hash Index HANSHEAT FE AMNAL BAERESL LT, ANAXAFAET Buffer Pool 1. LA, 7EEF
R MySQL W B 82 5 2 3FANEALE Adaptive Hash Index ff), HAG7EAE TS 25, Innodb A <sARIEAH N
(P SRR A

Adaptive Hash Index [f HIKIIEAE N T EGERES: 10 TERE, 124 THE5 Buffer Pool " IK%dE
U5 R 0%, B R B — A2 45 Buffer Pool " EHEMIIZS]. FTLA, Innodb 7 HA KA E NI
(ML E KM Buffer Pool) MEML L, X TIAhAAAGT Bk, SArE—aEmrEaeits

11.2.2 FHEHAK

e SE RIS o G S|

Innodb £7fif 5| 8 /& MySQL H AT KISZRF S5 A 513 2 —, IXARZ FLS H T MySQL PA5g A A
B ARG AN RS o A5 B R SE AR B R T B AR R K A AR SRR, T
HANR IR 25 200 i FE Bt AN —FFE, PERER IR S AR FrLhdr]

EARBATAM T f#— & Innodb B M55 4. il Innodb MZ% T, A5 2
Innodb 13155 K& S0 7 R SR (5 S0 T
1. READ UNCOMMITTED



WA Dirty Reads (JEEE) , AILAUEZF45 ERISARMEE 00 o35 i dE8 e Bl F
SELECT FFATAEFRAT A 2 B0 T B8 FEAS & 2 v AR ) 1) A i 85k, DRI A XA B 38 B R 2 F
Consistent Reads (—FPi)

2. READ COMMITTED

XA B B YONAT LR, Oracle HAREBINMIMGE K. & THAIZONIREES, Wil
SELECT ... FOR UPDATE F1 SELECT ... LOCK IN SHARE MODE SKHUT i RN E RS0, 1M
ANBGE Z BT IATATBE, DRI SRR e S5 A A BHE . 4%, X5 Tnnodb (82 SEELHL
T K. WRIATTH) Query W LAARMERA KR I 2 5 e Ao B 75 ZEA0E 1d sk, AU T BB e AHOC
MZRGIET, AT RS Zar B HLUREA T Query it 225 R I I ik Joydim i
RO WER A B FF 2B il sk, B R — MR TEHE AW, InnoDB HLAAIKE next-key B
gap locks JRPHZEHEH P * s BN 2B Ao Consistent Reads JSZEIMLAIS Oracle FEAZS
Bl: B4 Consistent Read, FLFJE[F—AHSHN), WBEIFAEAE A SHIHOHR .

KRR, A& Dirty Read, {H/Z0HEH I Non-Repeatable Reads (A nJH 5 1k)
F1 Phantom Reads (£JiZ) -

3. REPEATABLE READ

REPEATABLE READ K254/ InnoDB ERIAII 25K 254%. SELECT ... FOR UPDATE, SELECT

. LOCK IN SHARE MODE, UPDATE, Al DELETE , IX%&DIME—2fH48RME—RGI1, HBUE k]
MRS, A EZRG 2. AR E A next-key B, LA next-key Al
gap locks BUEHKBIM R VEH, FHHZELEH A PHEGEA. /£ Consistent Reads 1, Hiij—
MEEFAM X ANEENEN: X%, [F—FH5HPAM Consistent Reads HJELHUEE
YU O TR . IX AN MR W RAE R — 355 R LA TR X (plain) 1) SELECTs
, JX48 SELECT MJAHE R FR 2 2.

{E REPEATABLE READ BS540 F, A4HiIDirty Reads, HAZHiBL Non-Repeatable Reads,
{HIEATISRA7AE Phantom Reads [P A]EYE .

4. SERIALIZABLE
SERTALIZABLE B & G & bnie < 45 W s 900 h iR See ey 20« 1 oA SERTALTZABLE i 25 440 2.

Jii s ARG AT I P A 0 B #1025 55 R B 20 PPIRAS, AR AEX A %A HAh i 45

2B T B IR RAT . BTLA, SERTALIZABLE 45K E5405) K, Phantom Reads WA L,

DAL= DU b = 4% e 5 209 92 BB it & ANST/ TS0 SQLO2 ki B s S VU R B4 5], Tnnodb 4 3B#8 A Tk,
MISEILT o X T R RN R UG, TR AT Re AR UE S0 (1 —BobE, 385 Jf & T eI K I B AR — 20l
B, RS IR B S . B, 4T Innodb A,  FTAE 02 45 B B8 )b, Sl AR
AR s s, TR B A 2, Bt & =,

FrEL, BATH Eo0 0 B QN RSN, ] IR N R 55 M B 40 . DL SRIE s 2242
— SRR [ N IA B A O PR RE

HAR Tnnodb 745 | BEERIN 195555 I 25 2501 2 REPEATABLE READ, {HSEZFR b AEFRATIASES 2 it N 3 55
T, #FH 5% READ COMMITED (12545 b 25 4 i vl LW 2 753Kk T o

F555 10 R AR KA



BRI NHIGAE, Tnnodb £ 51 ML LA HA, R B MR 5| A7 BIN A7, XA
PEE A 5 225 | IRl T LU pd ) BE 10 SR i PEfE . IR FRATME Soedis (i Tnnodb 2 n ey 4k
BRI, 2 S S R Tnnodb 2 AZ R IATH HIKIN I RGP G —HE, e P 1
(IR, e BE ] 2 2 AR B (R S Fp AL R G 2

AREIR 2 N7 LI M IEANSE ) o SEFR b, Innodb 7816 SOAICH (¥ I [ At U2 48 24 Buf fer
Pool HAI%HE, FEARAE— A FEHAZ MIHE K Buf ferPool Hr s e icdts [0 SRS, 1o idid o
Hh—FPSCRF S R R R G I T B BB B Bk 2R (12595 H A&

A AAE N Buf fer Pool HgAE e I E B4k [F2D RIRLAL, A% — 55 G, X
ARSI TR TO R T A7 21, X TREWBARIORIE, ML AIm. E2, X TR%EM
HEARPEREAAT IR KA B

XPLIRA T B AR TR B PTG SR BRI o (] SRR UG, A AU
SRS HE WU (10 5 NFESE PR, TR RS S WA S, B 5 ZER I A IR e A B S AL
B, WG N T IFAES Y EALE . X TR, 5 NS R E R KA Al 2 Sk B i)
TUEBIAEAR D AL A T B G 2N TR R WSk ke PTLL, EREEEERAE T, LS AT LLRE
HINPREE S (RIN AR S TR (E A

AT B i) Buffer Pool W A ARARBEHL, A5 A el — A st D AU LA Mot
U, 2 G U A TR AR D 282 WERBA IR 2 JE #0R: Buffer Pool (R4t Rl 20 2G4 »
IR 2t A U — B ISR A BB B SR o 1555 HUSHE B 2 W92 Hs RE S B2 0], i
HAERRGANHGE R 2R H S EHRr0E s 5, A B —DMP S A . prel, HiE
(K15 NAEIZE LE IR 20 Buf fer Pool FHfs et i) idis ZE s 4

2R, TS S EGE I WA HAA SRR TN, 0 AR H S S RN e, B2
(K H SR AT IH H SRR A H S8 f2 1INk BTEL, Buffer Pool Hh R K i s AN vl 8k 4o 1) 7 ZE R
BRI EREAT R AL, T HAXAM R ARSI R AE IR H SRR H S s 2 AT e . AL, BEHEH
SOBTIOEE (Dirty Buffer) HOMEIN, & ZERUHT 0K S RESAERUB S, P g AR BEAL 3 S i
A, B, 10 PERE IS 2 T Tt

i H# 5 HEARGHEA Buffer (log buffer) , RRRHEHEMNBAHASLEES ANBIHF, WAL
EH IS ANE log buffer 1, SRJGFAE— @ WFHIR N ASRIL RO 28R, A TR RER) >
FHEHENER, TATTLUEAR innodb log buffer size ZHCKIEH| log buffer FI /N, KTHHSHE
A IS [ 25 1 5 B A i 2> AR 40 20 A

F155 H&ESCHF R/ Innodb B4R 10 PEREG HEH KIIOCR . #hig bRk, HESTHEOS, )
Buffer Pool A5 BB S04 E i, PhRets . (HAE, FRATEAGEZME )b — At , Iimt &
MRS Crash Z Ja IR E .

5 HERE B ZA WA, — D BiPrie I m R g8k 10 1ERE, S5 Pt 4 R4t
Crash Z G . NI A TR R 00— 2 ARG Crash Z )5, Innodb 52 Wil A A 255 H K BEAT
s AL o



Innodb HHidsk T FATTRE— O B A 0 8l R 5 i e, LRSS CEH45fE R . [F
BRI T RGERFHK checkpoint 5 log sequence number (HEFHIS) .

BAE R %1, FATMySQL Crash T, AR EAR, Frfi Buffer Pool W #S &5k, A
1 DA 0 H AT KA ST B SO s . MEE BT IR SR R A UARAL, Y
MySQL M Crash ZJaF&J53l, Innodb 2xifid b =E 45 H i mh BTid 1) checkpoint {5 BN EE
B checkpoint 185, ##& )5 —¥K checkpoint X}V [f] log sequence number, #R)GiHN FH4 HE
PR AL, K Crash Z Fi G — K checkpoint 135 T A AL SEHFT N — R, 8 AT )
Bl SR —BORES, XFESURIR T RN RS Crash 1MI&E I AT A EHE E K. MR, XIT log buffer 1
AAAF B [R5 3] H 35 SO AR SR sk D iR IRl T REE Crash IR A B 55 J5 — X checkpoint [N [A]
B, P LA PSR IR TR A . i H S STRBOR - Innodb T checkpoint M HB{G, H XA 2
ENURGIRV SR  ER TN W N

IR, Innodb (5455 HAESCIFBCE BUR, ARG 10 PERE AU R, (HJ2 238 %) MySQL , 0S
H TN Crash (IR RGEIT T LMK N IR HU; ez, HEBUN, 10 PERE AR gl &2 —
2, HRHMySQL, 0S8 HH LML Crash ZJaPrifs ZHIVKE N N, BTl PR35 HERES
RILTE DB 8, BEEG ISR R G REARIPERE, SCEGIE] Crash Z R PR E A, — i
Kk, ERANYES G, LEB 1 TR 4555 H S BB 0 341, A H AR EDY 256MB K/, AR
RILHAH

i T T A (K13 508 U MySQL Crash (0375%, BATHT ZRIIXUAUUE Buffer Pool F %t . SEfs
| Tnnodb 255 H WA BRI S5 AT 8 [FR A RIE 2[R 25 1og buf fer I EE 2151 R G Fa A
AR GMOCAE R . FTLLSTRAT 0S Crash, sk 2B A2 )G, FH45HEBAE RS
Buffer HIEHIL 2 PR ZR, XFMEGOL T, WERIA G55 H A B L [R5 3 R GemlBr e 47 h
FRIECE BRSO IR, AT e ™ As H B0 252K M OB K AE 2R s O

FCSE Tnnodb L% B T IX MRS DLIAEAE, PTEAERGE P O BA TR TR HHX %] Tnnodb 455%
H&RIH 7 2% innodb_flush log at_trx_commit. XANBEM L ZIFEHEiERATE RS,
FEAT ARG R ZIB AN SO R GUDH G A7 Hh ARl BIARLSCPE, Al s & o = FhvE

@ innodb flush log at trx commit = 0, Innodb F[f] Log Thread %4 1 #4454 log buffer
HRIEE BB, R 230 A0S RS T SO [FEZD I flush #4E, fRIEEERfSL O
GNEIERE BRI BESC A (R, BRRFSS ISR (commit BYF# 72 rollback) FEAS bk
Log Thread ¥ log buffer TR EAS . Fril, HBCEN 0 KK, 24 MySQL Crash Al
0S Crash s EHLWTHLZ G, SARIm g ole 2k 1 AP s A2 5

& innodb flush log at trx commit = 1, XtBJE Innodb HIERIANKE . FRATTEEIREFES 45 R AR
fi ) Log Thread ¥f log buffer o IEE 5 AL IR AN U RGE R SO/ o XA B S I 4
IWEE, BEWIRIEANS S MySQL Crash if4& 0S Crash miE & TAHLWT L EEAN S ATAT D44
ERINEAET

€ innodb flush log at trx commit = 2, 4IRATEE N 2 %, Log Thread &7EFRA AR
FAE R R B SN FHS HE, (R RS ANUOR I T30 RIS ES N1
MEA TS RSB A FAFHLGIE, FrLd Log Thread FIIEXNEAFFARKRIENEENCAE
N BNy I 5 R A B o SCIE R GEAT A I 244 G2 A7 RS AN 308 () 280 211 3L



BSCAY Log Thread MESEANENIE T o ATLL, MW E N 2 %, MySQL Crash JEANSid il
MIER, {HE0S Crash oi# & BN G AT REE s Bt e S E SR LT . &Fh
ARG T A A FIRHTHLE AR, 275238 AU A7 X4 nT DL 347 2 B AH DG T
o

M T EATAT LU, 2 innodb_flush log at trx commit #E N 1 W& 240, (H
ST A 10 RS EEthi®, BTUPEREH S R E P e ) —Fh. W &E R 0, WEFE X
W20, PEREAIRTm—2, W E N 2, WREMEREE =X PR Ar . (HE AT fE 2 BB 5 25 R o
Z 0. BRIZURERE, SRRSOk T . — ok, W E A R AR 1 &
&y MBATRAN 2 ok i — e Ik BRI s 1 2 Ak, SRR SR 1o T an SRIAT0] LA E RAR >
EIEEE (Lbnii 1 B2 W), IBATRMTATLAE AN 0. 245K, R KK uAHRATN 0S Ligfae, THUA
Evees, 1 HENR ARG L 0824, FRATHRAT LUK innodb flush log at trx commit W& A 2 il
RGN HEARPERE S v REIC 57

BT FATIESL B T ¥ E Log Buffer K/MRZ L innodb_log buffer size. 1XHLPATW M A4 —
T Log Buffer ¥ E %24, Log Buffer P78 w2 =25 45 H & AE 5 A X 2 HiAE N AFH Il — AN 22 o
Xk, BrLldie FokiE, Log Buffer Bk, RAMIMEREL SRS . H2, d Ttk Log Thread ¥ Log
Buf fer 1 RIERE 5 N SCAF AT - AL Log Buffer M H5EHIENL, &5
innodb flush log at trx commitZH MW EG K. WHEIZSEHKEN1EFH 2, AN Log Buffer
AN R T EEORAF A F ST 5 5 R G R F5- 1. MatEul, WA RS FIN 24T
B O & S 55 e 20 1%, B AFRATII Log Buffer it H /5 BATIN 20 N4 FTEMIARE . 244%,
RIAVRE R 0 (1%, Log Buffer BT g ZALMIMEHENE 1 BAPTA R, Prel, KK ZERYE
H O ARG M) HARIAE R X208 innodb log buffer size MIWE AK/No —MRVL, W FAS 470 = i)
HEHRERHFH RGPS RFL TG, B INAT RS EWHT .

11.2.3 HaEfrtaiiit

M “MySQL {76t 5 i /v 7 —Fh AT 1 245 Innodb 77645 B MPIBR S MG T — 210 TR, 1X—1%
FA R ERL BT Innodb HIPIBESCAFER R ML IR

P Tnnodb et S &R 51 SCAHA7fili A 3

Innodb 70l 5| B HE (LARRGD AFBAEA IR SR, 3K — NI MySQL BRINAFfifi 5 155 My TSAM [
AR, G AT AL SO o BRIz Ah, Innodb A A7 0k A U RS, %8 Innodb 38
# ok B LURRRR S IE QI . P i 80 #2 DLESERAE N TH e HESUAE P B, L1, i DA -
A H A B M B R th

T FEERERTIMZGH, Innodb AT R EWRCRIER & . WRIRATAEAIE— Innodb 17
fiti 7 PR I IR A G 8, 4 Innodb £ 25A7E 018 T-3AIE Einm =], WRAE/E
A not null EPEFIMME—Z Y], Innodb Wk FXRETIENRBEZR G WRBEAFTHA not null
JEPEFIIME—2R 5], Innodb 2% ABNAER— ARG II NS, ZFISERATEGR i A 6 AN et K
FE. FrLL, 925 EAEAS Innodb KEZ DA —ANRGIFELE.



1F Innodb FHTH T RIERSI ZAMARSI# N secondary index, & secondary index #F<sfl
FHRGRTINRGEE R, Jr it HAR R 51 A R 1 B % 5P e A i 47 B L

2R, BRI AR AT I A BATAEAT ()8, BRI AT B 2 o K 0 T RIRR
1R fBe K i AU AT 24 R 5 | B SEORT IO, Ity SR A JF AU R S 1 s T RS il 248 50, 12
R P A S 0 2 8. Frlh, 4 TPEREH g, ATV n] e AN ZERHr Tnnodb (¥ T8 fE .

Page
Innodb i 51T A EE, NLREEZERT], IRUE FE 5% 8 O &M, #E Ll page
VE R S /NIRRT RAF T, BEAS page BRIAK/IN A 16KB.

extent

extent & —ANHEZAIESLN page 41— MIBAEAE AL, — KU, B4 extent &y 64 4> page.

segment

segment 7E Innodb fZfig 518 rp LR FACE “files” M, HF4 segment lH—PEkE /S extent
Mk, 1 HEEA segment #AFUA —FPgds . — Mok, EAREIE ST — A1 segment 1, SE
&ﬁl:ﬂliﬁﬁ%ﬁiﬁ\géﬁﬁggg|é§¥?ﬁi3:**4\ﬁiﬁﬂﬁﬁ segment o,

tablespace

tablespace 5& Innodb H i KFREERI LT T, HZ A segment 4 ko

! tablespace H A segment T EH KI5, Tnnodb SIS BLH:—A> extent [FHT 32 > pages,

SR G W R AR KA S 0 BCEAS extent SRAFH o FeAT T8 v LUE L AT 40 F iy & K & F Innodb 2625 A () i

F 6L
sky@localhost :

example 01:26:43> SHOW TABLE STATUS like ’test’ \G
row sekkkkskloleolkesiiololololkekskolok

Name :

Engine:
Version:

Row format:
Rows:

Avg row length:
Data length:
Max data length:
Index length:
Data free:
Auto_increment:
Create time:
Update time:
Check time:
Collation:
Checksum:

test

InnoDB

10

Compact

8389019

29

249298944

0

123387904

0

NULL

2008-11-15 01:26:43
NULL

NULL

latinl swedish ci
NULL



Create options:
Comment: InnoDB free: 5120 kB

W s, BT A

BAREEFNZ G| (index page) K/NA 16KB, {HAZSEPR I Innodb 785 — XAl H 1% page MM, 11
R MFRGHEN, HETE KB S, MR 2BEUEA S, A KRASMEH (8- 15/16)
KB (=5 16], i —A~ Index page fEREAT 2 MR 2 5 an S B 5 R 28 18] LI T- 8KB (1/2) (1),
Innodb £l — & KA NL M4 R 5], JFB % index page. M4, FEANRIEFKPEAL T — 6
TG R, EEHTATHUE MR 0% DL &N 2R 5 1l sk O B

Innodb FEAFTEEUHE TR A AU AFIERA TS g LA, RN I 2 P> I e, 3L
P ANREIIG R AR EMRER, S5 M6 NTIKRKE. 4D 7 7KL, 2
KAFTE A1 Undo Log H1) Undo Segment [FIFREHAHICAEE, L EM T4 MEE, UAIEE Undo
Segment H R B AL IE 2 iRCAS A3 0L

A AR, BT AP LR L s P REAT B K 3

L 4 TJSHE/ secondary index IR/, $REVIHIZCR, 248K 7 BT & A A7 fil 25 ]
ANBUT, flf St INTEGER 2RI . M SRIXFFAELEN I, 74 H 2R 1 et (R AE ] AR A Tnnodb 4
T

2. BUERMINHRSE A CR e N B, BRI B SRR HE AR, SRRk Ak
GRNIPIEEYE S

3. RAIREANEEAE LA L AT SR A, b R SRR A AR R B R Bl

4. ARSI TR A ERE T Al

I3 TO BT HEG A Y

1T Innodb FIHAhAEF 45470t 5 | EAH LU AE e S B SCAH1AD [R] e 38 Te S AH Y. (1) 545 H 7%
(Transaction Log) , AHX4THEINMIEEAANT 10 5, SEARFSS HE R DS RMUT 7 XS AL, (H8
S EM TOVHE, FrLXF3AT M Raid MRLEL REORUL, S USCK S SCPFRRNEE 25 H &S00 A7 L
TN ()RR i DA BRI R A B4R, P A 10 Mhfe . FRATTnr DA
innodb_log group home dir ZHCKFRE Innodb HEAFH B,  [R] I AR ¥ & 2 SO &
innodb_data_home_dir Z¥k 2 f Innodb FAl IS BEKs Fis SCARAFCAEME 2 o

B8R, WERBA A= R S, Tnnodb 23 084> Tnnodb R BIHE — R, JF Haoksizk s
[AILEFRAERT . frm” SCPERIRIIERAR 1o ANRESEIZRE, Tnnodb SEVRE I ACBERE 1) 7 R U 1) Kodfs ol
H&ESCHE. Bk, WRIRAA AL, L AA] DURE SRS RAF T AR P A, R PRI R 1R 7
Ak F Innodb AT SEBR SCA/EME L.

MIRAME P R A M e, e — N SO AUR T LA B YRR, X PR R — N5
W), FERRRY IR, BRI 2 KRS e ? Tnnodb 45 FRATTHETH T
innodb_autoextend increment iX/NZEk, ibFRATA] LA A AT 2 % () SCAFRER G N #2708



11.2.4 Innodb HABit4k

B 7 b DRI R T 2 Ah, SERR I Innodb iR A7 oAt — 28 n] fE 52 m M GE 1) S 50K E

*

Innodb flush method

FH KB E Innodb 1 1A R EHs SO LA H S SO 72, AN HA7E Linux & Unix R8BI
B REBINEN fdatasyne, Bl Innodb BRI fsync O 2K £lush Hen A H & SO

AL, W LA E ) 0 DSYNC A1 O DIRECT, 4FRAT&E N 0 DSYNC, WIFRZELL 0 SYNC J7 X FT - F kil
B & SO, Wl fsyne O K FT FF R0 B Hods SCfF . i #2480 DIRECT Y I fige, ) 3 i
0 DIRECT (Solaris b2 directioO)) FIHFEHE LA, [FIFLL fsyne O RMIHEHE A H &S00
Bk, innodb flush method HYAN[AICE F 258 M A2 Innodb fEANFEAT & NEAT 10 £
VRIS B 8 FH ()38 E R 48 TO Ay IR DXl o T AN [R] A TO #4432 10 Bl i b B 7 s — 2 1)
XA, FrCMbERERE ST — e . — oK UL, R IRA TGS 2l i RATD <R T A2k
A% RAID, AT LA O DIRECT, wJLA—i& e 3w 10 Phfg, (HWIH RAID Cache ANE[T)
W, e T BN A, A, ARE MySQL B 7 N BT, W BEBRATT B A PR 2 SAN R
1%, {#] 0 DIRECT A5 ] A4 MM AEPEREFRAR . X T- 34 0 DSYNC fi~F &, thnf DA2lik & o
0 DSYNC J5 sE A5 AeXt 'S 10 PERER BT B

innodb thread concurrency

EASH A E ] Innodb PRI A BEEFR AR i KB, R G0N 4 A AH I RS AT L gk
ATR MBI A e P28, Tnnodb FNHE A CPU MBS RSN B M., HEXANSH—H i
—MEEAFNNZSE, W HEE AN EE AR BUG (#15815) —EL#A AL T
innodb_thread_concurrency ZEU 4 I0 N BAH . MIZSEHE R G MERAE AL BRATE
] LUE HEIE 2 Innodb FF & G B IEAS AR 48 21 1% % innodb_thread concurrency % & 4
Z/b4iE. 76 MySQLS. 0. 8 Z /i, BRIMEN 8, M MySQLS. 0. 8 JF4AZEI MySQL5. 0. 18, BRIAE X4
HMh 20, SRJGTE MySQL5. 0. 19 F1 MySQL5. 0. 20 PIANRAS T SERIN B N 0. Z i, M
MySQLS. 0. 21 FF A ERAE P4k B e ] 8.

innodb thread concurrency Z% ) B ¥ H & 0~1000, {HZZE MySQL5. 0. 19 Z milIiAs, H
BUZAEE 20, Innodb 2\ A AT LN IR LR EMATAT BR ], tHAJL/2 1 Innodb AN FFREAT
TR H A A IR, FATnT DOl v &8 0 kAR AT RS &, 58431k Innodb
CRE Sebr 77 22 AN AT R, 1 HAEADI R P WER 0382 —MEE AR, Jtig
MRS 10 BRI I %

SR L, innodb thread concurrency ZE( B E I WA — MRLF R4 37 5%k
BEZKR, Bl AR, FREES AN E .

autocommit

autocommit IR ALK K NAZHAMTG R, w28 TATKZSEUE N true (D) Z )5, EKAD
BT 58— S B SR I Query 2 J5, RGN A BalIRACIZRAE, FA Ln] AP
B T 555 IR

WCE aotucommit 4 true (1) ZJ&, FRATHHAAN T H OF TH2H] commit ALK G AT g 728
HEREIR S . IXEEAT SR B E A IS Innodb BIFH45 H A T A 2 T B A A (R A T A )



SHE, MRE5 innodb flush log at trx commit ZEUH B E AR
— MR, FEFRATIEE LOAD ... INFILE ... 20 HAWRIHEM 720 Innodb 47 51 2 N4k
s PN, K autocommit WE K false W] LMARCKIHE S gtk g mAE B N, i
U R d s AT HR I 5% (AR AT S T ) H SR R CRAIE PR BE

11.2.5 Innodb #4:fg 53

FATAr LA I AT “SHOW INNODB STATUS” i 2R ARHX ELAL VR4 1) R 48 4 i Innodb PEREIRZS, W1
I

sky@localhost : example 03:11:19> show innodb status\G

skekskekkokokskskokskekskokokskskokokokskskokokskskk ], row skekskekskskskokskskskoskokskskskoskskskskskokskskkok sk

Status:

081115 15:56:30 INNODB MONITOR OUTPUT

Per second averages calculated from the last 10 seconds

0S WAIT ARRAY INFO: reservation count 720, signal count 719
Mutex spin waits 0, rounds 16962, 0S waits 460
RW-shared spins 489, 0S waits 244; RW-excl spins 3, 0S waits 3

Trx id counter 0 11605

Purge done for trx’ s n:o < 0 11604 undo n:o < 0 0

History list length 10

Total number of lock structs in row lock hash table 0

LIST OF TRANSACTIONS FOR EACH SESSION:

———TRANSACTION 0 0, not started, process no 13383, 0S thread id 2892274576
MySQL thread id 9, query id 54 localhost sky

show innodb status

1/0 thread 0 state: waiting for i/o request (insert buffer thread)
1/0 thread 1 state: waiting for i/o request (log thread)

1/0 thread 2 state: waiting for i/o request (read thread)

1/0 thread 3 state: waiting for i/o request (write thread)

Pending normal aio reads: 0, aio writes: O,

ibuf aio reads: 0, log i/o’s: 0, sync i/o’s: 0



Pending flushes (fsync) log: 0; buffer pool: 0
1123 0OS file reads, 2791 OS file writes, 1941 OS fsyncs
0.00 reads/s, 0 avg bytes/read, 0.00 writes/s, 0.00 fsyncs/s

INSERT BUFFER AND ADAPTIVE HASH INDEX

Ibuf: size 1, free list len 0, seg size 2,

0 inserts, 0 merged recs, 0 merges

Hash table size 138401, used cells 2, node heap has 1 buffer(s)
0.00 hash searches/s, 0.00 non—hash searches/s

Log sequence number 0 1072999334
Log flushed up to 0 1072999334
Last checkpoint at 0 1072999334
0 pending log writes, 0 pending chkp writes
1301 log i/0’ s done, 0.00 log i/o’ s/second

BUFFER POOL AND MEMORY

Total memory allocated 58787017; in additional pool allocated 1423616
Buffer pool size 2048

Free buffers 803

Database pages 1244

Modified db pages O

Pending reads 0

Pending writes: LRU 0, flush list 0, single page 0

Pages read 15923, created 22692, written 23332

0.00 reads/s, 0.00 creates/s, 0.00 writes/s

No buffer pool page gets since the last printout

ROW OPERATIONS

0 queries inside InnoDB, 0 queries in queue

1 read views open inside InnoDB

Main thread process no. 13383, id 2966408080, state: waiting for server activity
Number of rows inserted 8388614, updated 0, deleted 0, read 8388608

0.00 inserts/s, 0.00 updates/s, 0.00 deletes/s, 0.00 reads/s

END OF INNODB MONITOR OUTPUT

I R, BT LR BB TS S BIBF



@ SEMAPHORES, IX¥i5r £ LW R RGP = A (115 5 5 A5 B A S B A 5 AT R R,
g3 H S SR T FRATTR 2 innodb_thread concurrency Z37 IE5 KIMHEY), HEMHE S =
e RIS, AT RE RS B4R ] JF R FERII 1% & innodb_thread concurrency=0;

€ TRANSACTIONS, iXH FZJE/R RAMBFAHE BFYEESHSE . ML XMasmt, A1
AJ DL S R BB A R

& FILE 1/0, XfF 10 AHRHIME R, FEZ 10 5AE R

€ INSERT BUFFER AND ADAPTIVE HASH INDEX; W Rl NZEA7 4HIRZE S B LS HIE M Hash Index
(PPIRES s

€ 10G, Innodb 545 HEMIAEE, R4 HEFFS (Log Sequence Number) , BLZMlHT
[F2 WA 4145, JdE ) Check Point BIHEANTHIS T o BRILZ AN, EERT RGMEBhE
WA &M T 2 DIk Ckeck Point, 2 /DI H &R

€ BUFFER POOL AND MEMORY, iX#54> % 7R Innodb Buffer Pool MISEHI&FZiitE R, LAKIL
il — L8 AL S B
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Binary Log HEMIEMASIRA. JUHZ AT ALTER TABLE Z KIiEAJIIA%, 741 H
AR . KR MySQL %+ ALTER TABLE 2 J81¥) DDL AR 5 i) ) b 7 oA J e 44
RIPTA B, R SR R — 4l kA T 228, B ARR T4l skl piid sk
FIHE

2. Statement Level : & —42EHMEIEN Query #iZ %] Master [ Binary
Log 1. Slave fESZHIMIIIE SQL ZEFES N AR Master S ATILIMAHTEK Query
KFFHRIAT o

fls5i: Statement Level FIAL A G M T Row Level FAUHLL, ATy E il 54
—ATBHEIAAk, Wb Binary Log HE®R, AT 10 WA, $#2m THERE. BOWAb R T
CRAE Master _EFTHATIEEA)IIANTS,  DLRERAT B8 A M B R SO B



B TSR I HATIE A, FTEL, A T iRIXESER)TE slave dith AR IEAHAT, AP
LI IR S5 RF AR FIAE AT I B0 (1) — LS AR OG5 R, Bt B R SUE 8, DMRUEATA 8
F7E slave SA AT IR INHEE RE 845 BIRIZE master ST IMEAH R S5 . 9o, T
Mysql BRTER LG, 1RZ B DhRe AW, 1 mysql f3E2HEER TA/NIPEE, B
SRIT IS S B 24N 2, bug A 5 L. 7F statement level T, HEIC
2RI A AN 025 38 J my sl (1) S I e, 3 S 08 X B (R I A FH T Lok
SE R B ThRE ) L B, Hell: sleep O BREUE A Se A H i AN REELI A ], £EAF
iR T last insert id () R%k, W HESE slave Fl master FAFRIA—31) id 55
. BT row level JEIETHRE—ATHKACKMARIL, FrLAARS B () L.

ME TSR ER], ZHT) MySQL —EHABRAEET Statement MEHIF, HH
5. 1. 5 UAT MySQL A JFU4SCHF Row Level 5 HI. M 5.0 JF4h, MySQL M HI &l vk
TOREZRA T I TCEE IR . (U2 B TAA R I, 45 MySQL ()52l
SR T ORI EkAR . Siah, BEIE 7 SCMUE, M5 1.8 MUATTAR, MySQL $ft T kR
Statement Level fl Row Level ZAMAEE =Fh & #HIEI: Mixed Level, SZBr Enilt 2 nHy P FH
BEA MGG o E Mixed BT, MySQL SRR HAT I BE— 4 HAKT Query THAIRIX 43017
WA HEER, Wi/ dE Statement Fl Row Z [Al3EF—F. BASH ) Statment level
WAEFNLNRT—FF, AL FEHAT I TE A o TBTCAS IR Mysql HHBA Row Level B A4 11t
1, FEAEPTA B2 LA Row Level SKid sk, 1508 B3R 4514 A8 B I it <3 LA statement
FEoRitsE, W Query TEAIFISCEL UPDATE Bl DELETE & Scdidi it f), Ak
TSR AT,

13.3 Replication  F%R#)

MySQL Replicaion AEp&—ANWIRERIIAHN, HAL—F MySQL JR%4 (Slave) M
Ji—H MySQL JR454% (Master) HEAT HEMEHIR G PN HEIFNHEI A & . — A
B TF W G847 MySQL Server (¥ ZEHLRI AT, FE 48 55 4 fa] 5 R s B ATT AT LAZE [F]
—EBYHERS A ENL LRSS mysqld instance, —AMEN Master 15— MEN
Slave K5ERULHIFAEE 1 HE o (HRTE SRR IR, FRATTrT DARRHE S B ik 45175 SR A1
MySQL Replication MJLhfE H e il @ LA Z MR T Scale Out M HIZEH. W
Dual Master 2244, GRIRSIHIZAASE . 1 0 BAT 1% LA SR 1) = Fh ST I 4 A EAT — LS AH Y.
Ko

13.3.1 ®EHZEH(Master - Slaves)

ESCRE R b, MySQL S 00% LI EABRE A Master SZIE A sk 24
Slave MUAUHIHER, E 3 TR A LB (L FE KGR P B AR o7 5 . TRy S 3



Master Fl Slave HJIEFAERKN JUHAE Slave ¥k 1) W&, Fob 5§ ) Lk i — BeAs
TRARA> . G F M Slave 3 S 6107 S AN SRR B 2 f5, B2 0/N T Slave ¥
(PSR [ 8o T SR R B A, X TR S PR LSRN SR A Critical MM, HAE2LHE
BRI pe server SKYTJE Slave W%, ML 8B Z G Slave MHLA Bifl, Biv]
TH I HEC 6 B0 PR I 55 4 1R S s ) A AR B 2 P P BRI, M2 T A K 22 B Y
MRS T iE S R KR 2  IXAER RS Bk T H AR 2 N i R 44
2 R0 v A, A A R IR O i At A FH A T A e Al

XA G T LUIE IR B B I s -

. Client a g Client . l Client 3

IE) =

—Master HHIZ A Slave HIZM SR A5, 24> Slave A Slave S
WA LR AE Master ¥iJfAN Care H 2/ Slave # LT A, HEA Slave
(F) 10 LeRElRt THERANE, mthidRIge i B2 J51 Binary Log 15 &, fhit 24 i% 10
LRMESK, HH K Binary Log 55, R[H4S Slave 1) 10 Zf.

RENZHAEGE R, WA Master "Wl AEHIH 24> Slave 15i, WHAAS
M, —A Slave WA LANEZA Master 7t RIIRHATEHINE? 2078 HEiKE,
MySQL ZMAEI, LU RS SHFmAELE T o

MySQL ANSZHF—A Slave Fi i MEA Master 7SR TR BIMSEHK), T8 A T8
Yo P A1) R, B 122 AN B P 2 T B B R o, T e i B A — 30k . ANy
YO A NIFR THIEH patch, ik MySQL SZH¢—4> Slave 17 fiZ A Master 4551EN
B PR HEAT S ], X IE S MySQL T 1k S By ke iy 44k



Xt Replication MIBCE ST, 76 MySQL MI'E 7 SR B E4 i AEmiE T, &8
T Z ML Slave MIRCE 720, 76 F— P ERATH ST — A B AR R B R 7
—™ Replication MEEMITEGN IR DAL R FH I,

13.3.2 Dual Master & #iZE#J(Master - Master)

A LEN i, A AN MySQL SEHIE] 54— MySQL [AEA Replication 44,
A BEIE 4 T B E— L e 5t T Master V)3, W7E Master ¥y 2o EAT — 464 )
I AES A BN, ATRETT 2445 MySQL HIRSS . XM, & TSR e N H RSEE k55
FIEHLINA], e ERBOE RSB IRATTN Slave T5 SV, Master KIRAEE AR

{EEIXFE—2K, AR Master 15 s A gt S FISL BRI HE A —30 T« 47 Master
JE BT LUE AR %, T AR A2, BATRASRAE L kR Master -
Slave K&, HF#H Replication ¥MEg, JFLUE Master fFE8 Slave SRAFAMEHESI M
% . A Replication MEESAIATH RIR 284N TAER, WRKAGERS0,
T Reib il Replication [#& @ FE AR BRI

KT RPN )R, AT DB 5 Dual Master FAEESRIBEGIRZ 1)) 8. )il
Dual Master F&E? SEPFR BBt EPAA MySQL Server T AKX J7VE N B EH Master, HCO
YERXI T Slave SKIEATSE M. IXFE, AFAT—J7 Fri A e, #2sam id 52 i N FH 3 53 40—
T A

AIREAT S B oA — ML, IR RIS 5, MEEA SN G MySQL 2
[ PRI S 4 2 SEBR b MySQL | AR R 73X — &, BrLAE MySQL ¥ Binary Log
R T4 MySQL (1) server—id, I HIX NS E 2 A 1#6 4 MySQL Replication RIS fiz
VAT, T H Master F1 Slave ] server—id ZEUALTEA—FA R MySQL
Replication ##m Y. —HAHT server—id M{EZ)E, MySQL AR Z) HIWr AN AR T &
MHE—/> MySQL Server 1=/, B LASIR 75 5 bk b th IRAG A S I Ig ol i B, Wil
RAIAFTFFE S Slave [ Binary Log MikIi (——log-slave—update) [, MySQL #R
AR K FRLFE A (AZH F] Binary Log HF, il B AN FHL AT BE S H ARG A A2 1 15
BT

T WP ETET S Dual Master &HIZEM) 41 Ak



' Client ' l Client ' ' Client '

- é]f_;y m@% ™
\. /

M3 Dual Master SHIZEH, FATARENSE G X IEH 10 IRLED B 15 EE AR 1L
Pl RO HPTHE 2 Replication PAEEI#AE, KOG BAMEM —Im#icR T A O 24T = Hl 2
XTI AR T, HARGEKR G, wha BRI Z AT A B TR R, A 2
NN BT T, KK T Y A

AL, Dual Master SHIZHIAI—LL55 =¥ HA A5 BUERIFES 5, 30 mT LIAETRAT]
MRTEAEAEI Master HBLR R LIRSS 2 Ja , ARHARIE R F S UI 3 h ok $R 44
FANCIAR ST, DS G DL B AR IS AL 1], JF Hg AT ZEN T

MR, BAHERE K Dual Master M8, JFAZN Tikpsm#R S M. fEIE
WREOUR, BATHR R I — i R B Ss, Tidh—im i DO s e e ds, s sg A
RPATMISS, DBUURAEA —A HIIHLERAAAE . AT B e S ik
RS MRS NE? LRGN T 8 B b 5%, B kit ot i AN — bk . PO BIMEEAE piid
PAT B SAT LGN, R T Replication &5 B HYSIINLE], [FIRE2 T BRI ATIE 5T
Bl e g R IE o B e, bR W h S

B AL MySQL A MySQL B
1 ¥ xR yidsxHh 10
2 BB x Ky idxh 20
3 SRECE) A HEIFFNH, B8 x KMy w8 10 CRFFEIE)
4 ZREUB HAEHH x R vy idxh 20 (FFE D

KT T, ANOUAE B TGS A TSI 95 5, A R B L0 S Eh
TR



R, FAT AT DUE R PR 2052, AERCEER I B A A iAE — . 153 oh— SR INE
BAFIRAE Sy A — i, DRAEP S AN SRR IR, SRR RE R S i in) AU A A T

13.3.3 L BE %14 (Master - Slaves - Slaves ...)

FEATEE N b, Al REBES I 220 BEBOK, BRI R IR, —A> Master wlfigds
L E10 GHEELN Slave A B SCIEDIE S XK, Master gt HEIZTI T,
DI ADGE BRI Slave 10 el L2 T, IXAE S I s SRR RIS, Mas ter i
DU Sl T AR 2 I DR, AR 2 3 i S R AE I

T8 B LA AT pee 2 X I FAT TR AT EURI A MySQL mTBAAE Slave diiic s 32 1l
Jir= AR ) Binary Log {5 BHILIREE, Mai/edTIT —log-slave-update M. )5, i
o (B R 200D BRI Master SR &I T R o tmltdul, R4
HEEEAHILG MySQL M Master KT, XJLEPLEREATE HARZ J2h—2%
Slave M, ARJHAMR Slave FFMEE—Z Slave FEHERHAT . N —Z Slave i
TSI Slave, FFRZAH 2K Slave Hefif. WIRAATE, FRATATLAGRSAT T INE 2
JERI S IXFE, FAVMRE ZtEi 748 —6 MySQL P& Slave H%ht, XFh4E
WFRFRZ N Master — Slaves — Slaves ZEHy

XML RIS 4, IRE D T Master BN MEE Slave K21 A
AL N TR T 2 )2 RIKE AN Replication ZEH.

)
L
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N =y

R, WERGAERVE, BIEMR TR BORFAEE IR E D> Replication £EAFAMER



S 5 Slave JRRA A SHIE, P Slave SEbr EANSRIERE N T HrA 1
AR AR, WAHBDEME 10, Mk, Slave 8%, #AMNMEHME 10 AEMHial
2, BATBAARHE W LA, DU R T 2 G L, PrAARIR A S R
HioK

BEAh, SR BRI GURIZ, R — N EALRRRR I Slave PragE2eid iy MySQL
S, (AR e RO N AR KU

TR BATTIE T 2 R AR AE (05 SORME DI, WIRERML S BUARZ T, 94%, D IvEEfEh
it 2 A3 R BRI B 53 2 ) N ] AR G50

13.3.4 Dual Master 5Zz5cE #4565 48#) Master — Master — Slaves)

R HIAE— B LIS T Master RUARTIER Slave it 221 A 21
) B, AHSE AT AN REMR PN T YEd oM B i 75 ZE U040 5 ] BEAAAE BB #5 4 Replication
() ) o SXARERUIR FLARIGSIHHE T Dual Master SZRIBCEHIZE 4K Replication 484y, Tk
FRZ A Master — Master — Slaves Zf4

Fl Master — Slaves — Slaves ZEMJFALL, XA HERE—2 Slave LEREHL T
— M) Master, ENH Master, 2RJ5FMNIXAN% T Master AT HIE]—A
Slave EHE. I IHIIT A SEE M7 K 7R T 31X AN 244 (P 4 A -



‘; Client ; E Client g ‘ Client ’

N

e’ =

XFh Dual Master LZUBCRMBILE &AM, KL EHUERERT LB T2 Master )
BHNBAEARRZE] Slave M HIPTAR VN, [FIN I Master 77 ZUIHLA I LAk
A EAZHUERE Replication AUNEHL. fHIE, XANZHMA — DBk, At
Master A7 ] REMCA I, OYUIRISIRII Slave SERFLLECNINITL, & Master wJAES A
N2 Slave 10 LREUE KIS 2R, %% Master AFRAEMT ARSI
1, AU B AT REPE FEAE R Al A, R BRI LAE & Master 5 IR GHAT
PURE M, MWL )R Slave HlfF. MR, FIKEHIMIOIMZE, Slave LLAFATHEH DL EL
PRSEIS oy N WIS, v AP FEAL ] 22 JRARIK S B i e B VP Ali s S I oxeh B Y AR 1

AR

13.4 Replication ¥&ESEIR

MySQL Replication MAEE(HEEESEIL LLAR I, SR UIL Lt VU0, 55—t s
Master ¥l TAE. 58 04T Master i udls (1 “ PRI 00 o S5 =20 WIS AE Slave
uiiPk S Master [ty “HRI . SBIUPHETE Slave Wik & Master AHOCHCE, A5EH
B H AR AT, ARSI AN Replication FREEMITELNITRE, MIXAE MySQL
HTEAET M CEABOATEARIFR T, IR ZEE @ IR LA = ZE A D R
] DT AR SE IR 2R, T TR BRAT VT 03X DU S5 A R i B i b o AT — A
(L IE T



1. Master ¥m#Ess TAF

L5 Replication FRIEZ B, EEEARIE Master ¥ MySQL id3% Binary Log Rk
WiFTFF, K4 MySQL Replication Ff/&i#id Binary Log KSZHLIM. il Master % MySQL
i3k Binary Log Bl LIZEJRZH MySQL Server FIIHE{HH —log-bin IEIHmEE4F MySQL
IRCE SO my. enf HECE log-bin[=path for binary log] Z¥ikui.

fEJF)A Tkt Binary Log ZhREZ G, FATETEMES— M T2 MysQL H /.
A DU 25— AN AR 32 7 S A S HIACRR, At mT PABI g — AN A8 () & TS Ak 7
8K, IO — N E R T 2RIk PR g AT S AR i “MySQL 2 #
CaNHE T, WIREE K B E —2R 0 TR, AR fE L s A A, T
Wbk A A SRR PE . SEPE MySQL Replication fAY M 753 “REPLICATION SLAVE’
BCBREP AT ] LU a0 R 7 2Ok A X AN

root@localhost : mysql 04:16:18> CREATE USER ’repl’ @ 192.168. 0.2’
—> IDENTIFIED BY ’password’ ;
Query OK, 0 rows affected (0.00 sec)

root@localhost : mysql 04:16:34> GRANT REPLICATION SLAVE ON . *
-> TO ’repl’ @ 192.168. 0.2 ;
Query OK, 0 rows affected (0.00 sec)

IXH Pl CREATE USER iy T — AMUA A BIEAB R F* repl, K 5 FF
JEI GRANT #2422 Ti%H " REPLICATION SLAVE FIRLFR . 248K, FAlTt ] LAY HAT B
B8 4 d, Bl eld RN R R, X OEAE “MySQL 2248 B MAaNHd T,

2. 3REL Master ¥ty “HLfe”

KT Master dmf&cfn “PRI, JEARRHREE IS LM 2 R0 8 i)
snapshot, M2 TA B3R HE T3 —HREe B 200, Ho e SR — kAR r LS 2 CRAIE 1)
Hn . [N IE TR XS EERT ZI TR 1) Master %y Binary Log MI#ERf Log
Position, RIAFEGTHIECE Slave HIHMESH 3.

— kL, AT Lo I R S ARG — AN A B R S 1 £ A A DA A PRt
M ] Log Position:
& R A PR A
XFT ] DA ML B, AT LUE IS G Master i MySQL, 285183 copy it
FEAE AR H BRI EAE . Slave BTN AIEMALE, XTI R & 04
SEEGCIEN . RS )G, RTETHBN Master Hiff MySQL.

R, IEFERRA AU USR] T — AN ZER I &4, BATIE T EX A% 4
JITRE R IR H BB A RE AT Lho X FIXFERI &4, AT 2 R 5 kmT LISREED R i H
HALE . WTE Master NINDEBhZ G, d@®ANHREFIER L Master Z 81, HidH4T
SHOW Master STATUS 4 M Master 5 3REC R IRATT LAME I Log Position. i3k



TITVEAE Master B30 Ja bR FHREPI03ERE, 84T RELE BRA TR BAT KAT B AT
SHOW Master STATUS fp2Z isi A IR GHRK T, XA Trr LU
mysqlbinlog %/ Ui FE)P3HT Master foBiff)—~ Binary Log KIRHUIL—ANG K
() Log Position. 8%, WISARAEF i RPTAHT MySQL MASRE—ANBif Binary
Log SB—AMNAMMHENE, ARMATEIAT T ERIER T L.

& JHEiT LVM B ZFS ZEEA snapshot ILAERIALHEAT “Hgstn”

WIRIRAN Master & —NFHENAL 365 * 24 % 7 RSB, AARATHL
B M A S R IR BT T R A e o X, R IRAT MySQL 321746 S FF
Snapshot ZIAEMISCAERSE L (f1 ZFS), sE WATHI L R4 B AR AT HF Snapshot,
HRBRA S RGUSATHE LM LT, AR FRAT T T DUB AR DC i &% MySQL 1%k
P SO ST AE ) H SR Snapshot, SXFESUAT ARSI T —MIEAS R4 2
BB/ TEANZ N EA .

8K, AT PRIETRATI A AR B s Re g e 4 H—3%, A TFEEAEEAT Snapshot i
P rpom i A 74 (FLUSH TABLES WITH READ LOCK) K4 FTE RIS HlE, s
SRR AT commi t BIME, XFEABEEIELRIEZ Snapshot [ HTA 2ids #85¢
5, EM5E Snapshot 2 J&, BATHATLL UNLOCK TABLES T . WJfgA 46 N 240,
W T A S EAE, BEATFI N AL ICER B SRS T 42 M5k, Xeiik
WEGLP), Ak, —BOK UL Snapshot #EAERTREE RN AR LLELRT, P AAN 2 e KK
INFIA] o

A8 Log Position EAZpE? JEM, Wi Snapshot B, [FIFETE—N%
BT Log Position A fgli &5 4 Replication MEEMEK. ANd, XFpI7
R, FRATAT LA LG T & 0 B B 3R I M 1) Log Position. BRI MERATTEIE T
P RIS NRAE IR BB 2 07, R EA BT AR 5 ANEAE, XA T Bz NAE
[ I g B L AT SHOW MASTER STATUS H-A-#Kn] LIS FIVERf ) Log Position.

X A5 A S A I E 58 5 i Master KRBT, A 245 115
AAM, FTUBEATRATEARRZ O “ & o

& i mysqldump 77

WERFRATI B FEA R AT WA T %43, 1 B MySQL A 184776 v] LUEAT
Snapshot MR EE FE MM b, WARAN TR FER L mysqldump T H AN
Master ¥y 2 IR (BE R B dump oK. o TibEAN /M ERA
— RN TE R, FRATLATE dump BRI AN SRR AL TR — NS5, s B
TR RN SR, BB — i, R BA M R SR S A 5 1% (i
Innodb), FAT A PLAE $1 4T mysqldump FEFFRIRHMEE LS —single-transaction %
TRAG R, H &R BA T 5 I SRR 445, sl @ 7R 2 dump RAVA AT H4>
SCRFFSS I, BATE L AESGIE T FLUSH TABLES WITH READ LOCK 45 ity
BHANS, REH dump EdE. 4R, WRBAMUNATE dump —DNRAEER, #is
T ELX AR T, B mysqldump F2/FAE dump FCE 00 B SR Ll & ARl it —
%6 SQL RAFRNEARE ), i AN R A i S m CALRUE B BOCES s (1) — 3Pk (1) o



TR ERATIE FUESRAT T AE M &4, AT %A Log
Position, FTLLIEAAESE AT L5 Slave MIESK. SEUF mysqldump FEFFH TR & 5
M ERXA T, LAy mysqldump FEFERGIN T S AN SHOR IR B IRAT3R
RSN Log Position, X PMSHIETE & —master—data o 4BATRINXNSH
WEINZ J5, mysqldump 7E dump SCHR#4E—24% CHANGE MASTER TO fiy4>, 4 id
ST dump IS ZIFTG N R TPELRI) Log Position fi/e WITR:

M, dump example FHREFE R group message 3%:

sky@sky:"$ mysqldump —master—data —usky —p example group message >
group_message. sql

Enter password:

WL grep Ay KA —NEE:

sky@sky:"$ grep “CHANGE MASTER” group message. sql
CHANGE MASTER TO MASTER LOG FILE= mysql-bin. 000035 , MASTER LOG P0S=399;

i CHANGE MASTER TO & #8 B IRATMESLT T, IEELASARNG(F), Wi,

WERFRA VR — M dump 24N SCRFFSS ORI, 1] BRIR 2 A\ Skt 7 i
—single-transaction ZEIURLREEE (1) ZCME R 5E FEVE o IR A SIS — AV IR IE
R, WRIAIFFE dump (PEERE BRI %, wRES = —MREKIHS, 1mH
S I ]

¢ AR Slave T “IHLGH”

WRIMAECEA Slave WEATFEEHEHE Replication MBI Master LR TR
TS, AT SRR AETE AL A T A0 R IV 30 Slave (U1
R Z & NAU A FTFE R —F& ), [FIBHAT— FLUSH TABLES iy 4K kil i it
HRMZGIEYE . X Z Slave LIS AT ENEET, FRAIEAT
PUBE IS copy BT BIEME SCHATH B SCHER MM — A2 %4y, FRIRHBE AT LGEE Snapshot
CUn S ) SR BEAT &4 o 248k, W #F Snapshot Thfig, i /& @RS Snapshot
KA, PUOAIEFERTLUE Slave {55 1RSI KZE%, k> i% Slave (K454 4L/ .

WA Slave RIRHUAS MR, AU B8 &0 7 AR Ty 5, i
T Log Position, #:3 &8 Slave JElMIRL & A CAVEA AT LA IS F, HFHEL
By Slave 58T IAMNSMERIAZN, Wil LLE® M Master HATEHEIT .

BEARRE P AU R AR R I W 1L TR B BT Slave IR MBI, XR
GRIEH RS MAR AN, BT LKA AT LI Z 0 “ A4 .

&

3. Slave ¥tk & “HPei”



L DB E RN A T IR B &0 T, X— P E e L —»
I B S Ik 2 B FRATT) Slave i MySQL H,

B _ERIPURR RTINS AR RIS, AE Slave S ZERAEBATDON. H
TET A T X DU o8 7 5 FRD A S AASC— A i 24 A 3

& WELFERENE

T I O B — A e HE R R B3, A A T 2 XA w AR
FTP B it SCP ZRMM AL RAE] Slave PrEf) L, MR Slave L
my. enf MUESCAFIIBCE, R SCIFAFBAEAR K H 5%, B8 i DAY PITAT O 808 AT H 2540
KA, RIGHIASN Slave i MySQL, Hsgm 1A KE LR

& KIEXF Master #EAT Snapshot 3311134

X T EIER Master #EAT Snapshot FrfF 2| M4E, SEbr A4 A & Tk R 7
EHAR—FE, ME— 220 FUR e TR 2K % Snapshot G IEAHM 1304 R4 mount
HABEXT, RIEAGEAT F S0 SO DUHRAE o 5 AR DCHRAE R 2 4 04 £ B
FEAR—3, WA RIR.

& K5 mysqldump 73 FH) A0 4

Wi mysqldump P i RE e Fr A B2 0 8, R I P Fpas 03 42 1 W 207 XA L
KIRZE5 o PRI AT PR R 25 0 B AR 8 T B8 4y, 1T mysqldump 25 P iRy B
28 8 T2 44 1 o . mysqldump &R 1T 208l mysql 27 i ook i
T80 AT SQL EA),

{EH mysql 2% P uifefFeE Slave Itk 201, @R HIHIEITE —master-data
JIA3 211 CHANGE MASTER TO 443, SR G 72 SCAF i B i i o, FFEAT IR
R A 1% 2 FFAS R — N 5E 32K CHANGE MASTER TO fiv4, WUERLERLE SCAF (my. enf)
BEAT N E MASTER HOST, MASTER USER, MASTER PASSWORD iX = /NZHIKI 5, %iEH) &
TCIERRUGE I o

B mysql 27w ek A& 0 7 Kk
sky@sky:~$ mysql —u sky —p —Dexample < group message. sql

XPEEI TR 2 BB mysqldump 207 S e e B AOR2 A 40 3 B V2 8080 18 o
IR

& WKSELIA Slave FifF Rty

WA Slave Frig R8N LI EE — Mol 28 M mEthZzZAZ . Ak
S RS DB A S ST AR 2 A e, I A AN A e & — e 24 75 3K
WIREHEIE Snapshot FHEIMI M4, WUANEE Mk 2T e —3

4. MHEIFHB) Slave
LESER TR =82 J5, Replication MEREE M R HE &G — D H



T, JmiiLiid CHANGE MASTER TO x4 KAlE SRETEE) Slave T .

CHANGE MASTER TO fir4 S ILFARZEWE 5 INE, 7lh:

MASTER_HOST: Master [JEAHL% (53& TP Hihk);

MASTER USER: Slave 4% Master M /"44, SEbr BBUEZAiPrEIE R repl FH
MASTER PASSWORD: Slave ¥ Master [ %574,

MASTER LOG FILE: JF4f 5l H & {44 F5;

MASTER_LOG_POS: JFua 5L Hiliy H & KA S, it & AE 2 B A i & 4R i fe v — 24
2 Log Positions

NTH R —ANSEREIK) CHANGE MASTER TO iy &7l
CHANGE MASTER TO
root@localhost : mysql 08:32:38> CHANGE MASTER TO
—> MASTER HOST="192. 168.0. 17,
—> MASTER USER=" repl’,
—> MASTER PASSWORD=" password’,
—> MASTER LOG FILE= mysql-bin. 000035,
—-> MASTER _LOG P0S=399;

PAT5E CHANGE MASTER TO fix4 2 )5, #inl hllidan Fay4 i3 SLAVE T
root@localhost : mysql 08:33:49> START SLAVE;

Z, FATH Replication MAETHLIEEER T o B MIATTLL B CREAT A IR
SR, WORTE TR MySQL Replication f&#EIEREH BN VR (2D 88, vl LU A By
MySQL F 5 T

13.5 NG

FESEFR N 3 5% 1, MySQL Replication SR A 2 10— P R GE Y LRI it
T-Blo A2 MySQL A& IEIL Replication THEESETI REEMY FENEL )5, i fi] H (1) 4
IR TR O BE A FBE 2 1 B 2 OB e i 7R RGEITERE, 2k MySQL A i
I o B R M REZ —, M2 K MySQL A&k +% MySQL F A BRI B hz —.
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Wik MySQL Replication DBENTSEILINY it 25 52 2 HE /N R, — B
JFER TR, IR EANL T, R — 6 TASER R, FATE i 2
LA X, FRA TR ZVEE HAh B T- BORAE IX AN, it oA 13X — 2 fr 2/ 4
SN E ) O S NS
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REMRJm i B s (BdlE S Cache) JRAEMEATARMTY REAIIN 5, SEMERI IO 2 H H)
PELZ, Mo se aE W, AR ERAT B 2 EAE R T .

15.4 FIF Search EMEHMHEXLER

AR Memcached ZMEH] Berkeley DB, K2 B I AIM 4 s ) 7 20K
AT EE AR 2R, LRI 2 DB A R T oK o TR PEA S 0 T B0 LIKE AR rERE
REPNAZBARGE R, REARFAR R, RO IR TCEM R 5] B MySQL 1) MyISAM £
SIS TSR], HE I RAEA SR 2 5 T AT RIS, Bt DO T 247
SCEE T AL My TSAM 2 SRR A7 A 5 | SR A P ok, o 58 4 Jeik A i

XFFIXRE DL, BATTVRAT AN IME AT U g, FSm il I 4 S0 g1, i BA 13
VL Search (G158 JEAREAT 4 3CR G, A BB BB UM Eds = oK

[FIFE, Search BRAFAIAEA AT A BN AR 26 = itk 5 58 5 BATHIE R PR 5 3.
HRT B AT A4 IR =5 R R T E e i T Java SEOL Lucene, SRJ&T Apache #ff:
B Jakarta UHALNEIF—DTHH. 288, IR s BRERIIE TR, 2
ARSI R G R IHEZE, AR SO T S A AR R I A 5 A R 51 515

K BARATHE Lucene A B FIBOARGNTY T, MR AR 38 J1 ACRT LA 5 ) 77 5
sl (http://lucene. apache. org) K T 8 2 W HE N BURMIANTT . BOXH EEEA 24—
I Luence REMEZIAIHARAT2, AT LLERRALHI M.

H1 T Lucene iRk aSCR G155, LR Bca i g SEBL, A58 4l LUR
TP IR FH I DR BRI ERIE S Cache RTS8 A Toi M v (1) A SCBR R R I fg .
FAT R AE G MR R G BEIEA—FE, FHATE “Spider” BIALZTCHHIKK L
T PRt s BT S AT T 126 P e R A T Sk B Btk TR P ) Lucene FRAHSR
APT BN, FFFIM Lucene BIELFRG], SRJEmA I LUE MM Lucene Proidfit itz
APT 1325 2205 Il (R 4dle, 1y FLn] DAREAT A BEIVL . T KR 2 Lucene X1 fe5¢
A IEATE CORSEEL, Bt ASRATIAE 5 A 5 2 A I S P e T DAMB 58 4 s, [RIAEthn]
CISCRIE E (BBhas) I e Bl o

BAR Lucene [REHE B IEAF AERAEL B TAE AF T, (HU2 1 M Ui o i SR 2= 5
giky, HACRREARELF. FHRRZ MALERM Eitig, S8 SRR L2 aL+4 6
ZJii Lucene MIZLHR S FREMARH IR, HSOXEARAR UL, BASRIRAT W37 5,
HATUFJLE G IEHRAE Lucene H, PEBEDISMR I (5. X UFIEREDUILIN AT 20 g S e
BA—MREB S, S DNRAFERERI LR, SEbs IR IR G prikse, 1R
Z I AN AR R BAEAN R AL 2 AR AN R B, AR 2 I =4 A 18 1
S =5 AR RE M BL R LI, ANEESE BRI s IR D, S22 S A
SR BA DR R IEF ] T4



B TAEHIZE =T7 1) Search #AFUI Lucene Z 4k, A B vy L BATAI & B3 F 136411
SN Search B4t BB 3k H AT IR A= —FE, BATHER T — B2l NAE A7k 1)
BE ST AN M mEmtEaE izl Search #AF, ih&A N REREBAE IR 2 St
SONMEAL IR (T e . TR 2 AERI BRI AR SR, BLEHS 2 R R BN R e 5T 1)
15— ARG T .

2R, AATWIR Search BAFHIBORT THE AT BEWR LU s, A LRSI IO IT A AT BAIFAS
ARZ, PTUMERE BATHIAR AT, — B & 5 ve Al . A, R IR —
AMRIBHI Search A, (HARMSULRE R E IR UL, FTRESEBLRIF B AR
WAE 2%, AL AOTT PR A LA T B ARE A O S, B TR, b B 5
AMEACE BRI —ITT A, X A7 LERRE T RE R SEBL AT A2 HUARR A T

AT Search AR SEBLRAUM AR IIBEZ ), BATHIZEA W] LU i F I oK
KT«
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15.5 MASHRFTHELHAXBREENSHEER

R B 1 PR SR I, P REAR 22 A AR AR ol WUBEHEA TT S
—AREEA: UL, B JLAERT C AR T

WA RN BRE ARG (1 “ A AT ElOh “ BT, BEf=Z
JRIEIERAT . B, AR NMEAR, AR “ a7 B PR, s
ST R, O AR TR, R RSN RNE A R TSR IR ER T B
28 RS e, MAVALEERDNEAT . 2R, WTREA AU “ oA sUFAT
TR B RS TSE FR R, R IR TR HORAE ] AR T SRR A



P o IR AR AE LS TR (9, 0 R EBOR SCIU THFT AR SE I FA X S
AR (KA e SEATOL, ST “ AT T B Al AT BROE AT g
AR Ay AL IR L2 D2 Y5

H A7 FBRAT B0 A0 XIFAT TR HESE 3 2O 2 DL Google 1) MapReduce F Yahoo [f]
Hadoop 3. HSITE NHERAMIUEN 1Z 2 Google ] MapReduce + GFS + BigTable AKX
Yahoo ff] Hadoop + HDFS + HBase XM KAUMAZR . —HHABL I =DM IATT AR DIRERI AT
#1, MapReduce 5 Hadoop [RIAfEHPINTESS iR 56 I ThRE, GFS 55 HDFS #i2&srAnk
MRS, fRIERATAE ISR Bt 8, )5 Biglable & HBase WIJ[H] A AbEE&5#0EL
P A 2 R R e . — BEHRIL R, e AN A X IAT T B AE A R

HEAR

LX) I8 TP 2K LI Sk 1R 23 A1 N IFAT T AR HE B4 AR I SE B B A BT A
VTSR o T8I 11 0 0 (A 55 70 il G 5 5 VB o B (el B A2 0O AR5 0 i A~
1155, RN RIEL: 2 G E (B 5 RORIEAT VR, TS T A — N5 s 4 A X
PERGERA AR B AR I EERE &, 48R, AR THERIL S TR S R, R
BigTable B /& Hbase XFFMALEIIATH L. —F A — AN 5C B MR, AHEL M. 4%
AEFAU)E Hadoop AR HJEH Google HAIMI—Hi KT MapReduce [1)i8 3C 5 HE A AR
Pt R K . AAGE Google 71 Open MAETT [ Bl ¥ DR 1R 22 AN FR T S 2, Xt
T A S BRI T E B AT AR F L,

LSRR T I AN T A U SHE S 2 A, 52 4R FH B TR s 122 S B 52 38
PRITEMA L, W1 Inforbright 5 MySQL SfESCBL BI f#¥kJ7 %, Greenplum A F5
Sun A PostGresql JFURALH FESCILA) Greenplum FR 4T, 1 H AN 5 48 6 2 MM
MapReduce it =L,

BARX ARG H HIFRAT AT S 730 A HREROI R R e 1, (HZ Pt xS 137
SOESESEAEAER DB Wpt, R Ui RE N e eskBL T SQL MYE. AR IR T SsqL
AR GBI I M AR UG, TCRER AR AERIIM, EADUX N RGIEAR EAAE

AHEIFR, CER—A BRI T

% ISR i AN ARAS S BT, I FUANRATHEAR G BOR N T, KR WERNS X
LU A UAUEOG IR, T DB IR B T R T 2 O A A

15.6 /NG

a2 F A EE (b T, SRR S ReRs B Fr Al HLPROE ST U
)42 I o BT 20, FESEHRATTIA W] AR 22 SAR (R A A7t A BT 50, 456 35 P ldle A7
fig AP TR RAELT AR, KA, AR a I EdE O, XA IR RS
s A B R G AR B SR 3T, PERefS R AL
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MySQL Cluster j&—MJET NDB Cluster #5156 M L EHE ERF . MY
ICHA R, 1 H LA S 8dE, TUREIRSE S fe. M Oracle Real Cluster
Application AN K—FEMIE, MySQL Cluster Js&—> Share Nothing FIZEH), &4~ MySQL
Server Z[HJFFANILEATATELHE , w5 8 T LA K v B2 w] 5 TR 58 HA e L2 L dp KRR £
AR H AR SUZ MySQL K B—AN8 2% i, A& DT ADVIEERR ) 2 A
T o RERAVE@ELI MySQL Cluster (1) T gk F-HRILAE AT Y R B vt Iy TH AL

16. 1 MySQL Cluster 4T48

fAT A BE, MySQL Cluster SEFR b2 7R TCIL AP B A RS 00 T SEIL IR — 58 4 23 A X
P RS, HAEYEE NDB Cluster (fEjFK NDB) A7fif 5| 28K 5L, MySQL Cluster NN
AR RIS T DA — AN T LIS SR B TR AL I I AR 888 2, P s AR 5 |1 0 Z e 2
TEWNAAHABEN IEH 21T, (L 25HM MySQL Cluster WA Zn] LMENN UK BT E R 51
SERAC N AFRI],  SERR I EAE AT ELAH il 23 N A .

—/MMySQL Cluster [RJEAEG L LU = #5341 hk:

a) SQL 211 SQL 2528 15 s U R A%k SQL 15 ), gk 2 FAT1H UL 1) MySQL Server.

T B T S AR A A2 2 BT S, LW P, Query ARALAIIR
Cache B RHAESE, HAFTLEM#)IZN TAEACL T NDB BT M s b P 1. ki, 74l
MySQL Cluster FREEHK) SQL 15 50, AT LAREIN R 2 —DATT EEL AT /20 5 4 1) MySQL
M252%, BRAMIRIAAE D1 24 Cluster MABEH1) NDB 15 fk4RAT. JTEL, SQL 245 MySQL
MR %545 )8 8 55 IE 1) MySQL Server JHaAT — @ MIX 5], AN ndbeluster 44
EIA AT FRATTAT LAASINAE my. enf BUE SO, AT DUELE S 3 dr 17 K382

b) Storage JZM) NDB %#is 4555, Wil /& Lniif NDB Cluster.

B NDB S — N WAEAAAE T 12, AR G B R AL B Al e e o (R2 0T
) NDB Cluster f#fitig| % &t elidt TIX—ri, AT LSRR & 45 N 2808 A7 ik S22 AU
#5150 dE . NDB 1y il B SR Z B A- i g, SKRORAFE Cluster EdE. B4
Cluster 5 S fRAFTEBHIG I —A fragment, W2 — M2 (BE — 0 528 EdE,
P RECH G E D), B DA SO E S, MySQL Cluster fEA7fift /= A s tH LA R In)
. — ek, NDB T R — AN — M NDB Group, —“N NDB Group SEfx b e —41
A7 S8 AR IR (R ) 3250 1) NDB 15 58 o

[ HSER] T ONDB AT RO (AR, T REREAS Y RUARAAT A 1 ol th T R L ORAT
—HBO O, TEOE R R H MBS EORIERI . B SEAE MySQL Cluster TRCESCIF (FE
BB, N config. ini) H, A ANEW EZE N ZHNY NoOfReplicas, XS
180E TR BRSO CRAAEEA R S BRI R, 2S8R D NAZPRE R 2,
AT EEVCE A 2 T LA T o PO IE R UG, P B CAR A A [ I i B R R 35 1 A
AN SRR AR A N AL 8 22 1 0, T LUK S8 B8 KR S — 2 /N R I B R M.
BEAR, AN i DRAT T AT B I A B0 Kt ide 2 A7 Ak 19 sl 20 H IR R NDB A7
i | %5 155G ORAIE NoOfReplicas ZXAUAC B (1) ZERORAL A 1Y 1, XS AR AT LA, ARJA



R R 250 25 2 Bk 4k 424 FH 22 42 110 NDB 15 55 20 BERIE H 41 s S 2005 LA
NoOfReplicas fTf5.

c) MTTEBLAAN S 1) Manage 15 5 AL

A T AT Cluster SEREP AT A HL T AR, WHRAERFIOICE, HBh M &
T RPN R TR LY, DLR ST K 2 0 P ST 5 o A BT RS RIS Cluster
PRI Th &5 SRS FIAS S L, IF B Cluster SERETD &N SIS KL R e SN EE T
W LAl R T AT e T Y S RAE T A Cluster IRBEALE, [RINHEAT T 42/ H %
TPV IE TAE, it LM 2R S5 Se it 8 s

TR MySQL Cluster MUFEAZERIE (HE MySQL B 7 SCRIFHD -
Clients / APlIs

Cusom HD B
mFeq-L MySOL PHFP IConnector] IConnector MET] Clients Management
chien L 1 | 1

C AP (WDEBAPI jent
ndb_mgm

E

SQL Nodes
mysgld

Data Nodes

NDB
Management

Server
ndb_mgmd

TR P AT AT USEE BT (0 T AR MySQL Cluster PRBESANTY i LR 7 i B 2
AR AR

HiF MySQL Cluster HETHISREIMIIFAZ AL, SCOthBFEN MySQL I8 & 2%, B
DAASTERG 15 S5 AT F5 58—~ MySQL Cluster MEEITUARA 4.

16. 2 MySQL Cluster M EFEE

5 MySQL Cluster B 46y 24 /b ANME P fU BN SEHLE BRI g, —A> SQL 719 s 3
LR SZIE MySQL server ZIREFIEAN ndb 15 s LHLSLIENDB Cluster ITIRE. 765 /41
H, BRI SQL 15 RSN, ARG BT

1. fEfES

a) MySQL 551 1 192.168. 0. 1



b) MySQL 5 4% 2 192.168. 0. 2

¢) ndb T 1 192.168. 0. 3
d) ndb FiH 2 192. 168. 0. 4
e) YA 192.168. 0.5

2. AR
T AEAE BT 5 AN AU BN R E ORI R A S AR5 M MySQL B U7 N AN,
RIEAEALIT 0 R BIWS & SQL 5 s5UFI P 4 NDB 5 ik, DL S5 T 222 e () A ]
TR FRAEE 0S (RedHat Linux) W' (FE4Z0) -
root@mysqll:/usr/local>uname -a
Linux oratestl 2.6.9-42.ELsmp #1 SMP Wed Jul 12 23:27:17 EDT 2006 i686
1686 1386 GNU/Linux

a) 2 MySQL 9 i
5 MySQL 19 i LI S22 50 HF cluster B MySQL Server, W] LU H 4 FJRAG
fidh ezt my DLIE$E MySQL By 7 S B (1) 9w 4 1) tar BBl rpm 23ty FOT il IS B AT
GRPE, SEbr bogan] Lk MySQL B 77 R Bt 2 i A g e ) — 2k tar 41, HEKRA D
AWMTIME, RMmFRESEUT:
root@mysqll>. /configure \
—prefix=/usr/local /MySQL \
——without—debug \
——without-bench \
—enable—thread-safe-client \
——enable—-assembler \
——with-charset=utf8 \
—with—extra—charsets=complex \
——with-client-1dflags=—all-static \
—with-MySQLd-1dflags=—all-static \
——with-ndbcluster \
—with-server—-suffix=—max \
—datadir=/data/mysqldata \
—with-unix—socket—-path=/usr/local/MySQL/sock/mysql. sock

root@mysqgll>make

root@mysqgll>make install

RGN E BB E SO ete/my. enf, T EMAAIAEE, FFUAFRAIGEE T
ndbcluster FT s B RHIEAR M PHAECE I, AR EHBARE JFHaSERN
TEAIMPECEBEIED) , Wik


mailto:root@mysql1:/usr/local%3euname
mailto:root@mysql1%3emake
mailto:root@mysql1%3emake

root@mysqll>vi /etc/my. cnf

[client]

socket = /usr/local/mysql/sock/mysql. sock  #H T4 okig € 7, Frbh
BCEARIX L, J7 {0 LLJS 5N 1 I A H]

[MySQLd]

socket = /usr/local/mysql/sock/mysql. sock

ndbcluster

[MySQL cluster]
ndb—connectstring = 192. 168. 0. 5

Ak 258 B THI ) My SQL 22250 i«
root@mysqll>cd /usr/local/mysql

root@mysql1>bin/mysql install db —user=mysql —-

socket=/usr/local/mysql/sock/mysql. sock
Installing MySQL system tables..
OK
Filling help tables...
OK

To start MySQLd at boot time you have to copy
support—files/MySQL. server to the right place for your system

PLEASE REMEMBER TO SET A PASSWORD FOR THE MySQL root USER !

To do so, start the server, then issue the following commands:
/usr/local/mysql/bin/MySQLadmin —u root password ' new—password
/usr/local/mysql/bin/MySQLadmin —u root —h ointest stb password ’new-

password’

Alternatively you can run:

/usr/local/mysql/bin/MySQL_secure installation

which will also give you the option of removing the test
databases and anonymous user created by default. This is
strongly recommended for production servers.

See the manual for more instructions

You can start the MySQL daemon with:
cd /usr/local/MySQL ; /usr/local/mysql/bin/MySQLd safe &

You can test the MySQL daemon with MySQL-test—run. pl
cd MySQL-test ; perl MySQL-test-run. pl


mailto:root@mysql1%3evi
mailto:root@mysql1%3ecd
mailto:root@mysql1%3ebin/mysql_install_db

Please report any problems with the /usr/local/mysql/bin/MySQLbug script!

The latest information about MySQL is available on the web at
http://www. mysql. com

Support MySQL by buying support/licenses at http://shop.mysql. com

root@mysqgll>chown —R root

root@mysqll>chgrp —R mysql

root@mysqll>chown —R mysql. mysql /usr/local/mysql/etc

root@mysqll>chown —R mysql. mysql /usr/local/mysql/sock

root@mysqll>chown -R mysql.mysql /usr/local/mysql/log

root@mysqll>:/usr/local/mysql# 1s -1
total 40

drwxr—xr—x 2 root MySQL 4096 May 4 14:47 bin
drwxr—xr—x 2 MySQL MySQL 4096 May 4 14:20 etc
drwxr—xr—x 3 root MySQL 4096 May 4 14:46 include
drwxr—xr—x 2 root MySQL 4096 May 4 14:46 info
drwxr—xr—x 3 root MySQL 4096 May 4 14:46 1lib
drwxr—xr—x 2 root MySQL 4096 May 4 14:47 libexec
drwxr—xr—x 2 MySQL MySQL 4096 May 4 14:20 log
drwxr—xr—x 4 root MySQL 4096 May 4 14:47 man
drwxr—-xr—x 9 root MySQL 4096 May 4 14:47 MySQL-test
drwxr—-xr—x 2 MySQL MySQL 4096 May b5 22:16 sock

root@mysqll>:/usr/local/mysql#t

b) %3 ndb

W A SR AT BE R A PR B AR5, AR NDB Y s RN SQL Y A e i
N5 NDB Cluster /2651 %1 MySQL Server. H1-T- 2225405 Fl_ IR SQL 5 5584 —FF
T DX LA T RIA

iAh, AR EUE N T ORAIERERS S8 41 MySQL Cluster IXANFRSE, JIIFE NDB 45 5
b 5E4 ] DU 224 NDB #7475 | % (mysql ndb storage engine) BIRJ. “%23& NDB f#4ifi 5| % 4F
% H AR AR R QAT 3600, HAeld MySQL AB B 7 2L rpm Gk 2edk . %%
FERFEARH B, R rpm B0 22 B A AT X )

c) YA
B ST E M e R, S2Pr % ndb_mgm Al ndb_mgmd P AN
RAT, IX AN B AT FE 3 i) LAAE b 17 7 My SQL 715 s My SQL 2228 H s i i bin H 3% i 4k3
FIXPAFET copy RIEHL S BINAIEMME (AITHE, TSl
/usr/local/mysql/bin N , FF7E path FIEH H P @A FREILZE soft link £FFIX
PANEET BT, s AT

PAEEIJE MySQL Cluster MBS 2deid B, B ELIFARIGEIE, FEHERNKM
LR RE R RENS —UIIUR, MR WRE S T A H R AT HA, MySQL B 7 Tt gt 1
AR RN 2 e R i o


http://www.mysql.com/
http://shop.mysql.com/
mailto:root@mysql1%3echown
mailto:root@mysql1%3echgrp
mailto:root@mysql1%3echown
mailto:root@mysql1%3echown
mailto:root@mysql1%3echown

3. HEANE

P F TR 9 s A 223858 2 5, & MySQL Cluster PAEEIRLE TAE T . Wl
AT FE LA — SR AL AN PEAL B E 753K, MySQL Cluster FIEASHL B & AR AT LT o 3X
FLBT I SR ANAN 58 e a7 B AP (P C T4 L 0d B B S T ) MySQL Cluster
BLE R .

XFF MySQL 5w AT ndb 5 i AE IR 2 B B el T, AT E R
[MySQL_cluster]Z 4 ) ndb—connectstring 4RI A] 5¢ i L AR I HC & -

BT R I B 2 — o, RO At FR S Y Cluster Mg R — N5 s 2%
AAG B o BUE A IFFATEE—AMRE A [ e A E R A, #RE - BT, RSN )
SRR BB SO T o AEFRAT IR L E A B AR R /var/11ib/MySQL-
cluster/config. ini, W& F:

[root@mysqlMgm ~J# cat /var/lib/mysql-cluster/config. ini

[NDBD DEFAULT]

NoOfReplicas=2

DataMemory=64M

IndexMemory=16M

[TCP DEFAULT]
portnumber=2202

B B R

[NDB_MGMD]

id=1

hostname=192. 168. 0. 5
datadir=/var/lib/mysql-cluster

#55—> ndbd T s

[NDBD]

id=2
hostname=192. 168. 0. 3
datadir=/data/mysqldata

#25 —/ ndbd Y A

[NDBD]

id=3

hostname=192. 168. 0. 4
datadir=/drbddata/mysqldata

# SQL node options:
[MySQLD]

id=4
hostname=192. 168. 0. 1



[MySQLD]

id=h
hostname=10. 0. 65. 203
[root@mysqlMgm ~1#

1) SQL ¥ s fRUACE -

MySQL 15 £ PRI B L%W%L%mw%%ﬁ[ﬂf%i%%ﬁmcﬁx#*
0 (mysql cluster]iIXAMACE LI, %2 /485%E ndb—connectstring=192. 168. 0.5, 8
ﬁ)ﬁﬁ'ﬁﬁ%]ﬁgﬁﬁﬁ R ip HikEEE hostname. 554h, WA BERELE T 80 MySQLd FIBHEAH
F3h45E ndbcluster 2244, WAL [mysqld] ZEGEIA I8N ndbeluster W4, B TIXM
Wz Ak, HoAh ) B S8 n] LUnT DU BRI

2) NDB A7fifi 15 ri L & -
NDB A7fifi 17 fi (P BC B A BB TR FR ) T, AU [mysgl_cluster]H [ ndb-
connectstring = 192.168. 0.5 &%, HAWFTAMHE A UATHEE T .

4y PG

ﬁEMySQL Cluster MNEEHEEESE UG » B 201 8 ZERTFT 8 (M AT — SE LA Ty
REML H R, A IS LI 215 C 4 ] DUE H 4t IR 55

D 5ER ndb 51852 4 e R TAE

AT B P A R I — A SQL 1 A, MK A EAR Y dd1, dml £ 1F,
AR5 PRI R P ai iz b Cluster BREEHR 53 A SQL 15 s 56 I AF 1 B £ 2 A5 A LAt 1 S5 1)
FERTIL T o FIHENNR create table J5f4d A —4804 K7~ 51 :

FE R4 L

mysql>use test;

mysql>create table t1 ( a int) engine=ndb;

Query ok, 0 rows affected (0.00 sec)

mysql>insert into tl values(100) ;

Query ok, 1 rows affected (0.00 sec)

SRJGAENT /L5 BT
mysql>use test;
mysql>select * from tl;

1 row in set (0.00 sec)

AL, AE R 4 BT RS, CAAE T 5 BT, B ndb 518 AR IR
(7o A AR RN, RSP LA AT

WERAEDN A BUAE PN R AN AN — SO ER, AA T A E [R5, Cluster
B MRCE A 8. (RS N RHE “ndb mgm —e SHOW” iy & 757G %17 AURES &5 1E



W, RHCAIERR TR N B IS AAIE R A my. enf FUESCIF, RBC&
BC & LF T L ndbeluster 77 0H 8 MySQLd, 254 IEFAACE [mysql clusterIXMZHAL )
BAEA ndb-connectstring 24, RER A FY A BIHI) config SCfF, HHEHAIE
BFTAC B2 5 P AT 19 UL, JCHRAN IE R SQL 9 s L B

2) IR PR AR B A ) R

a. FEH NDB 7 £ Crash

BT 2540 Crash, PrRAFAT B AR 0 2 F1f kill 45 ndb ZERE, SRJ5 40 il
A SQL 7 £V IR t1 %, EFEELLEE VIR, Hdl2h .

FE R4 L

mysql> use test;

mysql> select * from tl;

1 row in set (0.00 sec)
mysql> insert into tl values(200) ;
Query ok, 1 rows affected (0.00 sec)

AT 5 b
mysql>use test;
mysql>select * from tl;

2 row in set (0.00 sec)
mysql> delete from tl where id = 100;
Query ok, 1 rows affected (0.00 sec)

P[RR A4 T
mysql> select * from tl;

1 row in set (0.00 sec)

ATLLER], AMY 1 3R] LOEH Vi i), Bt B £, HABSR AT LLIE %46
N, MIBEEAE. 770, 54—/ NDB 49 15 Crash 2 J5, EAMySQL Cluster FRESJ34RE] LUIE



LIRS . 248K, TS AN NDB 1 S Crash 2 5, MySQL Cluster FREEmEICVE IE et
M%7, REwa Ll At — T,

b 48 SQL 15 1 Crash

[ RN NDB 45 45 Crash —#F, kill 52—~ SQL A5 i (LA 45 4) 1) mysqld
HERE, SRR I IS A5 AT U IR

FE A5 L

mysql> use test;

mysql> select * from tl;

1 row in set (0.00 sec)

mysql> insert into tl values(300) ;
Query ok, 1 rows affected (0.00 sec)
mysql> select * from tl;

2 row in set (0.00 sec)

ATPLER], M55 4 Crash ZJ5, 98 5 REEMIRILIE R RS . 28R, WikdE
N ERSE b, N R T 8 45 /0 S 20— AN SQL 5 5 H R ) R s B8 14T D)4k 31030 )
TEH 1) SQL 5 oK U )

o BT SN L

— RGO UE, BB RUS A S I, SOt AR R, AR E S
AT HATFEF (ndb_mgmd £ ndb_mgm) {782 S HLAs FIRIEIAT, By bh—ek A TR 20K
% 7% S LU

16. 3 MySQL Cluster BECEIFZAN4E (config. ini)

1E MySQL Cluster FAEEHCE SO config. ini HLH, &2 SEA WA (8L E)
FRVAH N G B TR, 20 (PO TR 2 PR R 7 AR, — 30 2[RI 2R AT A R] )
Wl B I ZH, 7¢[NDB MGM DEFAULT]. [NDBD DEFAULT]I[MySQLD DEFAULTJIX =i & 4H 5L [fij
i HAF— NG E 2 Ik 10 3 070 W& AT — AN 1 RO 05 A 250 1 TG 2 T 4
[NDB_MGM]. [NDBD]F1[MySQLD], HiT-1X —2MC B4 e i B — N7 s 3 AN I



T DA — ARG E AT RE S I Z IR CRE— N R0 o NIRRT AU A P e B 1k
i :

Ly T A DG

FEFEAS MySQL Cluster FREEHE, BT UM SC L E 4y INDBD_MGM DEFAULT] Al
[NDB_MGMDIAH I Py £ :

1) [NDB_MGMD DEFAULTJ &/ B o (1)t FH T 2 0o -

PortNumber: P& & ¥ Y SRS FE (ndb mgmd) WiWr%E ) i (ndb mgm) 3%
PSRRI IEFE 4, WSO ErT DA 4R 2, BRIASR 2 1186 i [, — Bk iiiX — AT
BN, MRS T AER & ML RIS S AN B 1S, 15 T R A R
A SN[ Wty 11 5

LogDestination: PCEEH A L cluster H &A=,

a) AL A LogDestination=FILE: filename=my-
cluster. log, maxsize=500000, maxfiles=4;

b) ] DU i bRAER R AT BN oK A1 LogDestination=CONSOLE;

c) BA[LLiE N syslog HIMAI: LogDestination=SYSLOG:facility=syslog;

d) Ha2 M
LogDestination=CONSOLE;SYSLOG:facility=syslog;FILE:filename=/var/log/cluster-
log

Datadir: ¥ & H T8 BT S O B A B W process W (. pid), cluster
log XA (34 LogDestination 45 FILE &bH 77 sAEAEHE)

ArbitrationRank: [ #7 fUAE AL AL G S 0F B I3 5 (R s 1 9« 50, 1, 2
SAME T LUIERE

a) O fRRAN MsE WA fi, A5k

b) 1 REAT A EmIER,  “—PIhBckks”

c) 2 MREAN NS HUIE, HEAAE 11&, HZ&HO0 &

ArbitrationRank ZEAMANE BEYT 254, MySQL 19 dithfy. 1 H—fekive, Frfy
(R BT AT — AN % B 1, BT SQL Y s AR B E K 2.

2) [NDB MGMDI/ZAFANMEFEAY il E —4, PRI EDNW N CRrSH A ek
7t [NDB_MGMD] Z% i) -

Id: A RidiaE —ME—1) ID %5, ZERAEEEA Cluster FABEHAE—;

Hostname: MC'E %Y sl ) IP Hudibal 4144, WiE N4, WZ LA D20 %
FERCE S PTE R SR/ ete/hosts SCHFHARAE, T HAPE ) TP 2.

L 1f1 [NDB_MGMD DEFAULT ] HL1HI /1 BT S 4000, #5 ] DL & 76 1 [ 1) [NDB_MGMD] 44
ZH BLIH, {52 Td F1 Hostname PSS H0U BE 152 B A [NDB_MGMD] 5L [f] , 177 AN fi ¥ & £ [NDB_MGMD
DEFAULT] HLIE, R4 IX PN S B S — AN B3R ASAH R O P 25

2. NDB 7 s AH e HL
NDB 15 SRS BT i —#E, BEA &9 S 3 A & (5 S 41 INDBD DEFAULT], WA %E—
AN AN AR A INDBD I B 2H (s2fr b SQL A5 St 2 it .



1) [NDBD DEFAULT]H ) fic & 13 -

NoOfReplicas: 7€ XAE Cluster MEEH AR [RIZHE 050 AR — AR UE SR 10
A7 NoOfReplicas it WIRAHEGEWEILR, WARDRER 2 (—HIGFH KIS EL
HBCE R 2 3% 7O, B K HAEWE N 4. 715, NoOfReplicas fHF A/, SEbr EARE node
group K/NHIE X . NoOfReplicas ZHEA RGBME, Frblozivee, 1mHHREwEE
[NDBD DEFAULT]H, DKh A AE 484 Cluster SEBFH—A4N node group H1J#1 45 ) NDBD 5 s
7T 2 —HF o 73 7 NoOfReplicas 14 H X 44> Cluster PR3 NDB 15 sl i A B IR -2 1),
[X >k NDB 5 15 M B S NoOfReplicas * 2 * node group num;

DataDir: @AM pid X4, trace A4, H&ESCHLLL R HE FEAAIUN
e, TLRGEAHNE, FrPAAE ;s

DataMemory: i€ JH T A7 AR A T BER 51 N AR BRI o 3XAS K/NBR ) T REAT
JEIEHE B R/ BRA ndb £746 5 13605 a8 T A7 8508l 22 5 13, 7 22K A7 i 25edls (o dmkal)
# Load BIWNAFT o XNSHOFARL —ETREBE R, (HZBOMEAEE /N (80 , Hit
VETRAE BN, B BB BRI . S 80k B R 2y Brqr, n 512M, 26 55, 5
4, DataMemory HLHIME23AF /8 UNDO AHIRIAE B, FTEL, 55 R /MRIgiss IF e T
DataMemory Hf# H &, FBUSEAEFH /NG5

IndexMemory: & HFAEMERS| AEEH) FHEMANIZBA /M. Fl DataMemory
FAL, XASEAE NN FEREB S B HENZ Y SR B 10N, ARSI RN EbEE
IR EM K MK . S8 E B DataMemory —FEFFEE A7, IndexMemory ERIA KN K
18M;

Sehr_b, —> NDB 7 S Ge A2 B s B 5t 252 3] DataMemory F IndexMemory PH4™
SR E LR, PWETA AR R HIECE G, ACE e A in s & . nggke:
BNEIE RGeS “table is full” &

FileSystemPath: 5% redo Hik, undo Hik, i UL & meta B 25 A7 i
PrE, BRI E N DataDir MI¥E, 3 HAE ndbd WAL %, ZE09T 5 58 1 SO Sl Ji
{PAE . R — A BN, ndbd HEFRESTE T8 SO g —AN 3y
ndb_id fs, XHH) id AT S ID A, 458 id ok 3 WSCEs2 4888 ndb_3_fs. 24k,
EANSHAAS—E AE15 ¥ & AE INDBD DEFAULT]Z #5020 BRI T A 15 A i B o —FE AN 2
WOXFEREE ), 7] DLk & 7E [NDBD] S 44 N 5 — /N1 s B B [ ) FileSystemPath
{H;

BackupDataDir: & 80 Haki4%, ERIAM FileSystemPath/BACKUP,

BRRIPUA S B AR H B, 120 5 AT S 55 O A — 28347 BRI
KIS HBE

MaxNoOfConcurrentTransactions: W& E— AT m DI B IATEHSEH, BR
N 4096, — ML R RUEEART T 1o IXANSEAEITA 1T 5B E —FE, BT PA— AR
SV B F INDBD DEFAULT] %04l Fifi



MaxNoOfConcurrentOperations: ¥ & [FHAERSHE B HT (EEBiE) HdkEE .

— PR U AT AR A T AN SR R [] B ) P9 AT A B (BBt e ) 19 8 e )3, B LA NDB
W BRI, B, FESERER AT WIS NDB A, A S RE S AL A R (A )
100000 45358, A AMBENVIZHEBEE N : 100000 / 4 = 25000, Ak, X H 0 E R
AR A R Bl R, TS fe e BRI AR Il s . S BIME— R 5 I,
FIE A 2R 5 | 2 AL AT LT, A U, AR IS — AN ME— R G RAE i pE AR
Wrh—d sk, M B R AEEE . i R R80e e A8 Eid s, s
ME—ZR R AR —4dsk, whas AP ARl W EOE— R 5 I ANl 2

SRR, PR AR, RS UE R LIS, X AR S AR,
4450 5%« MaxNoOfConcurrentOperations S4B K 32768, 4IRAVHIE ARS8
AT, RIS EAE (I, SR “Out of operation records in
transaction coordinator” IXFERIES ARG

MaxNoOfLocalOperations: IS EERIA & MaxNoOfConcurrentOperations * 1.1
RN, R, RS — T DL B I P I 1 10% 1 E il sk B . (HR—k
Ui, MySQL g U B b S A AN BT HERAE, IF B S 0k B A5 SRR — 2,

LU =ANBHCEEORAE NS5 AT 4% query IR I I 24768 (8E
££) BIEOL R PHAE R0, P A7 {5 S AE G55 45 (commit B rollback) [N
TR 5

MaxNoOfConcurrentIndexOperations: X PZH A MaxNoOfConcurrentOperations
SR, R et ft )& Index 1 record 1 &. JLERIAME K 8192, MHH—KIK) &
gokuiH e L T, HAEHSIFRIAEF R RN RE EA A TEM NS W E .
MR, WS HOHOR,  RGUEAT IR A T FE I AR UK

MaxNoOfFiredTriggers: fii/xME—225] (hash index) ¥RAERIE NHIERVESL, XA
BRAFHUE R S R4 B AL AR IR RAEERAEY 4000, —MRGEKB
BT o MR, WARRG I RFSAT S, M HE RBRTINEERIER 2, AR TEE
PRFEEAN S RE T

TransactionBufferMemory: IX /> buffer {HAF 1 & L2 &8 H T IREFR 5| #AE
R FEERERAEAGER A LB R 5] key {HH column FISEPREE . XS4
B —ROR B AR D T AL, DA SRR R T EL X 87 buf fer AR /N, HARERIA
fEHGE IM, (2 T — N & 28 T s

FHEN B ST B RAAE RGN table scan8{# range scan [FJI 5
FHI)—2E buffer [IAIICHE, B IIHE 2 AT LLEETT 2 A7 SR 2 2 a8 P RE K

MaxNoOfConcurrentScans: X NS4 1 B HILE Cluster M EH I A1) table scan
Ml range scan B 73 B BIRE— A5 S AP — ek, B scan #EiE
TIAT IR TA W) partition SR5ERNT, ) partition AR TE X partition



FTAER T i A — scan record. FTPL, XANZHUEG K/PNWViZE “scan record’
BH * WEEH. SEEAKNA 256, HKHEERE A 5005

MaxNoOfLocalScans: FH_FJH IRXANSHA N, AN BB RS R AT AR TR
Jf% table scan Fl range scan F0& . WHRAE RS A KB IFF & H—RBEE AL FHIF-4T 10
i, FEFEESHRE. BRI\ Sk MaxNoOfConcurrentScans * node 1 H ;

BatchSizePerLocalScan: %% T 115H.A4E Localscan (FER) R RC
KL SRS B UL IHERIA Y 64;

LongMessageBuffer: 1X/NZ4 e & EAL IR 1 buffer K/, T 5 I
SRS 2 BT P AR LU AT s 5T R RS B . XS AR D R A,
ERINKZN A IMB K 7)Ns

THAH—TE log HRMSERCE U, 14 log level. IXH K log level f7
ZFh, N0 F 15, WEtEIt 16 Fr. WBE R 0, WRRAIWFAFAT log. WIERBEE K
i level, Wit 15, MR 1E B ol brdi okl sk loge T IX R IEE
FLSERR_E AR AR B BT U cluster log 1, FTLL, —MkUE, BR TIEBIEMER log
POMTFFHERE N 1 2Ahh, HAWFTE R log level R FERE R 0 ghal LA T .

NoOfFragmentLogFiles: XS br_EA Oracle ff) redo log ) group —#EH7 .
HSZHE ndb (B redo log group 5t H , iX¥% redo log M FAE/ ndb 5B BT AT 75 B4R
SEEAE S, DA checkpoint 15 B &5, BRIMEA 8;

MaxNoOfSavedMessages: XANSHkE T 0] LMEB M trace XXM (ZE7 B crash
FIRHESED BN, SO BRI S ECRIAME A 25,

LogLevelStartup: € JA 3 ndb T i I 75 ZAd sk S S AR 21 i
K SRR EA—FE) , BRAGGIN 1

LogLevelShutdown: ¥&5E J<H] ndb 7 s B ic 3% H GG S, BRIk 0;

LogLevelStatistic: XANSEGEE M TS HER), g EmEcE, HA
&, buffer G, FEHEFSRIMGE. BRIAHELHA 0;

LogLevelCheckpoint: checkpoint H&idxZ (f4F5 local Fl global f)) , Bk
AA 0;

LogLevelNodeRestart: ndb 7 mi 8 FE H &L, BRI 0;
LogLevelConnection: &5 mi Z [HBEHANOC H &l sk Mg, BRIA 0;

LoglevelError: {E#£4 Cluster W R B Z &5 B i H &L kg0, BRIA 0;



LogLevel Info: il fii 51y H &I &0, ERIAN 0.

IXHLEEA LA FIRATE N Tog LN 5 22 21 Buf fer MRS HL, IXEESHOH
TYEREAA — M. 9%, QIR AU TR BN s, WA K,

UndoIndexBuffer: undo index buffer =E%EH T2 L8 hash REIFELH 2 5
FEA I undo f5 B ITIX o BRIME R 2M K/, S/ el BLBEEA IM, 6T K 22 008 F ki,
2M B BRINEE W10 248K, 7S AR A B S B, G5 A R ORI S B UE T PR R IL 2
H—EWH. MRS ERDN, S 677 451%: Index UNDO buffers overloaded;

UndoDataBuffer: F1undo index buffer 2!, undo data buffer T ZE R LEHIE
AR IR I BT RS 1) undo {5 B 25 X . BRIAK/IN A 16M, B/ EEE R M. 2HiX A2
BB /DI, RESHRE DT 4% Data UNDO buffers overloaded, £S5 & 891,

RedoBuffer: Redo buffer & redo log {5 HIZZ I, BRI KA 8M, /D A 1M,
WM buffer K/, 23R 1221 £%i%: REDO log buffers overloaded.

UEAk, NDB A9 piiE AT — L2 metadata LK P IBEEHRIANSCIIZHL, (EKE> 250
LA AT EAT AT AL, P LA — 2D A 4 o A AT DA SR AN TR, W] AR MySQL
TR SE TN T LA B PR N4

3+ SQL 7 sUAH S HL L 1 B
1) FIILABTS i —FF, e 2H—2eiE T A1 51 [MySQLD DEFAULT] 2244
ArbitrationRank: XNSHAENHE T NS EHrEENHE T, HTFwE
TP CEEIEAE AN SR AR FEAT DR AR I Ak H B S e e e ) 19 — Bk
BT 16 SQL 11 sS#R A 1% 1 Ky 25

ArbitrationDelay: BRIAJY 0, HEHAETTIABIE L HIHE 24 delay A, W4
b, BN B .

BatchByteSize: fEMARITARIEH R 51V HE TR IHE, &K fatch FIEHE &,
BRIN N 32KB;

BatchSize: 28l BatchByteSize &%, R AT BatchSize fr @ &8 —IX fetch
H record Hiim, MAEDHLEE, BRIAK 64, HAHN 992 (FFHIEANEIE X ME AL FHETAT
BRI BESE 1) o £F SEBRIZ AT query H i B, fetceh )&= 52 31 BatchByteSize Fll BatchSize
AN SRR HIZT, = B/ ME

MaxScanBatchSize: 7E Cluster 35, SHATIHATAAEERIEN T, @ 15 K
BatchSize SFIRI KA. BRINE N 256KB, f AfEH A 16MB.

2) AT AT MySQLDI Z AL, AUAT id A hostname ZHi BHLE, fEZ T
BRWABANA T, KHEMAHRE,



16.4 MySQL Cluster BEAEIR S54p

MySQL Cluster fi4 BEMIFE I ) MySQL Server & B IHCN, FeA L KHEE/M & LT A
AL BT i B SE G, AT DB B 2 A A e S

1. &9 U85 6]

ZH Cluster IABTRENEIEH TAE, AP 2R 5)—/> NDB 195 f1—A SQL A i, 5N T
SERVE R, WARDE RS NME R . SRR E S AT BER, 1 Se R E A
SRJE A NDB 719 5, e A At SQL 19 R

1) T JE 20415

av  JEBNE B A

[root@localhost MySQL-cluster]# ndb mgmd —f /var/lib/MySQL-
cluster/config. ini

X HPATH ndb_mgmd A4 SEPr Fghse MySQL Cluster B PHRSS4%, wILL@ £
config file nameB{#-—config=config filename}F5EMySQL Cluster ZEMEMI S
WA THF S 2 6T ndb_mgmd (NZHEE, W LU IZ47 ndb _mgmd —help KR4
IOF PSS

by B TAAHEHE A ndb 5 5

BABAAET R, WERE— 6 ndb 5 RN EIHHRAT ndbd B, WIS
PR, WHERIN-—1initial 24, LMEREAT ndb 5 (IR TAE. B, fELUSHIA
AR, RARRINZZSE), 50 ndbd 5725 BRAE AT S I A TR i) s
SCHERH G S Bhar R

root@ndbl:/root>ndbd —initial

e JHBh SQL T A

SQL 5 S H B AL MySQL Server IJAZNEA R Z WM 2N, A AT
PEIUE T 224E MySQL Server MIRBCE SCAF my. enf % B 4F IMySQL_cluster ]t & 41 1) ndb—
connectstring ZHCM (MySQLA] Bt B 4H 1) ndbcluster 23,

root@mysqll:/root>MySQLd safe ——user=MySQL &

2) WRURSK A

TS R E B e G, BIEIE T AL, o LUE IS ndb mgm KA & 15 RURES:
[root@localhost MySQL-cluster]# ndb mgm —e SHOW

Connected to Management Server at: localhost:1186

Cluster Configuration

[ndbd (NDB) ] 2 node (s)
id=2 @192.168.0.3 (Version: 5.0.51, Nodegroup: 0, Master)
id=3 @192.168.0.4 (Version: 5.0.51, Nodegroup: 0)

[ndb mgmd (MGM) ] 1 node (s)
id=1 @192.168.0.5 (Version: 5.0.51)


mailto:root@ndb1:/root%3endbd
mailto:root@mysql1:/root%3emysqld_safe

[MySQLd(API)] 2 node (s)

id=4 @192.168.0.1 (Version: 5.0.51)

id=b @10. 0.65.203 (Version: 5.0.51)

KRR HEEANEIEAT 5 AN LA, Hh s ifm B e

a) 2> NDBD Y s4i:

[ndbd (NDB) ] 2 node (s)

id=2 @192.168.0.3 (Version: 5.0.51, Nodegroup: 0, Master)
id=3 @192.168.0.4 (Version: 5.0.51, Nodegroup: 0)

b) PHA™ SQL 15

[MySQLd (API)] 2 node(s)

id=4  @192.168.0.1 (Version: 5.0.51)
id=5  @10.0.65.203 (Version: 5.0.51)

c) 1 /MEHY A
[ndb mgmd (MGM)] 1 node (s)
id=1 @192.168.0.5 (Version: 5.0.51)

3) R IC AR

EMySQL Cluster FRIEeh, NDB 5 sURIEF B i (1 G PATA0 v ARG BHY m i 4 LR 72 o
FERG AHIE SQL Y A IME . ITEL, AESRPHEAS MySQL Cluster FABEERE S HAIHEAS SQL
RIS, E S ZE) SQL Y RN FORICH SQL Y SRR . RPITIVEMI MySQL Server
AR —FE, SN ZIR . T NDB 5 UMV B s DU AT DA BT a3 o A PR ok 56 e

ndb mgm> shutdown

Connected to Management Server at: localhost:1186

Node 3: Cluster shutdown initiated

Node 2: Cluster shutdown initiated

Node 2: Node shutdown completed

Node 3: Node shutdown completed

2 NDB Cluster node(s) have shutdown.

Disconnecting to allow management server to shutdown.

2. A I YEY

WIS AT I 4 ndb_mgm WEARAGATAT S, S2br FJEdE A MySQL Cluster 24T
PP o A A AT B i o] DUSOR S 4Ey T, W h:

[root@localhost MySQL-cluster]# ndb mgm

— NDB Cluster —— Management Client ——

3

ndb_mgm>

SRIG [RFERAT show fir 2

ndb_mgm>show

Connected to Management Server at: localhost:1186

Cluster Configuration

[ndbd (NDB) ] 2 node (s)



id=2 (not connected, accepting

id=3 @192.168.0.4 (Version:

[ndb mgmd (MGM)] 1 node (s)

id=1 @192.168.0.5 (Version: 5.0.51)
[MySQLd (APT)] 2 node(s)

id=4  @192.168.0.1 (Version: 5.0.51)
id=5  @10.0.65.203 (Version: 5.0.51)

AT AR 2045 0 _ B 84— FE.

W UEHIRZFEA WYy P2

ndb mgm> help

connect from 192.168. 0. 3)
5.0.51, Nodegroup: 0, Master)

AT BB ZE ndb £ EILE FHUT help 4 A1

NDB Cluster —— Management Client

—— Help

HELP
HELP COMMAND

SHOW)

SHOW

Print help text
Print detailed help for COMMAND (e. g.

Print information about cluster

START BACKUP [NOWAIT | WAIT STARTED | WAIT COMPLETED]

ABORT BACKUP <backup id>

SHUTDOWN

CLUSTERLOG ON [<severity>] ...
CLUSTERLOG OFF [<severity>] ...
CLUSTERLOG TOGGLE [<severity>] ...
CLUSTERLOG INFO

<id> START

<id> RESTART [-n] [-i]

<id> STOP

ENTER SINGLE USER MODE <id>

EXIT SINGLE USER MODE

<id> STATUS

<id> CLUSTERLOG {<category>=<level>}+
PURGE STALE SESSIONS

server

CONNECT [<connectstring>]

(reconnect if already connected)

QUIT

Start backup (default WAIT COMPLETED)

Abort backup

Shutdown all processes in cluster
Enable Cluster logging

Disable Cluster logging

Toggle severity filter on/off
Print cluster log information
Start data node (started with —n)

Restart data or management server

Stop data or management server node
Enter single user mode

Exit single user mode

Print status

Set log level for cluster log

Reset reserved nodeid’s in the mgmt

Connect to management server

Quit management client



ALERT | CRITICAL | ERROR | WARNING | INFO | DEBUG
{category> = STARTUP | SHUTDOWN | STATISTICS | CHECKPOINT | NODERESTART |
CONNECTION | INFO | ERROR | CONGESTION | DEBUG | BACKUP
{level> =0-15
Gd> = ALL | Any database node id

{severity>

For detailed help on COMMAND, use HELP COMMAND.
] DL AT help o IR i 4 44 PR SR B A 2 (1) 38R U B 35 B 45 5
ndb mgm> help start

NDB Cluster —— Management Client —— Help for START command

START Start data node (started with —n)

<{id> START Start the data node identified by <id>
Only starts data nodes that have not
yet joined the cluster. These are nodes
launched or restarted with the —n(-—nostart)

option.

It does not launch the ndbd process on a remote
machine.

ndb mgm> help shutdown

NDB Cluster —— Management Client —— Help for SHUTDOWN command

SHUTDOWN Shutdown the cluster

SHUTDOWN Shutdown the data nodes and management nodes.
MySQL Servers and NDBAPI nodes are currently not

shut down by issuing this command
ndb_mgm> help PURGE STALE SESSIONS

NDB Cluster —— Management Client —— Help for PURGE STALE SESSIONS command

PURGE STALE SESSIONS Reset reserved nodeid’ s in the mgmt server

PURGE STALE SESSIONS
Running this statement forces all reserved
node IDs to be checked; any that are not
being used by nodes acutally connected to

the cluster are then freed.



This command is not normally needed, but may be
required in some situations where failed nodes
cannot rejoin the cluster due to failing to

allocate a node id

T3 F e JUAN 35 Bl 2 B3R IR BG4, FRAT T ] DL ik 7648 #45 p_b i d ad PhA T
restart, stop, shutdown SEFEA A2 K H o HAN T A, MR &, b m] PR —X
PER P Y R

BEAh, 3T LU I P T 2 03 AR G [ iy A2 B O A Cluster IAEREAT 443, LK
M3 H A A 2 SR H SRR OGE BEL

16.5 EARMKL B

MySQL Cluster HELARZE—ANIpAn AN NAE I R ST, (HEAEKES 7 U5 (AL 8 A
JHEEEREIE I MySQL Server —Ff o A M MySQL Server EYLALJT I 9 D I3 = 4 BL
FEAS T R IR AR P I B AR P 28 A B AT SR R AL o

M1 MySQL Cluster s&—AMrATsCHIRAEL, 1M BT U5 ) # S 2 i d N1y o5
(DA A SQL R4 NDB 5 ) A BESE T LA AT i 2 T (K B G 5 245
JE

A, BTN S AR R B E TR, BT LAY R 18] 1) P 30 EL I Y 244y o —
BRI A o A T @ NA A S IABE R RETG 5K, MySQL Cluster SCRET ZFh NI
2 HIRI PN T 20 B I HAR &k TCP/ TP SRt T BB, MbAMEnTBIAY SCT
Socket A RHUATHEL, A3 Myrinet, Infiniband, VIA $Z14E4%,

Fk, SQL 1 mM NDB 15 i EALIEBERC UV AZ 5, AN 2 IR — 28799 i
USRI, 53 Ah—2RAT (AR AL TARH S I APIRES o« WARAE A TE R8T HH X
FERONE L, B2 FRA A% BB VAL I U B A O LE T 3, A7 — 80T s A %
VAN LA FIRTCIRES T .

Hoa, Biad SQL 15 AT AT NDB Y N AR AR B T AL T o T SQL Y A ACE
FIEIE ) MySQL XA R K BB SH I S s ) A58 MySQL FEAAH 7] . NDB

Cluster £7fifi5 | BE M) T2 LT B 24008 A T A C B/ 41 P B EEASHRIEA T T PEREARSC IR, 31X
BRI T

16. 6 /NG

MySQL Cluster MRZ/hfET NDB Cluster fEfE5I1%E, MAKI BT T /KFEH) 45,



[ AEAR R S Edd v T it

X BHRHEAT T 04 BRI T B FE IO i ) J
HARHAT MySQL Cluster HIRN AU MySQL Server N HAIBAT 2, {HZH

JEREAATT L
REBH AR AN BT SRS, R S OB 2 AE ] . IXHh Share Nothing ff] Cluster
ZRRE AR T BE 23 O AR A H S L BATTE R A3 R B A REUE =R MySQL Cluster

g

17 B S AR BB AR

Hir

hafl

HARERGE NN RGO, BRG] YRR BIORIE, Bl R g0
XA R GOR UL, Bl e R Ge il IR JC o) L2, Al 2 &

gt HA LA BUCTA PR AIRSS , AT ARGl RETCIRAREE TAE, I ANBERAE 3R> RGTH L
Wi )AL RN D RETCIR AR LIRSS o FITEL, — A Ry FR B0 e A £ v vl TR

ANFE H AT AR i 7
] ] e i3
VT TR T B 5 I8 o ANEE OB 0 T #a g8t — N a1 MySQL 2 2 R 42k
BB PP TT S L ST 2 ) PR o
17.1 #A Replication FRIEI S A HEEH
e S I A N A2 ATE 2, AT s (EIRgs), HERF S, iAEER K%
crash ZJ&, TEFERT] AR MR & H % (Bl

55 RIVEILIhRE. Bt AR 2 — SR (R iR 55 s BB DT R 48, B AAE 2D — D LAt

R PO —HXER& (EUkS)
BEAR PR ATV RS IR S5 -
TR R YL, AR AR AR WA s . T MySQL ok, TRATERAE

B H I I

g

X He



AL T SRR, RAIL Replication ThAEAESEERRA A ) 2 (g FI R S8 3=
FBC B LI RE -

BAL, R RF ety MySQL FREEh K2 8 A7 /8L MySQL Replication KEZHLP
G (& ZH) MySQL Server Z[AIFHHE R HIDIREN . v REA SO0 TR Ra Y etk
WL RE BRSNS 3 2o JRECE e FORAE D 8 hLm vt fRUES 3L crash 2 )5
TEARAG IR B T At m T DAKE S D148 3] £ AL b R 4R 88 AT o

i MySQL Replication SKSEHLECE % (K R S br LAERTTEZE 13 BN+ EA
WO VEAIA2H T, HAHT 25 Replication UM SEIL R & SEHUT k. fE2 0T, &
TG MR A4 Replication. fEIXHL, Fobs 12 41K i AR GE vl F 5 T ey
AAH Replication )22 PSR SR R i m] 54 1 ) i

17.1.1 %3 Master - Slave fi#uhsAf)F 48t

FEZ AT P RAR B, W) Master — Slave UM H IR 2 R 40P f s i
SR TP 2R 7 3o IR BT ANUAEAR KRR AR R R GT Y VR I, w7 R PERER
Tt [RINAERGT R Sty i g A 7€ I PRI

(EM > Master JREIR G EEZA Slave FZMBHHH, HEATNHE 5
Slave HBL#BEAREREMLIRS )5, BATEA 2D —FH MySAL s (Master) W LA
M55, AETPAMEBHEPEANSC NS A2 R 2. Wik Slave L&, AR T
(f) Slave WAMSREENS ANSZALMTTHLAI IR SR AR S -

AR, XA SAEROE RIS 2R, IR BATI MySQL ot 72 S A
(MRS e 1 ZE 2 D R ARIE 4 LB b— & MySQL Server 2 i BEfS S # REGTI 4k, 750
UM R A, WA KU, RGACPERE T B A MR R 2B L — AL
AR ZOR . FrUAIEHORYE, RGP RN A D5 MySQL Server NiZs{/isARENs L 1E
RIS
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Seen
e

BB, 4IRATE Slave SERET—6 Slave C HILMFE crash 2 )5, AR
FIVEHA I EM Master &2 Slave C R HITEr, 2% 4N T Read W sRILAGEFH
Vi) Slave Co 4B HABFTE I MySQL Server {EANTT BATAA[ 5 (K45 0 N kg 1E % T AF .
B K Read R4 M Slave A Fll Slave B SKzkH,

\

17.1.2 Master .55 ] SR o

b ZE R AT LUR R B I ff s Slave HHILMBE RO, 17 HAS TR ZEREAT AL ] R 3 5t g
RSP IRSS o (FE, STRATH Master HIRRIGWE? YIRA11 Master HIL B 50T
BRI Write WERASTCIEALEE T o

KR BAT AT LA F AR T %, — AN e Slave RS UMK Master XJ
SARHEIR S5, [FIB K AT Y Slave #BLAE I CHANGE MASTER iy 4 >k 1l ik 7 1)
Master HFATE G, 55— NI EMEH I —& Master, Hitit Dual Master MIfEHRITTZE.

HAVERERR FEIIT5, K56 Slave UMK Master KRS, WA
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M Master IR crash Z 5, JRE S it Master HIFTE Write iEKASICIETT
AT F 2T, FHAJE Master %] Slave HUSZHIUL EARRUNFES T . XM, TRATvEHE
& Slave H5JCUIHR Master. BB EF ML Slave A, WRATHILL Slave B A Slave C
FE L CHANGE MASTER TO fr4 S 4ttt Master, M0 Master 325 Slave A FFA54%
SAEAT S TR B S A (R 5 TR R [ BB Masters X§F Read WK, FATTn]
PLZRixtHr Master [ Read &K, tHn]DA4RS:fRH .

KB SR — A B U VIHOD R e, SEBLLLE R 2% i HL, 7E Master HiBA
HbE crash KPBDMINZ], BATHIPTA Slave WIEHIBERIFA—E 58 —58, AR D&
2ZE 5. X, EREE—A Slave {EA Master g — A HBESLA M I T LUXAN 7
SIATENE AR v o

BV RERE M7 %, Wit /elid Dual Master SKf#¥k Master FJ/IE], K
TR T, XHEAEE Master B4 1K, WF:

= =m ==

SN,




AT P& MySQL Server #5iHk Dual Master ¥, IEWAHHLT, P % k)
Write 1ERHEE Master A, SRJ5HIL Replication ¥ Master A &% Master Bo —
H Master A MUY 5, P& Write 1R Master B MAEIEWHN F, 24
Master B HHILia) @RI, SEBr AR LB I & % P g K, AN 52 B S TP

AR

XH, AfREf i A S], HIRATH Master A HEL R BRI, N W fies] 5
Fk iR 2] Master B We? LSRR AL, FRATT L 75 S ik AH N (R Al % £ a0 F5 Bl
Cluster AL Heartbeat KW E — VIP, IEWEULFiZ VIP #8[n Master A, T
—H Master A LR crash Z 5, WAZTISG AR Master B, i i #8 i
XA VIP Kvjin] Master. IX#F, BEAFEGE TR M TP Y4k a8, S ARAE T 7EAT 0 210 5
RS WE|—& Master, T 2 m 5 AN HIEE AL AT

A5 FE BRI i AE Master HIUMREZ 5 AR B BUAG AR 0, AT PE BRSO T
Bl T i BN 6 MySQL HRS54%, AERCA I THEA T K .

17.1.3 Dual Master 5S4 & ik o7 H s T KeT i

T AT SRR M, BRATT AR R T Slave HYELWIRE S R T K, BT
Master F{JEE /S m) i, IZE AT Dual Master S5EERE HILES 484K, RER|— &
PRIPIRRR T %, TR R G FEAR AT SEVE I 1n) 0

XA T A RAEZ AT L E A T, KR EAT L EZ 04— Mk T
iy P AE T T 25 R8I 58 36 A 8 D 5

w

Femg——--~
vl

Slave A

Slave B

2 7=




w EER, EEFEE Slave HILRHE GOl EIXAN4H Y, Slave HILRH S
ARG BUFIEIE ) Master — Slave FERYHIALEE 7 X og 4 —HE, (UNFRFEAEN Vi W) Slave
SRR VT RIBCE D 25— Slave W iRl WY, AR R B W, i8S
TR R TT W FS # ] AR ZE 2 s

FHENHFERY Master A MR crash 2 JFHAETT%. w1 FE:

Slave A

Slave B

/
e

Y Master A HUIEL#EE crash 2 )G, Master A 5 Master B Z A& G Wr, g
) Master A 1) Write 15 RABAZIE, ] Master Bo IXANEE [ Z)/EMSEIL, ] LLE T
b= A Ry R Ak VIP 5 S T 2 BUTE 1 Slave EE
#EM Master B SRSHLE S, Prik Slave A SZEULM IR, &/ i i Read
W SRAA S Z BRI, HEA 0] LUSE 4 A 3T, ATFEARMWA T, At
XHA AN RE LY Master A crash IBMEMISH: Master B /F4 Slave B 10 2
RIEHATEIGE Master A () @ H R R, whos HIUEPE 20 @, 58 f x4~
) @, BT Rl 55 =77 patch (google JFAOKEE(R MySQL i) —#E|HEE] Master B
T, A RE e A S AN T RAT A

W2 Master B B crash 2 JE RO Qe 2 4~ B s
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LR I A Master B i Master A X2 /RENE? B 56 o] LARASE (1 2 3241
T Write WREASZRUTATEN, T ELITAN Read R 40 1 AE0E I 7 Ui .
(B4 Slave FIEBIAHNT, Slave FHIRIEIRS FFUA IR IS . SXINETRA 17
FA RS T Slave #E4T CHANGE MASTER TO #:1E, MthM Master A HEATE #.
T Slave MR IFEA T BERE AT W) VR, PFrCAnl IARYE Slave LIHIF Relay

Log H I RS 85 Master A H RIS [RIEERAR S EA T FEOR SR SIMER 10 R 4R 1, AN
T FRAEAT (R B K .

17.1.4 Dual Master 5% BE 5|4 & sk DDL A5 i)

MIAMEA Dual Master NSl IALA LR G, X1 MySQL ¥ — AN Emr i th
S e DDL AR EERE, WA LIS 3@ I oo a4 3RATH E4 5K tab HN—A5
Br, mILLE IR AR Bk A ke S
1. 7& Slave Rl —&GB MHMF IR UEIRS, ARG ST AT, 580G F e
SR B IR 55

2. B DIERIETEITH Slave [HAH

3. B Master B [, R OCHI T session idsg —@EHIHEMDIRE, xFH gk
ATARE, SERUE FHE B

4, it VIP P1e, BN HPTAE X Master A [iERPJ# % Master B;

5. KM Master A “47J session s —@EHHIH &M DhRE, RIGEHATAE;

6. fJrfiBs VIP M Master B VJ#eln] Master A, Zt, FraZ8H 58 .

A RE AT LRt ZHE R
1o BN Slave SRR LRV K AED G MySQL AIIHRATIRBENS SCHEFT A LS55
2+ Slave FEBFPHIINECE D> —& MySQL FHRAE R oL, RE I 70 4 U 2 Y e ok



SR

3+ Dual Master Z[Wf¥] VIP VJ4efajeg, HUMB B, KIXA D) Fe 2t i
BIFRIBE N N JC07 ) Master 8/

4. EAEH Master B [WIRHE, ZHIUEIRT BN Slave £EBFEIEMILERT, Jit DALGTR
LG B AR S A K 1S, AL 4 BRI R AT AR . WA 2L,
PR e R EA YT Master B ZHiH i Slave V)4 JLL Master B fEh

Master,

AR, BIAEREIXHE, tHPAFAE Master A 5 Master B Z[Wf) VIP D)k, HAIPARE
HHY IR I 1) BE A S R T BN ERAE I 0L o BTRAUE, XA SE A RES 7 — i RE S 1
THifif g MySQL #E£% DDL )l 1My HESSRAFECRAC . ity FLAE NI I s 2 (s O
N BRI S AR B AR X T MySQL £EZE DDL (RIS, H At st
B MER SRR %, RNt MySQL RERSAE 5 SERRCA S PRAR BRI AN )8 T

17.2 FIA MySQL Cluster SEEEXSATH

e b —E P BRI MySQL Cluster MAHIRRE, DRI B 4E D 7 1H K AN
Ko XH, FELENH—F WA MySQL Cluster Pk s A1 R Se it mT I 1

H1 T MySQL Cluster AEp it —7e B AT M I R 58, 1 HAZ R 10 22 s
AT Ba L R AF R o P AR DADiAl R At Sz B 1 Sl m S E 46 0F 77, 22
T REMSAESE BN H P AL 25K, T B AE RGBT M S BB E T .

T MySQL Cluster [IZEA = i/ E IR ALEERER AL, BLHE SQL 47 £ (mysqld)
FINDB 5 i CEAETT A, P AN JZ IR ERS T B REE R UE =1 nT SE A BB AR UIF 24 1) mT S
AT T2 A 44 MySQL Cluster [R)7E Al 4k

17.2.1 SQL % m ) o] SEPEARAE

MySQL Cluster HH SQL 5 pisLbr Bale— A2 15550 mysqld RS, FHEARE AT
Bifi. FrLh, SQL 5 ARG LAt AT A 5 1 N F IR 55 28— 4, Al AR &y, LB
TH MySQL Cluster [ MySQL Server ¥gBAnl,

IZEREP A SQL WAL crash 25, TR RAK N RS, Prf Ak
JRATAT (IR 2% 0 o IR A o 1 I P ARG e A TSR P R 5 ML crash ZJR H )
Rz BB LR AT o SEbs b, 3K — niO T IR 55 ds A U i A 2 S A 0
Tove el I A AT IF A I D e A A B I S IR AT ) R S B A v, S TT LA B A S i
Fo MR, AT ASRERI T SQL 1Y RURENE AR AR A AT
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sgl 2 sl 3 sql 4

ikl 2 SQL 1 crash 25, ke EAUDOE G BIEAE MR 2 e 4%
T, SEbs BRI AR AR ] IR P 20 8t . i H., i F SQL Ay mr AR
PEAR G, P CCE et AR R fa o, RIS HeRE & L, A mT LAAERE N TR 52 o

17.2.2 NDB 7 /5 15 A S AR IE

MySQL Cluster [ISARITA AT —ANWTHAPER, 1 6 AU AT 005 5, el
DT 2 A A BRI EORATT0 A B MySQL Cluster 7E(AEITASR IR
L B R ) — 0 5O IR A R FE R RO 5 2 b EARE TICARIORTH T MySaL
Cluster 4 2K HHRIT K.

I BETRATAFAE 4 4 NDB 4524, B AN 4 A partition 1EHL HARTUATA, )

BARAEAE 2 4y, WMkl NDB BCE A1 NoOfReplicas ZHUKE N 2, 4 N AU K 2
A~ NDB Group.

FITAT Bl (R 0 A KA R PR
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bac kup

primary

MOE 3

primary

bac kup

MOE 4
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NDE Group 0 NDB Group 1
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FEIXFERIBC E A B 3ATT NDB Group 0 X—41A4E—A> NDB 45 i (fEefuie NDB 1)
ML, S s s (R part 1D KT, TR BAREAAAE— DN IUREE IL
P LI AN S0 AR Gt AT (K5, L2 58 AN EEN (441, MySQL gl il LLZR 28 1F 4 1)
RS .

EANFATTA AT TR B B BRI DL, PR ERE? R -
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WERG BB, WERPIAS RIS 20 B 1919 fJs T 1A — A NDB Group, HERUAEZ>
BT EAAFENESE, A MySQL Cluster R AT LAIEHRHERS . HIE, win
R A AR R s, RIS UATAR D RGER 23, #R<xit i MySQL Cluster HHBLAEL, A
REZE A IE W PR AR S5 o LEAh, WERBIAEE KT sl Ab T PN ANFI ) NDB Group, ABAAREH
SEig, AEBIREE— AR Hd, AT MySQL Cluster MIIER RS

)

=l

7/

RSN AR AR TA I, 4 NDB S crash TE? 10,
WS AT A SR, AR TR PR L, P %

App Clients

IFEIE

primary

-rt4

primary bac kup

NUS Group ©
\ NDE Group 0

PEARATHEA NDB 15 f it T B (R B OMBETT crash 2J, 1T MySQL Cluster
(RAE T ARG 085 DU RAE L — £ 0L, FRUEMEROK AL crash 725, MySQL
Cluster {J#AREHSIEHARGEISS, W14 LIFTRIORE, MEREA NDB 1 1545 crash T,
(AR AR T LI NDB 2 5 AR

WAL I crash P R AT AR Y BT ULE E 2 BnEAT crash
PIATT RAE T [l —A> NDB Group FHITE, A MySQL Cluster WBCHINET . U MH LA
MR AR T o HEHE crash BT RIALER—4 NDB Group 1, MySQL Cluster
AR W, IR AR SR B IR IRST . W F B P oL
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[ T [alf

primary

L P

bac kup

\ NDEBE Group 0

M TH BT A0 28 (15 B AT AT LA, MySQL Cluster ffySEn] LUK IR mftn 520k, B
S [ I ZU A TBOR TR B (R A > NDB. 1Y sl A8 E BRI B (R R SEAE RN T, B IX B
i b, MHAEEAREET .

MR, T MySQL Cluster ZHIFRZE AT 2L AT AU 425 Load B A7 H 4 HE
IEHIBAT, B i 32 2 A2 () RN BRI, AR AR S 2D o BIAE RGBT AR BR B4 5
FEOU A T ZPAT R T Bl Load RIPNAFH BRI, U i 158 B (PN S B3 I AN AR
%, i HAJER R IR AR R, PrEMRZ A T MySQL Cluster H A 2 i H
SR, KA T B

17.3 #Jf DRBD RIEHIEHNS L LT E

17.3.1 DRBD /%

TR 2 23X I ACK UL, DRBD FRMSEFH AT BEIEAN A K, (HZ 2/ /bl Refy — L6 T fig.
Bew, fF MySQL B 7 XS F WK High Availability and Scalability iX— & &
DRBD 124 MySQL SE3f sy vl PR — R L1 07 2ORN 410 BRI — N A L3I £ 4R
P A TR IS MySQL FISCRS T, {ESE DRBD A B AEIX Z HITAR AR C 48
1R 2 N 36 S s T SE M R 7 28, i HLAEAS /DR MySQL. A A A4 o A L3t I i 4
7o

{7 ki, DRBD LS gt it e 190 43¢ ok SR B 26 O B B AR R 2D 1) — 0TI Cluster



BAE, WHHAFR M4 RAIDL. B 794444 DRBD refers to block devices designed
as a building block to form high availability (HA) clusters. This is done by
mirroring a whole block device via an assigned network. It is shown as network
raid-1- DRBD. FTHI/Z DRBD /MY

SERVICE SERVICE
il
- a
FILE SYSTEM FILE SYSTEM
i1 i1
BUFFER CACHE BUFFER CACHE
$t
—— p— & 1
f =5 PAwWDEVICE RAW DEVICE BD
TCR/IP TCR/1IP o
[ |
) iy
DISK SCHED i$ i DISK SCHED
1 -
]
DISK DRIVER NIC DRIVER NIC DRIVER DISK DRIVER
i T

¢!

DISK NIC NIC DISK

| |
MEIFREATATLUE H, DRBD A T30 R Ge At iz ), st sl 3k b2 S R SE
FITAT 10 4%, AR5 AT A RZ AR ) TO BEHOREE S R I RA AL/ Jit. 24 DRBD i3k 21 S0 R 48
MEEAE G, SAEBATAM R S BRAF IR, L TCP/TP B iSCRE, Sl A EHLKI P
B (NICK 10 A& I RE EHLAI M 2B . 2R ALY DRBD MilWr #4180 KK 10
FHEZIA, SLHURZEHE 5 A 2)1% DRBD Froed (Ri es. b, A 10 4 58 .

5B b DRBD 7 AL BEGERE L 5 NI g3 = Fh IS (BE oD vl LUEHE,
AR SRR ORUE T 8 RO 5 NI =Ml Sk o =R () e m) LAk DRBD ()8
BB 1) protocal s AR HIBI, Lhs B2 T —2 10 58RI SEbr &% X
KR 9B AT AT H DRBD (I, —> 10 S8uiIdsid (DRBD R[H] T0 580 A A
TR NIX AN IR R AR [958 b - e B IR TEGI N — T IX =M B AR 1)
e

Protocol A: IXFMEEAE W SEMEBARIIA L, 1 H2 A B H{3AME A XA
BEACKIECE g, 5 AEER R B @l TCP/ TP PhSURIRIE AAH ALK TCP
send buffer 1, HIiR[FI5EA%.

Protocol B: IXFHUAHXS T Protocol A SKiji, WIAEVEZIHE &L, KAE NZFEN
LRESER ML AE DA, 23R OO 2 DRBD 42252 31 2 J5 R [9] 58 o

Protocol C:Protocol C SHIFLIEILIETE A M AL MR, HA 242/ DRBD #f
AR B NI G, AR E5E .

X HE BT =M IR, C BT BLORAEAN T8 Y BT AR %, AR 08 ORUE P S0 i —
Bk MR B A, WATREME R EALRRMI L 5, K BRI IERAEEEA
REERIA S, HAH S S RE (s L€ AN — U 0. 3R A R,



FBEAFAE I RS R T o R EAHI M2 R SR TCIR IEH A (G ALY, Bis
ZIRKENIERE B R, &R A — S5 .

H AN AR BT 25K I R 55 N REREAR 9158 e IR I BN — - BTl th iR oE T
10 GAMIPERE . i =MBCHE, BATRT ARSI FIE, 10 BAERE S AT SRR K
Betbo FUA, SRR AR & B IXAN S EURIN AR, 5 ZAF AR VPAL & 5 T s, )
REFF 21— WEi L S SO PERE R SR, SCREME ALK W] FEVE ) EK

DRBD )2 5 35R58 LL ARSI B UL I, 78 MySQL 0B 7 SCRY T DA R B A N o i ol
% (http://www. jianzhaoyang. com) &AM, 1 HAE DRBD B /7 WYk Lt
Al AR B o A ui B, BTCLX A A T . PR T EA9—F DRBD [ —LUhrik
RIRFIE LA RS, DMER K S %

17.3.2 DRBD ‘55 Rl

DRBD Z BT LAREMS A2 72 PSR, FEZ M MySQL B 7 5 AN SCRYF-MHE A B 7 e 16
AR —, BRI A R DL AR e M & . R TInAN248—F DRBD T B 4% 1)
LB SR

I AR FE RCE IR, W LS N BA TN H 7 5 L. Jeie e nT SEPEZ0N S5 1
REM P4, SRR Bl 2 VeI, iR e A, R AP %, ik ey
B BRI, A BT AR A, AT DAIE I R P00 MO SO T DA
MR, E B E AR AT RO IR R GG PE R [RI,  HESRAT 2 75 B A 2 e 1 T
fEAAT, WHEIS A Z B0 E S H P WARME R SFOZ T BLE . =24F DRBD 7EER A&
RIS b Et O &g T RZHEIT KT, AT A 15— TS H
WE A REIZAT;

2. XTI A Z B HBEEE A —EINS, DRBD A LUE — RN, ST ER .
1M HL AT L3 G AH OGS 4 &AL DRBD 7 [ 5 I [A) i 2R AT 5t R 36 Lo, kediff o £k
PR —E, I A B EFEATER L . RIS T PUOE RS DRBD HATHE A —
SR e FHBRAT T e an o] [F) 22

3. B ATE BT R I 2 crash, AT — i IER TE. B
SR AT A B AR, Al SR BRI H A S 2 crash W AUIET
W2 5, TLLE SR BN A AR B s . o T AN s B 1 1 W22,
AT LABE LI R A IR, DA O 199 286 R LA e o5 AN 25 HH I i ) i

4. RO RGN SLFF. DRBD BR T REME SCRES MR LR S R G2 4, Ie ] L
SCRE GFS, OCFS2 ARG, 1 H, EATH XS RGE g, iEanf
PLSEELA g R RN B2 e 10 #4.

5. AT LYM [5CHF. DRBD BEwl DA b LVM R OLR& 4 v, tn] LUK B Cxt
ML LM B e%, IXARCK I 7 RIS 4E N B3R A7fith B 2% (1) BE.

6. BT 10 #HAE, BEMSANTIIORIE 10 WP IX A2 0T Pk i 4k o B — A
R G AR — ST — SO SR A 2 R S R A e

7. ATLLCHFRZ LML, A DRBD 8.2.7 JF4f, DRBD JHAASCHF Ipv4, IPv6 DL
SuperSockets ST E I AL



8. ¥ Three-Way 4. M DRBD 8.3.0 JT#4, DRBD W LAz =N iz [l it 541
T, AT IR .

8%, DRBD EHHA Kb AR R R, A7 7E— 2 BRI, Rt DRBD H
AR ) — 2 b A 7 S R A1«

L XA RCSC R 48 AR S0 R S0 DL T, DRBD HAESCFF Primary
B E8 Primary BEUF, B AN SIS 2 ol DA MRS TO B4 1 .
HA MR GFS 5 OCFS2 X AF 1) 70 A SR SCfF RGN A%, A g+ Dual
Primary f5z0,

2. Sblit Brain Mfifei. DRAZELCRRRR A, &N & EHLZ A% DRBD 4% iy
ZJEMITHRLL Primary fEKIZAT 2 5 AL BEA L RESE . AR DRBD L E
SRR UG E A Bhf# Y Split Brain, {HEMIRZ BTN OLRE, FEA LA
IR DR A N, EAStEOL T, mrae HILEAS Y S8 A R Pl fE .

3y BB ASACE R BRE], B H AT EGHT DRBD RRAK UL, iR KSR AN
PAEERR

PA_EJUAS BRI AE H i oK T B 23 A R m i ) LA Rl *494%, DRBD &4
FEAR 22 FeAb 5 I IR, RAEPOE M0, I wy B e A T, DA fR A vt
Ji% R TR .

17. 4 HSTRARITAE

BT L UM T T 2 A, ST AN DI Rl R K LSS, Wi RaiDB, LAy
fff# (SAN BY3% NAS) Zhesd

Xf T RaiDB, W] RefR 2 & A A IE LL B PE 24E, H A FK A4 Redundant Arrays of
Inexpensive Databases. a2l Raid HR/& & HEE FE % dE . Ll RaiDB tAEAE
BEEE Sharding MIHES . ML Raid — K, RaiDB tRfFAEZF Raid, il RaiDB-0, RaiDB-
1, RaiDB-2, RaiDB-0-1 FII RaiDB-1-0 %%. fj MySQL M ve 7 Z42fL s Continuent
ER e U7 Zerb, SRR T RaiDB MM . KA BAIE L — R LK B A s i 7 i
RaiDB [{%Ff Raid iz,

RaiDB-0:

SQL requests |

table 1 table 2 & 3 table ... table n-1 table n



RaiDB-1:

SQL requests

Fuii DB Full DB Full DB Fuli DB Fulf DB

RaiDB-2:

SQL requests

Full DB table x tabley tablex&y  tablez

RaiDB-0-1:

SQL requests

fairla w tabia w tablex &y fablax&y tablex&y fabrla 2 tablaz

RaiDB-1-0:



S0L requests

{""—\—\.
tablew tablex &y  tablez table w tabley tablax &z

fabka w table x table y table z

MBI AR, KE ML LRSS RaiDB &R Raid Al N % wifel 4345 L& T
YEIr T e = F R AT ARKFEAE AT DAGRIE s o] A, AR I Raid SRORAIEEHE =l e
PE—Ffe 4%, BIEHAME, AR KK CLH & T Raid B,

XTI A R T 56, IS — SR et BL B B B AR ek 7 8 T o 3847 MySQL
Server LN EMIFFAAABE S, RALEE YL (FC 80 NFS) K Rt B &
TR R Mount BUARHE, U AEAH LA R AL .

AT 2 LA R U7 20T DO AL s T SR PR EERE ? 1 %k, BURAS AR MySQL
Server A AL LT, Frl4AH MySQL Server THUHIIATATHE, FRASSit: B 1)
FO, seA T DUR R HAh A UR SR A7t % e L i Bds . 20k, Ll SAN i
ST NAS SKAENILZAEME, (ARG H&ZFm T 7 %, v DUBERI 58 A T RATAT 4
fit o L2 BE MySQL Server SILZEfEfif 2 (] (FEBEIE , hAT 1R 2 i =l R i %
KAREESL ) = vT PR B T HE AR AR U T ARG IET T A ASEREE MySQL #)
BN AL G PR R TSR DT 28, BB EIRIR I, P DU B TEAR AN T .
TSRS I RO I 5 T R, v] DLIE I JLAB PR N T A SAN fEA# A& NAS f21if
FHIR BT

17.5 BFME R AAENRELE

M 25 o] BT R A AR B AT RE LR, ANVE IR —Fh 5 5, #AFEAE
B AR O PEH (BB AR a2 Bl (A7 AR LU FLSEIX R ARIE R 1Y, B e T 4L
ATTREZ TERIT, FATHRETR A A I LHR AR e B TR R, A A B T
S IR IR T A ) o X TR _E AR LR 2 25 S A AR AT, AR



1. MySQL Replication

PeFhe: BB, S, 4Rt AR, 2 MySQL RSN IIRE. H A %M1
IR, TR 2 = e s A AT BT S B B AT B B 58 R R DR

P IR Master THUVBEPFHEE HIGIEWKE, AT REME BB RALIEE] Slave ¥mff)
Hm E ks

2. MySQL Cluster

PeHe: THIEAR e, PEREARF U o A0 s BAAEAN R L AR P UL A
JOAEAE WS [R5 o

T YRV, PUAE DT, AFAERRS) bug,  HETIEA G T LB O
% ERG.

3. DRBD 4% M 24545 )7 %

PeFhe: BAFThRER A, B RE R A IONE Y B ENUGHR, H TR PERe A m] SEdk
SORMCEA RO o 10 BAR ORI, I35 a2 20 7 2ol — Bk i 21 285K

Fr s Ap o AT O RGBT SRS R (R el DL, P BEAT ) S 9 25 A FL T I
ToiEiE YRR SEE EOR LB 2 A5 . 4R A T MySQL Replications

17.6 NG

AEEH AT MySQL [ B R 25 i B Al e w] F A g7 S Ll e MySQL Ry U5 447 ¥) DRBD
T AT B VRGN AR, RIS T 45 Ak Ry S IR BT B o Ay XSS B e 45
P Aok —La 9 Wyo AL, MySQL Ayl IR o7 S im AN B 4 e rh 5 %, ik
FAAER R AT 58 mT 27 B8 I ACHEATWF TR R o TR I R EORI, TR ok
(M) R T TT I o



% 18 & Al itz MySQL Hifz

[ICE

AR AT YRR MySQL Bl AR, B SRS A K
RS, [FFE R RE AL B m ] S i s 55 s — % — R4 el
B W YES, G E Attt S LR 1 AT RE, 92 R GEUEARIE R IR K204
IEFATRENS vl BE 2 (MR AT FURN R G vl e 2 tHBLIR 3 RO o BIMIEAEAT S A B 2R A 1
S, WEAESRE MBS RSN RAE RGO IR, & WA st TAER T REmt
HT .

18. 1 MEiI=RGEIT

RGMPAEIR 2 NIR 02— DB 2 DER G RINFHN, HLSIFAZIXFER . HAY
KBRS I BE I, st OOV MBS L6 MySQL ZERE RS
W, WA RE ART LR, S IR EE,

F—AE B R RS MRS, MAABULE BH AR ZZRI . >
HHLE MU MEFEAE R 2 B T LOE I LA ] SR EIA (Shell 8035 Perl 25), KR MR
i R RS SRR TS, AR RE T s, RiFE R R, RE2IR
AME BT DUl e N DU B AL EIRKRE R Check RIAT. rJQERA L & 141,
PR SEAERE & T8 LA ) 5 1R BIAS IR 7 ORBEAT MR 4%, 5 0 0 BRAE 37 e AR
AR T .

2 MySQL EMLIAS]— @ A 5, FRATHEA AR I AN T35S LTk A
HE ERPRE, AR RISITIREIEEVERERE . HRHAGEG A D MySQL LTI
I fi] B A AR W 1) 5 SR AR AR B A o B3, KT 2 0m, Rl 0 i i) A
WA KA o IX I sl 75 EERRATTHEAT S8 — A5 EoR AR Ay 7fil BRSOk B3k
A3 g T LA PR I A R i AT S R A3 ], DA B A R SE s A ARG
JEkaH .

BTEL, MySQL 73 Al sUSEHE A 72 R S AR R A R A2 0 T s -



[ EEEE
i
ERat

| =EmE, |

Al W Sl N
B B ..l B

1, A ERE

R ERER T LU N B LA 3 K7 S0 MySQL ENL TR SR B 5
AR WA AR S A G, AT AR MySQL AL 1 s Ll ik 7 50K
[ R AR S 1) M 25 A P o

RO, BN A R DUR A 05 s Sl R M, (HUE 2 Rk 31—
SERBE LU, e ) s R ATy AT At 218 21— & I PE REAUANE BB I e, o2
7 SR AR IO LU 22 (R0 A S o T W AREER IS MySQL 15 s EA T4 Bl (R4
YU 5 BT A HENS SCfr I 2 A5 I PR Y, AR AR (45 L RE RS IR 1) 235 A5 R 7 B e e
CLRII A3 2 2387, A 2 R e — 22,

R RS B R 175 2 7 B SR, T 108 o B s S L T R
B0 SRR BN, 038 WS ERSR £

2 F R AR AR ) PR P R R MySQL EALH AT S MORSE B2 5, R
BN M B R AT AT, PO RS IR R, WAL RN, U U I A AL
SRR AR AN, IR B AL BRI T R A . WERIE R, AN BT At
BB AT LUK Bl A0 B B IREF Al e X B TR IE, gy (7 2R it
FERCH N . HERR, MRS ARIE R R A, PERERT e UM

3. i RAFfik



FEAR AR R P R AR IS AR — PR AR S, DUV &R UMDk, 2%
I, R ) RX LS R o HANAAT — A AR EE 1 S DS T AR R R OR 1K 48
AR S HTIZAE, 0 RS A RN E AR e v KA R B

4, A7 BALEE

I Jr IRAE R AR R A AR PERE R, JERD Y A W BEA T e Mz s 5, 20l
BRI @A B LY N B . ehh, IR SRR AT, A kg A e S
PEPERZ AR R, LU BNV R AR . IXEERARHE, X T R 0k R ) e Rt
FEARHAE XM,

18.2 i HEIR A HEAE

R RS B BOR U PER T 1, (HAR AR 2. DA T IR, "2
TARHEREIRGS A gt R “IE% 7 s “AIER” KPR . R s AR B A
Bl PR AR BRI AN

18.2.1 EH#RRERE (7 )

FERE PEIBATIAET, F BRI ENVIRGS T EA M ETE LS « RGBT R L LR
WAFAEH], SRR SR.

® LT MILSEEIEA L] USRS e SRl 6 17, B B T BHE I M 4% ping
AR LIRAE T IER o WASE AL, BB TR MBINAEH T ping, W] DA
PEENLEAT I ) telnet 2EiE ssh GFoRaile 1T 46 H LM py o
o s 5 BRI B R AL ik AR, BT LA 438 17 A Gl 3= 2238
SEAKEE T BRI .

O RGAEIE R RGP R, — B BRI A I 5 A B SO R SEHL
WMEH ARG H G EAR EASICSET 0S BRI 3 i /0 3w 1, wifilif:
Bk, 10 BRRSESE . AT — MR SCA IR AE, Wl sec. logwatch 26 H G IREE
B2 E7 G P i BN W= w i ) IVA 1 0 LTS/ AN & e B K B 7 S T e Y R R P el SN
RILGEAE BB

® LA TR A AT ARG, FRA T8I B AT B shell JAVASHE AT LA
BrE, MHARZGH AN XK HA R, Rl Hzsm. R m B
R, ARE D REA R G R OB

® WA RGN AAE AT RIS EREFREAR R R 0, Hf 2RI RS
fir & “free”, Hinl LRI ST RENAF B, BRI E, DURSCER SN buffer
Al cache WA & 1M H, B THBENAAAERITG O, e LIAGE] swap fEH] & .



T shell BIASS X L84 A5 SEAT ) S A AL 2E, BT SRAT AL B 1015 . 199R, tun
RARA BIRBOEZ O, WS RGN A2 IR, W REIL 5 244 B Al
i (Wl top) AREfGE]. R, AEIK 0S FEf R A AT T ] BE A X
ol

PR RGERLEEL BEERA AT MR, AT LUE “ps” A2l
A BRI AL PR RS o WIBRHX mysal A1 T AOIERE 4

ps —ef | awk ’{print $1}" | grep “mysql” | grep -v “grep” | we -1

U EAT ) PR A2 B SR BERE A L, [RIRE AT LURSE 3R 2R Bl 4521

18.2.2 HHaFERBEREREE

BT EHLRPRASAE B2, MySQL Server H S WMARLZ KPRASE BFHE . Tt
FEAI 4B MySQL Server ity M FE ) A A LA A% T3k

JIR 45 i 11 (3306) : MySQL iy 11 & — AN ANT] /D IR0, PRA X AR W T MySQL
Server JETFRENS IE W A SMTIE KIEHENRSS « A LLmH N FHLZ KA A MySQL 7]
AEAR IE W, AIAMERIN FHHIGVkIE L TCP/IP &4 | MySQL. F=A X PRI S 11 gt IRl m]
RefT 2, WK KBTI i, I 4 R, MySQL Server FT{E AL M 44
BEE L, LU MySQL A B ji) R AT g it il BRI

JiR 45 ity PR S 1 W42 R0 ML 43 e 1 W 97 TR R A i o, LT 2% 3306 iy 11k
1T telnet ZHABEIT], JWIEXF 3306 i) telnet 243k, [RJI G AT LLSE Bt EHL
W 28 R L) B A

socket U XA LEIE KL, socket FRPHRZS W4 ] B8 FFAN Q1 19 26 ik 45 g 11 1)
NP ELE, IR Z MySQL Server HIIEFEIFASMLL AN socket BHATIER:. H
WA ADNN - (BEE LSRRI HD B2 A MySQL HlEA T F-—& &
Bl L, JFlE A socket MEHE. F3ok, ANDAHYE 2 b2 (145 B R A AR 2 i
AR socket Fi%EHE MySQL Server.

AH socket FIMNFEEUF LTI AN socket FSEbRERSAM 720, B AT LA
WILATI socket AP TAAAER MR, HZERME socket SCAFHSEAFLE, WIFA
—ER A LR BB socket 1 E R R, AL RF LT, socket X
PAFAE FFAAREE B AT LU H A o

mysqld A mysqld safe #FE: mysqld #EFESE MySQL Server Fi%OrHIIEFE .
mysqld #EFE crash B0 IR, MySQL Server JEAS ot Ioid: IE 4 $#L AL AR S
To 38k, WA EN mysqld safe KJ330 MySQL Server, N mysqld safe
SHIIATRISE mysqld MR, Y mysqld HEFE crash Z ),

mysqld safe &5 FHBIIRATES mysqld BEFE. (HFTHFEEIRA A 0E T
mysqld safe KJHZ) MySQL Server, IXt/& MySQL AB smZUHEFFIIMEIL. i REk



1T mysqld safe K330 MySQL Server, ABATATH LI mysqld safe #E
PR T I
e e mysqld i&/E mysqld safe MEREMMEYE, #TLUELL ps v 4ok 43 2 5201

ps —ef | grep “mysqld safe” | grep -v “grep”

i

ps —ef | grep “mysqld” | grep —v “mysqld safe”| grep —v “grep”

Error log: Error log MIWi#s H 32BN A MySQL Server iB4TidfErA A&
AR, WEBRE, R4S bug .

Error log (P45 2R S8 SR IR A TR 428 — o, A2 80 SCAR SO A P 25 1)
KELIRIP) o [FIFEAS FH SCA A5 4 A, T8O P A PR R 15 R I E R ke il 3 H &
A A RAE S

SHPIRZS: WERIRATH MySQL K ZEABEEH] T MySQL Replication, masZitf
Xt Slave BHPIRAHIMIE . X Slave HYEHPRASH AW 10 LM SQL
e A MBS I . AR, WERA BRI Replication WX AIMFR

WA LRE R B 14T MRERESE, FIFE T LAZE Slave 17 mi EARAT AN iy AR 15 21,

LI

sky@localhost :
soksfoksdoksdoksdoksdoksdoksdoksdoksdoksdoksdokdokk ],

Slave I0 State:

Master Host:

Master User:

Master Port:

Connect Retry:
Master Log File:

Read Master Log Pos:
Relay Log File:
Relay Log Pos:

Relay Master Log File:
Slave 10 Running:
Slave SQL Running:
Replicate Do DB:
Replicate Ignore DB:
Replicate Do Table:
Replicate Ignore Table:
Replicate Wild Do Table:
Replicate Wild Ignore Table:
Last Errno:

Last Error:

Skip_ Counter:

Exec Master Log Pos:

(none) 04:30:38> show slave status\G

row sekskskskskskokskokskokskokskoksokskokskokkokkokk
Connecting to master
10.0.77. 10

repl

3306

60

mysql—bin. 000001

196
mysql-relay—-bin. 000001
4

mysql—bin. 000001

No

Yes

example, abc

mysql, test

196



Relay Log Space: 106
Until Condition: None
Until Log File:
Until Log Pos: 0
Master SSL Allowed: No
Master SSL CA File:
Master SSL CA Path:
Master SSL Cert:
Master SSL Cipher:
Master SSL Key:
Seconds_Behind Master: NULL
Master SSL Verify Server Cert: No
Last 10 Errno: 0
Last I0 Error:
Last SQL Errno: 0
Last SQL Error:

Wik bEay4, TATATLERBGRIOCT Replication [SFE R, Aeie&HIM
IPOIRGL, IR HIERE, #onT URAE S 3R . b i s I 25 b, Bl
FHN R E Slave 10 Running 1 Slave SQL Running XTI, 2 HAET 10
LR SQL RIS RAS, i B e iR W] SQL 2RI AT IR, HiE 10
LRI IBAT . AT TEAARRE, TESH AT

18. 3 MEERSE

¥

PEREIR A I I AR BRSO P AT € I D AT s H SR - B AR S e fit
JIR 55 (R N, SR BE 2 e R e PEREIRGS I RFBEEAL, T BETHCA R geA )
Al WHLE T BRI T . INRG L B, WTRESFEURSN crash. PERERAS
(1 2 R vl LA D ML e e = 1

18.3.1 EHLHERDIRTS

TR T BRI =ANJ71H: CPUL T0 BLKEIME,, nf LA LL R A i Rkl
® R4 load fi: AL load Privd ks UL CPU IS8 A e, hid
WA SN T CPU BT REE . JURIL Load {HFFAN S TA5 A5 EA S b (1 MERE 4L

=K
Ho



load {HMIEFEWIER BH, WMidIZ1T uptime Ay2RIATERAF M HTI 285 1 F2 . 5
FERI15 FPH) load ~FI1H.

sky@sky:"$ uptime
17:27:44 up 4:12, 3 users, load average: 0.87, 0.66, 0.61

1 i AT “load average: 0.87, 0.66, 0.617 =", 2948
FT 1R, 5FHI15 FY load “FX1H .

—fek i, load (HAEANE RGMEL cpu BH (B cpu BAZED AT, REA
XS PN}

CPU M= CPU I FNRLE load K, Mo AMMABERMNH CPU FIRE
ZArREE, U AT LU SO PR AR R, WS ETASR ¥ CPU LB, RGN
R CPU L, HI bR 5 CPU Hh#, 4T 10 25451 CPU HL#%%,

CPU i I 28 n] LA 22 R kAR I, 5 Ay 5 I 7 2 A T 4 top A vmstat
KR o U8R, AP 0S R4 ERY top Fl vmstat [PHTH ] ReAT LV AR, H
A AT RE S A—FE, W Linux R top A4 10 25451 CPU (54, (H
& Solaris R top BEAELE, AL IIACEIRE H O 0S FRSEHEATARN ¥
VOSLIN

FAAE TO . WAL 10 BEILSNVH T ARGEMA SRR, TR EXALL 10
BAE N LR ARGORYE, 10 A CRE HHE M 2 28 58 (R A8 AR N H L o

WiAE 10 HFEFER AT LB vmstat KR, 4%, FATIEFT LB iostat K3k
LM ARG 10 fFE. WS MUREBAN iops, MRS,

swap HE A« swap (L BRI T RGAEMITL A AE AU HONEIL T A E M0 A 1
OIS . 48R, 76T ({0 5 S A AL U AR 1%, 2T RER I swap
R, 33 B ph R PR A B B A R« A S R AT
swap, BEBMINERESH svap. 4R, W4 PR R STEAT 05 i a
WAE, FOUR T A2 I A AL ORI, 7 T I (5 e 22 it R SE crash.
swap IR AT ST LU free frA6it, (0 free frdSLAEIRIE AR
G5 swap HORMRET L, AR ARG IE AT svap T4 1L, 76 A3 e vmstat
KAE], vmstat HHERAOE THE svap HEIE, 295, RRK 05 fith
AT HAEE—E 2 5

W2 AR RS, MR — AN BRI e B 1 R
G5 MR B 2 Y L R 55 4% (X R R EERAR 2 1 o AN BV A I 3 s R 45
iops, #FFELT T EMIRIE. 2R, —BEAREER R EAR R, W25 ik
AR R AT RENEIE 2 EEE AN o

¥ 2% it (A AR AR AT 2R 8 1 1A i 7T DAL SE R 1T 28 A T 0 5 A e
I L85 = U AR R o AR, T S AL R, i ARG AR R
TR P28 A5 S o BAT SR S AT LUEL I H] ifconfig fir ok iHSAH FEASHE
B M LA e B8 =7 ifstat, iftop F nload 45N T2 o) b 23
M linux FMIZEHUR S =50, =H S AL B AT DURYE =3



PEE T AR DI RERS il B ATIERE

18.3.2 HwFEMLFNG

MySQL it FE v RS P s R 2 2, P IR 2 S A0S TRAT AN B 2RI 6 201 i 25 11
B, H 90% LA AT AIAEIESRE | MySQL Server JGFMAT “SHOW /%!50000 GLOBAL s/
STATUS” LA “SHOW /150000 GLOBAL */ VARIABLES” [(RmHifE k7. TFEEmnE b
A2 BT AR SERR e By, AT DA SR (AT / BN I ) B P 1) 84 il
TIR AL, W] DATE Sk R B P A A5 AW PR BB R TR R LI 2 O
PERRIRZS:

® (OPS (BFb Query #): XHLIY QPS SEBr Biddis MySQL Server HEAMHATIF Query
B, fE MySQL 5. 1.30 LU FRARR LLEL Questions JRA{EEFD N AL #
KIEALER R, A MySQL 5. 1. 31 JF4f, WInf L@ Queries KK /K. Queries &
76 MySQL 5. 1.31 A B rpIRESAR . FEARI )2 Questions AREAL H
TR WA RE R T HATH Query CHER, ELAHEIFERIZRA MySQL
WAAFAEIXAX D, 1 Queries RALHEM SIS, —FH KT

QPS = Questions(or Queries) / Seconds

IR AR AR A -
SHOW /150000 GLOBAL s/ STATUS LIKE ’Questions’
SHOW /*!50000 GLOBAL */ STATUS LIKE ’Queries’

XL Seconds s fif RE I EIR PSR A EALIK N R, 5 T A 210 1 7 th
AR FRIFE IR

® TPS (FFFSE): 1F MySQL Server W Ifvfy HEEFHA 4R, AT AEE
IR FISEAT VB A R R AR 45 . BTbL, AT EE L LU R 5 SR8 2%
Ju N P RE R BT SR 1) TPS i

TPS = (Com commit + Com rollback) / Seconds

WREATEAFH T mFES, BAETFER Com xa commit Fl
Com_xa_rollback PIAMIRZSAZ BN L.

® Key Buffer fifHH#: Key Buffer #iyHHEACEK T MyISAM BAIEIZ5|11 Cache
R, Az RN H R My ISAM RAUR S MR, Key Buffer iy
TR SEPR B AR T AR S A A PR, MySQL T IF A B X AN 2
R, AFE ] DUIE S B 07 ok ok

key buffer read hits = (1 - Key reads / Key read requests) * 100%



key buffer write hits= (1 - Key writes / Key write requests) * 100%

IR TR SR e AE
sky@localhost : (none) 07:44:10> SHOW /*!50000 GLOBAL */ STATUS
-> LIKE ’*Key% ;

| Variable name | Value |

| Key read requests | 10 |
| Key reads | 4
| Key write requests |0 |
| Key writes 0

XA A, BANRES HUT LIS H R GEHT Key Buffer AL

Innodb Buffer ##: XM Innodb Buffer fr#gHIJZ innodb buffer pool,
R HIKRZZAE Innodb RIYR EAR MRS N AEH . KL Key buffer, A
FURERT BURAR MySQL Server SRORIHIRLIRA (M 67 h 1o %

innodb buffer read hits=(1-

Innodb buffer pool reads/Innodb buffer pool read requests) * 100%

SR TR SR A
sky@localhost : (none) 08:25:14> SHOW /*!50000 GLOBAL*/ STATUS
—-> LIKE ’Innodb buffer pool read% ;

Variable name | Value |

Innodb buffer pool read requests | 5367 |
Innodb_buffer pool reads | 507 \

Query Cache . WHRILNIMEHAT Query Cache, AKX Query Cache i
RPAT IR S B, RO AT RE S VR TS LE LA 4d ] Query Cache.
Query Cache fir 18T -

Query cache hits= (Qcache hits / (Qcache hits + Qcache inserts)) * 100%

IR T RS e AE
sky@localhost : (none) 08:32:01> SHOW /*!50000 GLOBAL*/ STATUS
—> LIKE ’Qcache%’ ;




| Variable name | Value |

| Qcache hits |0

Qcache inserts

Table Cache JRAH: Table Cache HIYHPIRZA S T LA BIRATHIB R4 54
table open cache X BEEZHEIE. WHIREZE Open tables 5
Opened_tables Z[HJLHIIAL, WK Table Cache W EIL/N, MANINAIZE
At 80% FEATHUARTIE. TR, EXAMEIFAEHERK Table Cache firHh,
R FARS L B A :

sky@localhost : (none) 08:52:00> SHOW /*!50000 GLOBAL#*/ STATUS

-> LIKE ’Open%’ ;

| Variable name | Value |
| Open tables | 51
| Opened tables | 61

Thread Cache fiyH1%: Thread Cache iy 3 et RNV IR RESEL
thread cache size WEMZHEEH. —N&HH thread cache size ZEfiEne

WL R EEHTIEFE N BT TR E I AEM Y. Thread Cache iy H R 15y = F -
Thread cache hits = (1 — Threads created / Connections) * 100%

SREUIT TR SR A
sky@localhost : (none) 08:57:16> SHOW /*!50000 GLOBAL*/ STATUS
—> LIKE ’ Thread%’ ;

| Variable name | Value

| Threads created |3

4 rows in set (0.01 sec)

sky@localhost : (none) 09:01:33> SHOW /*!50000 GLOBAL*/ STATUS
—-> LIKE ’Connections’ ;



Variable name | Value |

Connections | 11 |

IEH KU, Thread Cache fiyH 3 RIELE 90% LA LA S L &2,

USRS BUSIRS W IERBUAT BB, FTrT DUE 2R G0IR AL R HUE B
OB, BOE I A 2 R A A AR L RAUE S5 A I T4 S

sky@localhost : (none) 09:01:44> SHOW /*!50000 GLOBAL*/ STATUS
—> LIKE ’%lock% ;

| Variable name | Value |

Innodb row lock current waits
Innodb_row lock time

| 0 |
| 0 |
| Innodb row lock time avg ) |
| Innodb row lock time max ) |
| 0 |

Innodb _row lock waits
| Table locks immediate | 44 |
| Table locks waited |0

Wit bR RG AR, BATT LG HRBRRE, it il AR I R S5 A IR I
] B 3 ] AAS SRS PR AT BE B, aAT B IREL, ATBURI ], REIRAT B A
IR, AT B s KA I 18] LAY BT S R T B I e AR I i Se i ) %
FATAT LIS T i 2 R G BRI BUE L H . @12 Table locks waited 5
Table_locks_immediate [JEUAEHEA, TIJhE BH AT 4B o i 1) FH 286 Plse ™ o, ]
REFT 2L AR Query i5A), BUH SRS, JRaE T2 5184 . R,
HARE T 2 AR 5L b SR FIWT . 10 Innodb_row_lock waits BUA, W
] Innodb [MATEIE LLES™H, Hgm T ILAhZeRE i IR b T . [FIFE 7 2 A e i
R 3/ Innodb AT8U™ I IR AT BEE Query ERITAMMHM RS IAE S
H (Innodb ATHIUEILTRIRBUEN), HERMIBREUT K. Wr]§e2RGA G b B
e TR, WFFENILAL T T CE &) KB EAR

SRSE I 5 HRIEI B R T Slave 4 FEALTAS—BCIR A I TR S
WRBAEEIT Slave RTINS, WIABAFEMXAERN 7. FATn CUE T
L6 Slave 75 _E AT “SHOW SLAVE STATUS” 654, Bl Seconds Behind Master Il
MMEK Tf# Slave “4HIMIAER i CAL: FP)o 48R, AR AERR A T R 2



MR TIER IR . BN Slave B RAVFRIE AL HAAM S, il
SIER Z A TR S B, A8 B AR 25 B S (18 N FH AR T o

Tmp table #R¥L: Tmp Table FRPARDLFZLEM T Hif MySQL AE AN 2 () B2 7
M2, AT R KT ANGAS N AE 3t B SCPE Eo I SR AL FAR A
AT U R R 7 A

sky@localhost : (none) 09:27:28> SHOW /*!50000 GLOBAL*/ STATUS
—> LIKE ’Created tmp% ;

Variable name | Value |

Created tmp disk tables | 1

| Created tmp tables | 46 |

ML TH FPIRAE BT LA T BRG] T 46 (X 3, JEh A 1 kI 2 ELATK,
TCVEAE AT 58 18 AN AL BIRGRL SO Witk Created tmp_tables JEH A
WA e RGP HEFARAEL 2, Bl R R AR . T A
Created tmp disk tables 5 Created tmp tables HJLLER &, WiEEE 10%, N
PAVFHEHE TG tnp_table size XANRAESEHITWEMLHE K. 18, WHR
GNAEAIR, W K2 E R RINET .

Binlog Cache {#R#: Binlog Cache I TAEMUILARE AiELH Binlog £ & .
IR BT

sky@localhost : (none) 09:40:38> SHOW /*!50000 GLOBAL*/ STATUS
-> LIKE ’Binlog cache% ;

Variable name | Value |

Binlog cache disk use | 0 |

Binlog cache use |0 |

4% Binlog cache disk use {HANK 0, WHEH] Binlog Cache K/ REANES,
N binlog cache size RESH K/,

Innodb log waits #: Innodb log waits JRAZEEHL NN H Innodb Log
Buffer “¥[AIAN AL 18 BCAE A (1 H o

sky@localhost : (none) 09:43:53> SHOW /*!50000 GLOBAL*/ STATUS
—> LIKE ’Innodb log waits’ ;



| Variable name | Value |

| Innodb log waits | 0 \

AR AR R AR IR L RS S NERE, P LR AEIA BIREFD 1 IR 1%
W 2454 innodb_log buffer size M{H, BHIXe— NRGILHMEAF, i&
N AN S BN A7 AS A T )

X o U A NN LU B — 2 MySQL PRI, S AL I ACE
DRSS A2, il MySQL P i R SuiR A AL s i I Ab M % o 2

18. 4 & PR I Ak

A E2e /gl T ARG BE B, Wb 7 AT O KR i HeRAS A g
WA AL R ) UM R A2 =7 g i, D RSl — i i R Se ) A
Heo AR, RS LTI (B P ahoh e 28R, AR AT A BATIT
K—BERERGRATSE, M S — ST P At THR S

FEN AP AT, AT DA IAFASLN: RRDTool, RRDTool 42524 Round
Robin Database Tool, Wl /EIIRIEIAEHEIE TR, 782 Pl Hrt i 78 2445 B 20 AL
WA O PrBRIRIEA B, HU AR A8 s SR TAE DB , RAT
DI B AR E . M E 58—kl a, Frifdh s e ddn. M), i FHeIRms
K P AE IR Bl K 2 A A7 SO T vk D T it oo Hong DU e — 2 AP 422 21
GEVH AR BRI N ST A R B H U 5 R R I, Al B R RSB
fE T« BrEA, RRDTool FEAR 2 Mids T H A #S I RAF IS P R REKCHR 8RR AR Lo et i
AR ST, AR AN TR B A PR P BB A 2 o St SRAT MR 152 2 JUT AT Xk B AT TR —
AR T, RRDTool A4 AT LA A B8 FORAF O SC Bl AR H @ ik # . AN, X AT —
R B R AR R A T

1. Nagios

Nagois Je—HEH E AMISATAE Linux/Unix B 1T WA SRS RS 1 RS T
AR b by A NEAFRIND — M G TR &3, PUOVEAUX A T
FE MR T, FIRGESCRE AT A OS5 580 S AR A I BA U P U AL

Nagios H i I DI REAMN AL S 5 ENLRYEAI K CPU 113k, RAFHETHAE, LT
W28 A IR IRSS, W1 SMTP. POP3. HTTP. NNTP. PING %%, 44K, Nagios ¥iATHI % 4b—A
i DR LT LR A e v ARV P AT LR T R B T E RS R A .

T RZHMIE SRV, Nagios MIBUA TIREASREMS WAL AL LA, B2
Weshids, HATDARGF IS X AN R 3 B0 A M s, mT DA 3 B EAN TR (1 B R Ak
B AT IOAC B, W] ABE AR Web DR A & SCIA S i AnpL ] CanFaLa



e I THIEAD . AUk, Nagios JTTLAYE B &R0 5% B, kst /b
RS ) RN 2 i P A R T 2 AT S AT IR s e P i ik, 3& mT DL B — A
P 20555 1 DownTime IR E .

Nagios 73 0% i S IR o5 s dmpa i 0, 20 7 i s B2 KA Nagios ME %46 1F,
PITRAR I R A P, ok 55 s i DR MU B BE . Bl d . A8 A0, T BB
HUL R RAT B TR AE T g MR S5 a3 (1) Web J&om FI A DI REW AR 3 9K, T LR HE HLAY
JEzs AT A A PR, B U I N TR A4 R o TR I REAR A 47 n ] — & M
SidsRfE .

R, Nagios AT, ASHE H AR SR BERESEAR R, 1A
SCHRPB IR AN RESE R 2 I PE R M2 I o 0R, 3K AT DAZS & Al R B AF R R 58
X—TAE.

WFE A TELNN Nagios FEEAE F T, 1 S0 5238 I ACHT A 2L B 5 W sl SR ECEE A AL
I E E: http://www. nagios. org/docs

2+ MRTG

MRTG M AZ5 2 — K LU ) WP AR T, DORELLACTT R, ALl 1 A5 0 4% e
PRI AR o B JETF R E AT S, AR ROATTAR R 5, N T St e 4
TR L T 2 B U R A

MRTG (S B SR BRI SR M o, Al i snmp S, FH 9% W A L THIAR S (RO JIAS, 3k
AR A, SR 518 RRDTool fRAF#EK . SRS PRt RRDTool KA (AR AT AH
ISR i 70 o = RS -9 S i)' 3 S S 5 o i 00 9 = WS e o i

HF WRTG S, AT E AR 0 SR A A 5, R s IR BIR A 4
R P A AR I R L, (RN B AP O BT S MM M
B FRATRSE, B TR S IR, WELT WRTG FRAHER, KI5
AL PR R PR M T
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