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from numpy import *
X = mat([[@,l],[1,—1],[2,8]])
y = mat([[1.4],[-0.48],[13.2]])
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print("X fEFEREE X' \n", X.transpose())
print("\nX' i3 X: \n", x.transpose().dot(x))
print("\nX'X FEFERF\N", (x.transpose().dot(x)).I)
print("\nX'X FFER SR X' \n", (x.transpose().dot(x)).I.dot(x.transpose()))
print("\n REUEE B: \n", (x.transpose().dot(x)).I.dot(x.transpose()).dot(y))
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import pandas as pd
from sklearn.linear_model import LinearRegression
df = pd.read_csv("/Users/shenhuang/Data/test.csv")
df features = df.drop(['y'], axis=1) #Dataframe Wk T &/o—4l, HRVIFRFE, B8
df_targets = df['y"'] #Dataframe Ix/5 %l Hir L&, siFHHALE
print(df_features, df_targets)
regression = LinearRegression().fit(df_features, df_targets) # fFHRRER H b g,
print(regression.score(df_features, df_targets)) # WAL
print(regression.intercept_)
print(regression.coef ) # MR TR R (1) R 2
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from numpy import *
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print("\n RHJEF: B: \n", (x.transpose().dot(x)).I.dot(x.transpose()).dot(y))
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import numpy as np

X = np.mat([[1, 3, -71, [2, 5, 4], [-3, -7, -2], [1, 4, -12]])

Y = np.mat([[-7.5], [5.2], [-7.5], [-15]])

B1 = X.transpose().dot(X).!

B2 = B1.dot(X.transpose())...
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x = np.mat([[1, 3, -7], [2, 5, 4], [-3, -7, -2], [1, 4, -12]])
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