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你好，我是黄申。今天是线性代数的答疑和总结。

在这个模块中，我们讲了不少向量、矩阵、线性方程相关的内容。看到大家在留言区的问

题，今天我重点说说矩阵乘法的几何意义，以及为什么 SVD 中  的特征向量组成了 

 矩阵，而  的特征向量组成了  矩阵。最后，我会对整个线性代数的模块做一个

总结。

矩阵乘法的几何意义

首先，我们来说说矩阵乘法所代表的几何意义。
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在阐述 PCA 主成分分析的时候，我们聊过为什么这个方法要研究协方差矩阵的特征值和特

征向量。其中，我提到对某个向量左乘一个矩阵，实际上是对这个向量进行了一次变换。某

个矩阵的特征向量表示了这个矩阵在空间中的变换方向，这些方向都是正交或者趋于正交

的，而特征值表示每个方向上伸缩的比例。今天，我会继续深入这个话题，结合实例，给出

更详细地解释。

多维的向量空间很难理解，所以我们还是从最简答的二维空间开始。首先，我们需要明白什

么是二维空间中的正交向量。正交向量的定义非常简单，只要两个向量的点乘结果为 0，那

么它们就是正交的。在酉矩阵之中，矩阵和矩阵的转置相乘为单位矩阵，只有向量自己点乘

自己值为 1，而不同向量之间点乘值为 0，所以不同的向量之间是正交的。

理解了正交向量之后，我们来定义一个二维空间，这个空间的横坐标为 ，纵坐标为 ，空

间中的一个点坐标为 ，对于这个点，我们可以把从原点到它的直线投影到  轴和 

轴，这个直线在  轴上投影的长度为 1，在 y 轴上投影的长度为 2。我使用下图来表示。

对于这个点，我们使用一个矩阵  左乘这个点的坐标，你可以看看会发生什么。
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我们把结果转成坐标系里的点，它的坐标是 ，把从原点到  的直线，和从原点

到  的直线进行比较，你会发现直线发生了旋转，而且长度也发生了变化，这就是矩

阵左乘所对应的几何意义。我们还可以对这个矩阵  分析一下，看看它到底表示了什么

含义，以及为什么它会导致直线的旋转和长度发生变化。

之前我讲过，要看一个矩阵的特征，需要分析它的特征向量和特征值。由于矩阵  是一

个对角矩阵，所以特征值很容易求解，分别是 3 和 2。而对应的特征向量是  和 

。在二维坐标中，坐标 [1, 0] 实际上表示的是  轴的方向，而 [0, 1] 实际上表示的是

 轴的方向。特征值 3 对应特征向量 [1, 0] 就表明在  轴方向拉伸为原来的 3 倍，特征值

2 对应特征向量 [0, 1] 就表明在  轴方向拉伸 2 倍。所以，矩阵  的左乘，就表示把原

有向量在  轴上拉伸为原来的 3 倍，而在  轴上拉伸为原来的 2 倍。我用下面这张图来展

示。
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我们还可以从另一个角度来验证这点，把从原点到  的直线进行分解，我们会发现这

个直线在  轴上投影的长度为 3，为原来的 3 倍，而在  轴上投影的长度为 4，为原来的

2 倍。

当然，矩阵的特征向量不一定是  轴和  轴，它们可以是二维空间中任何相互正交的向

量。下面，我们再来看一个稍微复杂一点的例子。这次我们从两个正交的向量开始。
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我使用下面这张图展示了这两个向量在空间的方向。



然后我用这两个向量构建一个矩阵 。

之所以使用这样一个例子，是因为  是一个酉矩阵，也就是说 ，所以我们可以

使用它，外加一个特征值组成的对角矩阵 ，来构建另一个用于测试的矩阵 。我在

SVD 的那一讲，介绍过对称方阵可以进行特征值分解，所以我们可以通过  和 ，获得

一个对称方阵 。

我们假设两个特征值分别是 0.5 和 2，所以有：

根据我们之间的解释，如果让这个矩阵  左乘任何一个向量，就是让向量沿  方

向压缩一半，而在  方向增加两倍。为了验证这一点，我们让  左乘向量 

，获得新向量：
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把这个新的坐标  和原坐标  都放到二维坐标系中，并让它们分别在 

 和  这两个方向进行投影，然后比较一下投影的长度，你就会发现伸缩

的变化了。我使用下面这张图来帮你理解。

弄清楚了矩阵左乘向量的几何意义，那么矩阵左乘矩阵的几何意义也就不难理解了。假设我

们让矩阵  左乘矩阵 ，那么可以把右矩阵  看作一堆列向量的集合，而左乘矩阵 
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就是对每个  中的列向量进行变换。另外，如果二维空间理解了，那么三维、四维直到 

维空间就可以以此类推了。

SVD 分解中的  和  矩阵

在讲解 SVD 奇异值分解的时候，我们解释了  的特征向量组成了 SVD 中的  矩

阵，而  的特征向量组成了 SVD 中的  矩阵。不过，我们还没有证明这两点。今天

我来说说如何证明它们。首先，我们来看看  矩阵的证明。

 

 

其中，  的证明，我们在最小二乘法的讲解过程中证明过。另外，

是酉矩阵，所以 。  是对角矩阵，所以 ，而且  仍然是对角矩

阵。

由于  是对角矩阵，所以通过 ，我们可以看出  中的向量就是 

 的特征向量，而特征值是  对角线上的值。

同理，我们也可以证明  中的向量就是  的特征向量。

 

 

从这个证明的过程，我们也发现了，XX’或者 X’X 特征值矩阵等于奇异值矩阵的平方，

也就是说我们可以通过求出 X’X 特征值的平方根来求奇异值。

总结

回答完两个问题之后，我来总结一下线性代数这个模块。

线性代数最基本的概念包括了向量、矩阵以及对应的操作。向量表示了一组数的概念，非常

适合表示一个对象的多维特征，因此被广泛的运用在信息检索和机器学习的领域中。而矩阵
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又包含了多个向量，所以适合表示多个数据对象的集合。同时，矩阵也可以用于表达二维关

系，例如网页的邻接矩阵，用户对物品的喜好程度，关键词在文档中的 tf-idf 等等。

由于向量和矩阵的特性，我们可以把它们运用在很多算法和模型之中。向量空间模型定义了

向量之间的距离或者余弦夹角，我们可以利用这些指标来衡量数据对象之间的相似程度，并

把这种相似程度用于定义查询和文档之间的相关性，或者是文档聚类时的归属关系。矩阵的

运算体现了对多个向量同时进行的操作，比如最常见的左乘，就可以用在计算 PageRank

值，协同过滤中的用户或者物品相似度等等。

当然，矩阵的运用还不止计算数据对象之间的关系。最小二乘法的实现、PCA 主成分的分

析、SVD 奇异值的分解也可以基于矩阵的运算。这些都可以帮助我们发现不同维度特征之

间的关系，并利用这些关系找到哪些特征更为重要，选择或者创建更为重要的特征。

有的时候，线性代数涉及的公式和推导比较繁琐。在思考的过程中，我们可以把矩阵的操作

简化为向量之间的操作，而把向量之间的操作简化为多个变量之间的运算。另外，我们可以

多结合实际的案例，结合几何空间、动手推算，甚至可以编程实现某些关键的模块，这些都

有利于理解和记忆。

思考题

我想听你说说，学习完了编程领域中常用的线性代数知识，你有哪些收获和心得？

欢迎留言和我分享，也欢迎你在留言区写下今天的学习笔记。你可以点击“请朋友读”，把

今天的内容分享给你的好友，和他一起精进。
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胡鹏
2019-03-30

 2

没法实践，听不懂，却在坚持，这样有益处嘛？

展开

作者回复: 你说的没法实践是指实际项目中没有运用的机会吗？可以一步步来，每次弄懂一点，也

许没法直接用到实践中，但是对解决问题的思路也许是有帮助的，加油💪！
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1、矩阵 X 左乘另一个向量 a，向量 a 分别沿着矩阵 X 的特征向量进行伸缩，伸缩大小为
特征向量对应的特征值； 
 
2、不太理解，Σ 为什么会是对角矩阵？矩阵 X 是 m x n 维的，U 是 m x m 维左奇异矩
阵，V 是 n x n 维的右奇异矩阵，按道理 Σ 是 m x n 维奇异矩阵(对角线上是奇异值，其…
展开

作者回复: 对角矩阵的定义是主对角线之外的元素皆为0的矩阵，所以不一定需要m=n，例如，下

面这种也是对角矩阵 

[[1,0,0],[0,1,0]]

逐风随想
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@胡鹏：一样，人们都说笨鸟先飞。刚开始的一腔热血。慢慢的到后面发现越来越艰难
了。也越来越痛苦。这个已经超过了能力范围。有的时候智力真的是跨越不了的坎。

作者回复: 加油，每次集中在一个点，逐步细化和理解，会有突破的




