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反向传播

〉 通过多层神经网络得出的结果与实际标签的
结果作比较，得到了损失函数。

〉 根据梯度下降的方法，将当前的损失函数反
馈给之前各层的神经网络，并调整各层网络
参数的权值，这个过程称为反向传播。
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结果比较

〉 对于数字2来说，未训练好的网络可能得到
如下的一个结果。

〉 我们不能直接调整输出的结果值，我们能改
的只有网络中的各个参数值。
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结果比较

〉 对于这个结果，我们希望代表2的神经元的
值提高，而把其他的神经元值降低。

〉 提高和降低的程度和它现有的值成比例，提
高2的值就比降低8的值来的重要。
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神经元的参数

〉 一个神经元的输入输出可以类比为一个多元
一次的线性方程。

〉 二元一次：

〉 可以通过调整w、x、b的值来调整y的值。

𝑦𝑦 = 𝑤𝑤1𝑥𝑥1+𝑤𝑤2𝑥𝑥2+b
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调整参数

〉 根据梯度大小不同，调整不同的参数对损失
函数影响不同。

梯度值：3.6 调整它的影响大
梯度值：0.1 调整它的影响小
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调整系数w

〉 调整输出y的一个方法是调整系数w。

〉 前一层的神经元激活值越大，表示越有可能
“看到”某些与2相关的特征。

〉 调整激活值大的神经元的参数，影响比调整
激活值小的参数要大。
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调整输入x

〉 调整输出y的另一个方法是调整输入x。

〉 增加原始参数w是正值的神经元的激活值，
减少原始参数w是负值的神经元的激活值，
增加和减少的程度与参数w大小相关。
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调整输入x

〉 但我们无法直接改变每个神经元的激活值。
将每个输出需要改变的大小叠加之后，能够
得到总的改变量。
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反向传播

〉 通过刚才的过程，我们实现了从最后一层到
倒数第二层的传播。

〉 这样不断层层传播回去，最后我们就能知道
该如何修改整个网络的参数。
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训练结果

〉 从随机参数开始，经过梯度下降法和反向传
播训练，手写数字识别准确率从不到10%提
高到了93%
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