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人工智能与人类社会未来：伦理规范：社会层面
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人工智能的伦理规范

〉 人工智能毫无疑问已经成为马力惊人的社会
发展加速器，如果人类想要利用好因此带来
的无限机遇，最好在这辆“快车”冲进未知
之门前给它装上刹车。

〉 这个刹车就是伦理规范，只有符合社会伦理
规范和公共政策的解决方案，才能设计出可
信赖的人工智能。
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人工智能开发应用的道德原则

〉 透明和负责是其他四项原则的基石。
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伦理规范：社会层面

〉 人类会因人工智能的到来失业吗？

〉 人工智能的安全性如何保证？

〉 智能医疗机器人造成安全事故谁来负责？
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伦理规范：社会层面

〉 就业问题
有科学家提出在未来5年内，预计将有5百万

人因人工智能而失业。
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伦理规范：社会层面

〉 前三次工业革命是机器代替人的体力劳动，
正在到来的人工智能革命将开始代替脑力劳
动，这将导致劳动力市场大变革。

〉 因此造成的大量失业现象是否可能威胁到社
会安定？
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伦理规范：社会层面

〉 安全问题
任何技术创新最大的应用前提是安全，最大

的危险是人类对它失去控制，或者是新技术

落入非人道主义者手中。
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伦理规范：社会层面

〉 实例
2015年7月2日，在德国大众工厂里，一名22

岁的技术工人就被他安装的机器人杀死。
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伦理规范：社会层面

〉 一方面，人工智能得益于互联网的大数据发
展资源优势；

〉 另一方面，互联网人为因素的黑客、病毒又
能对人工智能的安全性构成巨大威胁。
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伦理规范：社会层面

〉 责任与义务问题
智能医疗机器人造成的医疗事故谁负责？

如何防止利用人工智能的金融诈骗等有关

人工智能所引发的道德和责任问题？
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伦理规范：社会层面

〉 责任与义务问题
目前，这些问题没有答案。由于刑事责任

可能不适用，在这种情况下，这个问题必

须通过民法来解决，于是关键的问题在于

人工智能系统是服务还是产品。
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伦理规范：社会层面

〉 如何应对？
高校和研究机构开展前瞻性的科技伦理、

人文和哲学研究。

在人工智能领域开展广泛对话和持续合作。

鼓励企业和行业协会设立科技伦理部门或

委员会。

风险投资机构和资本市场应该鼓励和引导

企业进行负责任的产品开发。

社会组织应该积极参与人工智能伦理规范

的构建。
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伦理规范：社会层面

〉 总结：
人工智能会给我们的社会带来许多难以解决

的问题，需要我们一起努力，创造一个美好

的未来！
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