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10.2. Regression

What is Regression +42Mm]3

A longer description &< iA

Regression analysis is a statistical process for estimating the relationships among
variables. It includes many techniques for modeling and analyzing several variables,
when the focus is on the relationship between a dependent variable and one or more
independent variables.

BF3o T EEEXENREITIE. EEaNSTE/TEESOTINTESEA  HERARE
ENTBEZES—EHZITREZEEZERIXE,
A shorter description &gk
To resolve such problems where the output is a real continuous value.

LfF R HEESDEEBERYAIRE,
A very short description #zf&iix

Predict a real value for each item.

TllE N IRYESHE,
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10.2. Regression

Regression vs. Classification 35453
Similarity #8fsiit

Need training processing F&il|Zn372

Difference

St

As shown in the following table ==

Regression Classification
[5])3 VA
Difference | Output is a real continuous value. Output is a discrete categories.
=5 HE— 1 EEER(E, BHE—1PERRIZES,
» Used-car price
Example —FEME > {s unny cloudy rainy}
24451 » Tomorrow’s stock price > {0, ., 9}

BARAIRR NS
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10.2.1. How Regression Works

Regression: Training =13 : Il

Known Output Value Leam'flgglgor'thm
EAIHE IR _
Training . P
i RN TR
Labeled Data > f(X) SR Tt
FRESE (X, y) EU IR/ D
X y - - - - -
- yl with small generalization and empirical errors
— BB MO HAEREIR

Labeling function
tREERER

h(4)

Hypothesis

(Regression function)
% (EIREE )

Artificial Intelligence :: Learning :: Tasks 35




10.2.1. How Regression Works

Regression: Testing [&

Unseen Data

3 ;o

|

RANEGE

Xy ?

X, ?

Unknown Output Value
SRATRHE

h(4)
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10.2.1. How Regression Works

A Formal Description of Regression —#hEIFAIF (LA

Let R" (n=1) denote a set of n-dimensional real-valued vectors, R, is a set of non-negative real
numbers, input space X is a subset of R", output space ) is a set of real numbers R,, D is an
unknown distribution over X x ), then:

IRR" (n=1)AnfELERES | REIFAITHE  WMAZTEYERWFE | METEVELHER,, DEX X HRASTH , U
[1 Let target labeling function: igBimmT=EK
f:X->)
1 Training set (Labeled training sample set): g (imErmIgrEAReE )
S={(x0,y0) | (x,y) € X x ,i € [L m]}
[1 Regression algorithm: ElF&s£
Given hypothesis set H, to determine a hypothesis (regressive function)
BERREH  KRE—MRIR ([EFRE) -
h:X->)Y and heH
With small generalization error R(h): B&/\uziiER

R(h) = E,[L(h(x), 1(x))]
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10.2.1. How Regression Works

A Formal Description of Regression —#hEIIFEIFZ AR

[1 Regression M3

Given a testing data set of unknown output:
/E— AR HASSNEYES

X={xW|xe X, i€l m]}
Using the regressive hypothesis h(X) = ) determined at above to predicate regressive results:
(= AR RIE 4R AYE]FRRELN(X) = VRFTNEIFEER
R=h(X)={y" [ye ), i€[1 n] h(x) =y}

Note, in which: ;= , "

Vs a set of real continues numbers.
VE—NESLESBENES.
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10.2.1. How Regression Works

Example: Used Car Prices —F &M1&

To have a system that can
predict the price of a used car.
HE— NN =FEMENERS.
Inputs are the car attributes:
brand, year, engine capacity,
mileage, and other

iInformation.

MINEFRIEME - fmhd, fE‘t 51
’j&IjJ? E*EE L)\&HKJ (=1 u

The output is the price of the

car. Used car prices
b 2 ERMNTS, “FEMIE
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10.2.2. Linear and Nonlinear

_inear Regression Z:t$E1q

In linear regression, the observational
data are modeled by a function with

the following features:

LetEmEl3 , RAEBU™SERIREIN
WEHRHTEEER

The function is a linear combination of
the model parameters;

IZR RIS HIEIMES

The function depends on one or more
independent variables.

IZEREEUR T— MBS MR B,
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10.2.2. Linear and Nonlinear

Nonlinear Regression JE&:t$mE1)3

In nonlinear regression, observational | |

data are modeled by a function with e
the following features: | e /ﬁ > &5
e tEETh |, SRAEEMN TR e / ‘
NLEHRFATEEAR - al /

The function is a nonlinear i /
combination of the model parameters; .
SRS B N /

The function depends on one or more of -,

independent variables. Yo m @ w0 w w7 @ w

X REEURAT— MRS MR EE,
Y(X) = W,oX2 + WX + b
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Al 10.2. Regression
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10.2.3. Applications and Algorithms

Typical Applications of Regression =389 888 K F
Be widely used for prediction and forecasting.

izt AT FTFOTTR.

Trend estimation #&#hit

Epidemiology &3

Finance &&t

analyzing and quantifying the systematic risk of an investment.

P EENIRENRER NG,

Economics &3¢

predicting consumption spending, fixed investment spending, the demand to hold
liquid assets, and etc.

TEZES . BERIREXH. FERMErEZK. FE,

Environmental science RiERlS
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10.2.3. Applications and Algorithms

Typical Algorithms of Regression [@]|3ggsaBE%

Bayesian linear regression TR E])T
Percentage regression [EpayadCIlE

Kernel ridge regression, AEE
Support-vector regression, EREE
Quantile regression, SMEENT
Regression Trees, GRS

Cascade Correlation, IRERAEIK

Group Method Data Handling (GMDH), PEFTEEIELE
Multivariate Adaptive Regression Splines (MARS), Z o EEN )T
Multilinear Interpolation S MEE
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