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3.5. Informed Search Strategies

What is Informed Search H+A4RBEEHE
Also known as Heuristic Search.
TR AR AR
The strategies use problem-specific knowledge beyond the definition of the problem
itself, so that can find solutions more efficiently than can an uninformed strategy.
XRRIERABLERMASEXR, RN, FItaEsik 2t TiERRRE G,
The general approaches use one or both of following functions:
— A AERN TR P —P S ARE:
B An evaluation function, denoted f(n), used to select a node for expansion.
RS, 18 F(n), RTEZE—PTRHEHITH R,

Bm A heuristic function, denoted h(n), as a component of f.
B&NEHE, 181E rln, 1A £ B—1ERERST
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3.5.1. Best-first Search

Best-first Search siEMALE=

Search Strategy #zsm

B A node is selected for expansion based on an evaluation function, f(n).
REARE: — I HRFEEFHITT REET—MTHNERE, ().

B Most best-first algorithms also include a heuristic function, h(n).
AREZHHNREMNKEEZLEE—TBENERY, 1),

Implementation sz T

M [dentical to that for uniform-cost search.
SMAZE: S—BRNEREE.

B However best-first search uses of f(n) instead of g(n) to order the priority

queue.
SR, =EMEEER (0D R 2(n) KREIEH LT,
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3.5.1. Best-first Search

Best-first Search ML=

[1 Heuristic function mxz&E%
h(n) = estimated cost of the cheapest path from the state at node nto a
goal state.

hln) = WH5EnE BRI RIEREETHRN.
[ Special cases 44
B Greedy Search

REEE

B A* search
AHE
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3.5.2. Greedy Search

Greedy Search &##%

Search Strategy #zsm

B Try to expand the node that is closest to the goal.
IWEY R &FETEFRRT R .
Evaluation function &%

f(n) = h(n)

M [t evaluates nodes by using just the heuristic function.
ENXER B & BB T ST

B h(n) -- estimated cost from n to the closest goal.
h(m) — MrEl&Er BAR it .

Why call “greedy” ARftafrh “&%”

M at each step it tries to get as close to the goal as it can.
B—2EHXBEREEBSRFEEFHNT .
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3.5.2. Greedy Search

Example: from Arad to Bucharest #45|: MArad®|Bucharest

hg o straight-line distance &%z

[[] Oradea

Neamt

Arad L]

Sibiu 99 Fagaras

118 L Vaslui

= l'imisoara

Drobeta [J

“raiov: T Eforie
Craiova [l Giurgiu

TR hg METENERERRSRITE. 1, EERBE—ENE

A RERNE, Ay, SKPRERRRVEEEHEX, FR—1TMERNEX.
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hy p Values
Arad 366 Mehadia 241
Bucharest 0 Neamt 234
Craiova 160 Oradea 380
Drobeta 242 Pitesti 100
Eforie 161 Rimnicu Vilcea | 193
Fagaras 176 Sibiu 253
Giurgiu 77 Timisoara 329
Hirsova 151 Urziceni 80
lasi 226 Vaslui 199
Lugoj 244 Zerind 374

Notice: the values of hg  cannot be
computed from the problem description
itself. Moreover, it takes a certain
amount of experience to know that hg,
IS correlated with actual road distances
and therefore is a useful heuristic.




3.5.2. Greedy Search

Example: from Arad to Bucharest #45|: MArad®|Bucharest

(a) The initial state

(b) After expanding Arad

(c) After expanding Sibiu
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he p Values
Arad 366
Bucharest 0
Craiova 160
Drobeta 242
Eforie 161
Fagaras 176
Giurgiu 77
Hirsova 151
lasi 226
Lugoj 244
Mehadia 241
Neamt 234
Oradea 380
Pitesti 100
Rimnicu Vilcea| 193
Sibiu 253
Timisoara 329
Urziceni 80
Vaslui 199
Zerind 374




3.5.2. Greedy Search

Example: from Arad to Bucharest #45|: MArad®|Bucharest

(d) After expanding Fagaras

366

Timisoara

329

Arad L

Notice: For this particular problem, it
uses he, o to find a solution, hence its
search cost is minimal. However it is
not optimal: the path via Sibiu and
Fagaras to Bucharest is 32 kilometers
longer than the path through Rimnicu :

Drobeta []

118

Vilcea and Pitesti. (140+99+211) — (140+80+97+101) = 32 Craiova

L] Giurgiu
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he p Values
Arad 366
Bucharest 0
Craiova 160
Drobeta 242
Eforie 161
Fagaras 176
Giurgiu 77
Hirsova 151
lasi 226
Lugoj 244
Mehadia 241
Neamt 234
Oradea 380
Pitesti 100
Rimnicu Vilcea| 193
Sibiu 253
Timisoara 329
Urziceni 80
Vaslui 199
Zerind 374




3.5.2. Greedy Search

Example: from Arad to Bucharest #45|: MArad®|Bucharest

he p Values
: Arad 366
(d) After expanding Fagaras Bucharest 0
366 Craiova 160
© Drobeta 242
Timisoara Eforie 161
o 329 Fagaras 176
Giurgiu 77
193 Hirsova 151
lasi 226
> Lugoj 244
0 Mehadia 241
Neamt 234
. . . . Oradea 380
Notice: For this particular problem, it uses sz, stxAEKESE, ©RAA,LIIR Pitesti 100
hg p to find a solution, hence its search cost , EtERERNZHRNEI. ATMEAZRM  Rimnicu Vilcea| 193
is minimal. However it is not optimal: the ~ #9: MRITHEERMNAE, XEEH Sibiu 253
path via Sibiu and Fagaras to Bucharest is ;fb".J”t‘”Fagarasi'JBWhare?Ff"‘]E%ilttglﬂ Timisoara 329
_ imnicu Vilcea FfIPitestim32E, Urziceni 80
32 kilometers longer than the path through Vaslui 199
Rimnicu Vilcea and Pitesti. (140+99+211) — (140+80+97+101) = 32 Zerind 374
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3.5.2. Greedy Search

Properties of Greedy Tree Search &8 & absit

[1 Worst-case time: O(b™)
5 £ 150 T HORT A

[1 Space complexity: O(b™)

T g 3v
where

M b -- the branching factor
NXETF

B m -- the maximum depth of the search space
BREENRKRE
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