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模型本身及其背后学习方法的泛化性能（generalization performance），也就是模型对

未知数据的预测能力，是机器学习的核心问题。可在一个问题的学习中，往往会出现不同的

模型在训练集上具有类似的性能，这时就需要利用模型验证来从这些备选中做出选择。

由于模型的泛化性能和它的复杂度是直接挂钩的，所以模型验证的任务就是确定模型的复杂

度以避免过拟合的发生。原则上说，模型验证应该使用专门的验证数据集。可是当数据集的

容量较小，不足以划分成三个部分时，验证集和测试集就可以合二为一，共同来完成对模型

的选择和评价。

估计泛化性能时，最重要的依据就是模型在训练数据集上的精度（accuracy）。定性而

论，模型在训练集上的精度不能太低。由于模型的拟合和评价都是在相同的训练集上完成

的，因此用训练误差去估计测试误差，得到的必然是过于乐观的结果。如果在训练集上都达
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不到较高的精度的话，模型本身的假设就很可能存在问题（比如用线性模型来建模平方关系

的数据），从而导致较大的偏差，这样的模型很难指望它在真实数据上具有良好的表现。

可另一方面，训练数据集上的正确率也不是“低低益善”，因为过低的正确率往往是欠拟合

的征兆。训练数据集中的数据量一定是有限的，这些数据共同构成了高维空间上一个点集。

只要模型的参数足够多，形式足够复杂，就必定可以构造出经过所有数据点的曲线或者曲

面，在训练集上得到 100% 的正确率。显然，这样的模型对训练数据的拟合能力过强，不

可能具备良好的泛化特性。

过拟合现象（图片来自维基百科）

上图就是一个典型的过拟合例子：黑点代表的离散数据可以看成是满足线性关系的原始数据

和随机噪声的叠加，受噪声的影响，即使是生成数据的直线也不能完全拟合数据，总归存在

一定的残留误差。如果要将残留误差降低为 0，在训练集上取得 100% 的正确率，得到的

拟合结果就是龙飞凤舞的蓝色曲线。虽然这个多项式模型完美地覆盖了所有数据点，但它所

代表的数据生成方式显然和黑色直线并不接近。此时，过高的训练集正确率反而与对模型优

良泛化性能的追求背道而驰。

既然训练误差太高了不行，太低了也不行，那么究竟到什么程度才算合适呢？关于训练误差

和泛化误差的关系，《统计学习基础》（Elements of Statistical Learning）从理论上给出

了略显晦涩的解释。在这里我尝试加以解读。

分析的出发点是误差的分解理论：误差包括噪声、偏差和方差三部分。当模型的训练过程结

束后，在训练集上就可以计算出模型  的训练误差，在测试集上则可以计算出模型的泛化f̂



误差。由于训练数据是已知的，验证数据是未知的，两者之间并不存在交集，所以泛化误差

也被称为样本外误差（extra-sample error）。

可随后，作者们又引入了一个新的概念，叫样本内误差（in-sample error），这个概念的

核心在于刻画噪声的影响。训练集的数据中既包含由潜在的概率分布所决定的确定部分，也

包含受噪声干扰产生的随机部分。在训练过程中，模型  将不可避免地把噪声的一部分随

机特性也纳入建模的范畴。如果考虑噪声的影响，那么即使当训练数据的自变量不变，它的

因变量也会受发生变化。从这个角度来理解，训练数据集就是一个样本，它对应的总体是自

变量固定时因变量所有可能的取值。利用样本训练出的模型  在样本上的表现和在总体上

的表现之间的差值，就是所谓的样本内误差。

看到这里你可能发现了，这个样本内误差纯粹是统计学家想象出来的概念。但好在经过一番

处理之后，对测试误差的估计可以转化成对样本内误差的估计，让这个概念终于找到了它能

够发光发热的场景。进一步简化的话，由于训练误差是已知的，所以对样本内误差的估计又

可以转化成对它和训练误差之间的差值的估计，这个差值在《统计学习基础》中被称为乐观

度（optimism）。

对于线性模型等特殊形式的模型，乐观度可以以解析式来表示，并且直接取决于模型中参数

的数目，这时就可以根据赤池信息量准则（Akaike Information Criterion, AIC）或者贝叶

斯信息量准则（Bayesian Information Criterion, BIC）来指导模型选择。说白了，在这个

理论框架下，模型选择就是计算有效参数的数目。

上面的理论估计虽然严谨，却也太过复杂。在工程上处理误差时哪里需要这喋喋不休的推

导，直接用数据模拟就什么都出来了。更通用的验证方法是直接估计样本外误差，估计的手

段则是数据的重采样（re-sampling），充分利用有限的数据来估算模型的泛化性能，这也

是实际应用中的惯常技巧。

模型在验证集上的性能是模型选择和评估的依据。无论使用什么样的重采样策略，验证集都

需要满足一个基本要求，就是不能和训练集有交集。模型本身就是在训练集上拟合出来的，

如果再用相同的数据去验证的话，这种既当运动员又当裁判员的做法就缺乏说服力了。所以

在划分时，最基本的原则就是确保训练集、验证集和测试集三者两两互不相交。

除了互不相交之外，另一个需要注意的问题是训练 / 验证 / 测试中样例分布的一致性，也

就是三个集合中正例和负例的比例应该大致一致，避免在数据集之间出现不平衡。如果训练
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集和验证集中的样例分布相差较大，这种分布差异将不可避免地给性能的估计带来偏差，从

而模型选择造成影响。

做老师的都知道，一次考试中的学生成绩应该是近似满足正态分布的，所以在评估教学效果

时，学生样本的构成就至关重要：如果选的都是成绩较好的学生，那他们在自习室自学的效

果可能还比上课更好；如果选的都是成绩较差的学生，那即使老师再苦口婆心掰开揉碎也可

能白费功夫。这两种情况的共同特点就是都不能真实反映教学质量。只有当学生样本的构成

也是两头尖中间宽的纺锤形时，评估的结果才能忠实于实际情况，具有参考价值。

想要充分利用有限的数据，必须在训练集和验证集的划分方式，或者说验证数据的抽取方式

上做些门道。最简单直接的方法就是随机采样出一部分数据作为训练集，再采样出另一部分

作为验证集，这种方法就是留出法（hold-out）。如果机器学习过程不使用验证步骤，那

么这种划分方式就相当于拿出大部分数据做训练，剩下的全部留做测试，这也是“留出”这

个名称的含义。

留出法的一个问题是它所留出的、用于模型验证的数据是固定不变的。即使在满足分布一致

性的条件下，训练集和验证集的划分方式也并不是唯一的。把所有 ID 为奇数的数据作为训

练集和把所有 ID 为偶数的数据作为训练集，进行模型评估的结果肯定有所区别。通过留出

法计算出来的泛化误差本质上也是个随机变量，单次留出得到的估计结果就相当于对这个分

布进行一次采样，这单次采样的结果没办法体现出随机变量的分布特性。正因如此，在使用

留出法时一般采用多次随机划分，在不同的训练 / 验证集上评估模型性能再取平均值的方

式，以此来得到关于泛化误差更加精确的估计。

将留出法的思想稍做推广，就可以得到常用的  折交叉验证法（ -fold cross

validation）。  折交叉验证将原始数据集随机划分为  个相同大小的子集，并进行  轮

验证。每一轮验证都选择一个子集作为验证集，而将剩余的  个子样本用作训练集。

由于每一轮中选择的验证集都互不相同，每一轮验证得到的结果也是不同的，  个结果的均

值就是对泛化性能的最终估计值。
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>  折交叉验证示意图（ ）（图片来自维基百科）

 折交叉验证中  值的选取直接决定估计结果的精确程度。较小的  值意味着更少的数据

被用于训练模型，这将导致每一轮估计得到的结果更加集中，但都会偏离真正的泛化误差，

也就是方差较小而偏差较大。随着  的不断增加，越来越多的数据被用在模型拟合上，计

算出的泛化误差也会越来越接近真实值。但由于训练数据的相似度越来越高，训练出来的模

型也就越来越像，这就会导致在不同的验证集上产生较大的方差。

 折交叉验证一个特例是  等于原始数据集的容量 ，此时每一轮中只有一个样本被用做

测试，不同轮次中的训练集则几乎完全一致。这个特例被称为留一法（leave-one-out）。

留一法得到的是关于真实泛化误差的近似无偏的估计，其结果通常被认为较为准确。但它的

缺点是需要训练的模型数量和原始数据集的样本容量是相等的，当数据量较大时，使用留一

法无疑会带来庞大的计算开销。

除了  折交叉验证之外，另一种模型验证的方法是自助采样（bootstrap）。在学习概率论

时你肯定计算过这样的问题：一个袋子里有红球若干白球若干，从中抽出一个球查看颜色后

放回或不放回，再次抽出一个红球 / 白球的概率是多少。前面提到的  折交叉验证执行的

就是典型的不放回的重采样，在同一轮验证中某个样本要么出现在训练集，要么出现在验证

集，两者必居其一。

相比之下，自助采样执行的则是有放回的重采样。如果使用自助采样生成训练集的话，需要

每次随机从原始数据集中随机抽取一个样本并拷贝到训练集中，将这个样本放回到原始数据

集，再重复以上的步骤。这种放回重采样的方式会导致某些数据可能在同一轮验证中多次出

现在训练集内，而另一些数据可能从头到尾都没有参与到模型的训练当中。在每一轮次的自

助采样中，没有被采到的样本会作为测试数据使用。
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自助采样原理示意图（图片来自https://dzone.com/articles/machine-learning-

validation-techniques）

模型验证是模型原型设计的最后完善。一旦完成了模型验证，模型就不能再做调整了。这就

像对陶土模型做出最后的修饰定型，至于入窑烧制的效果如何就完全听天由命，出来的成品

品相不佳就只能狠心摔碎。同样的道理，即使验证之后的模型在测试集上的表现再差，也只

能打掉牙往肚子里咽。若非要调整不可，就只能重启炉灶了。

今天我和你分享了模型验证的实现思路和具体方法，其要点如下：

在机器学习中，参数（parameter）和超参数（hyperparameter）是两个不同的概念。模

型的参数是对模型的内部描述，超参数则是对模型的外部描述。对于多项式模型 

 来说，所有的  都是需要拟合的参数，而多项式的最高次数  则是超

参数。模型的验证实际上就是通过调整模型超参数来控制模型复杂度，从而找到一组预测能

力最强的模型参数。

模型验证的作用是选择最佳模型并确定其性能；

对数据的重采样可以直接实现对样本外误差，也就是泛化误差的估计；

 折交叉验证是无放回的重采样方法；k

自助采样是有放回的重采样方法。

f(x) = ∑
i=0

N
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关于参数和超参数之间的关系，你可以查阅相关的文献，并在这里留下你的理解。
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林彦
2018-06-19

 3

超参数无法靠模型的数据训练直接获取。经常根据经验或系统的推荐在模型训练前手动设
置，比如文中提到多项式的次数N，各种KXX模型中的K，学习速率，训练次数等。超参数
会决定模型的属性(如复杂度)和训练的过程。在参数取值的数量无限时，超参数还无法用最
优化算法找到最优解。可以用随机搜索，贝叶斯优化等方法尝试寻找更优的超参数，计算
开销一般都比较大。 …
展开

作者回复: 总而言之，超参数得人为设置，再用验证集去测。

精选留言 (8)  写留言



zc
2018-06-19

 3

老师，什么时候上python实例代码？

展开

作者回复: 介绍具体模型是就有代码了，主要是对第三方库的使用。

Haley_Hu
2018-09-24

 1

参数是模型训练出来得到的结果，超参数需要手动去设置。比如神经网络里面的层数等

作者回复: 没错👍

韶华
2018-06-19

 1

有没有根据数据量大小设置训练集，验证集和测试集的比例建议？另外没有验证集的话，
会有哪些潜在问题？

作者回复: 一般的比例是2:1:1或者1:1:1。 

没有验证集就不能调超参数，不能做模型选择。只是在训练集上最优化出来的模型可能有过拟合

的风险。

Kudo
2018-12-20



这几节课容都很棒啊，解决了我很多的疑问。老师，我有几个疑问： 
 
疑问1：如果把超参也当作参数看待，那参数模型会不会就变成非参数模型了？例如我们把
多项式回归当中的阶数当作超参去调节时，模型的参数量就会随超参的改变而变得不固定
了。 …
展开



dreamintim...2018-11-09 

老师，为啥k折交叉验证，k越大，验证集方差就会越大？

展开

作者回复: 因为k越大，使用的训练数据越多，出现过拟合的可能性也越高。这样的模型可能学到

训练数据中的干扰和噪声特性，在单独划分出的验证集上未必有好的表现。当然这也不是一定之

规，每个具体问题都会有一个方差最优的k值，方差也就会先下降再上升。

Haley_Hu
2018-09-24



参数是通过模型训练数据得到的，而超参数是人为手动设置的，比如神经网络里面的layer
等

林彦
2018-06-19



超参数是模型更宏观的属性。参数是超参数，模型类型等宏观属性和训练过程属性确定
后，训练出来的模型个体的属性，据此实现一个具体的模型对象。




