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性能测试概述

性能测试是指借助自动化的测试工具或代码，通过多线程的方式模拟高并发下的多

种正常、峰值以及异常用户量负载情况，观察系统的各项性能指标和监控状况是否达

标。

性能测试是对系统的处理能力和存在风险的综合评估，包括硬件、网络、软件、技

术架构、业务逻辑等多方面内容，对知识的储备量、知识宽度、人的分析和思考能力等

要求较高。

很多人觉得测试入门简单，想精深和全面掌握，也是需要不断积累和实践才行的。
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不同角色对性能理解
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性能测试关注主要指标

系统

指标

资源

指标

CPU

内存

IO

网络

并发用户数

响应时间

每秒事务数

事务成功率
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4个最常用系统指标说明

阐述这些指标时，是要基于一定的前置条件才有意义，比如：系统的某个接口或者功能，在
什么业务场景、基于多少数据量、多少并发用户量情况下，去观察统计其系统吞吐量和响应时间
是多少，事物成功率能达到多少，CPU、内存、磁盘IO、网络IO使用情况如何

• 全称为Virtual user，虚拟用户数，也叫并发用户数

• 通常情况下，用一个线程或者一个进程执行脚本函数来模拟一个真实用户访问系统的行为

• 通过多线程来模拟不同用户对系统持续性访问造成的压力
VU

• 全称为 Transactions per second，每秒事物数

• TPS是衡量系统处理能力的重要指标，一个页面、一个接口、一个业务流都可以当做一个事物

• 和QPS（query per second）含义类似
TPS

• 全称为Response time，响应时间

• 响应时间是衡量系统处理快慢的重要参考指标，关系到用户的直观使用体验，一般统计的是页面、接口、

交易或者一个完整流程的耗时
RT

• 全称为 Success Rate，成功率

• 成功率是衡量系统稳定性的重要参考指标，一般要求在99%以上SR
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响应时间“2-5-8原则”

所谓“2-5-8原则”,是指用户面对系统的不同响应速度时的直观感受和行为。它是我们开展性

能测试评估系统速度的一个行业通用参考值

< 2秒

2-5秒

5-8秒

> 8秒

• 用户能够在2秒以内得到响应时，会感觉系统的

响应很快

• 会感觉系统的响应速度一般

• 会感觉系统的响应速度很慢，但是还可以接受

• 会感觉系统糟透了，或者认为系统已经失去响应，

而选择离开这个应用，或者发起第二次请求
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性能测试测什么

问题诊断

能力验证

容量规划

性能调优

基准测试

基
础

扩
展

回
归

性能测试 ≠ JMeter 或 LR

性能测试 ≠代码和脚本

性能测试是要站在全系统的
角度做分析和评估，工具只
是其实施压力的手段
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性能测试类型-日常要求

1、基准测试（实现对一类测试对象的某项性能指标进行定量的和可对比的测试）

2、负载测试（在期望性能指标内，系统承受的最大用户数）

3、压力测试（系统处于失效前，承受的最大用户数，如错误率超过上限、超时率或响应时间超过

上限，同时分析曲线拐点来分析系统瓶颈）

4、并发测试（压力通过积攒到指定的线程数后瞬间释放，通过集合点策略实现）

5、稳定性测试（大压力比如最大用户数、长时间测试比如8小时或24小时，检测系统处理能力响

应时间成功率等稳定性、是否有内存泄露等）

6、数据量测试（大数据量测试，一般指定时程序的触发，程序的并发不是由工具决定的，而是由

程序本身的机制决定的，所以这种情况使用单线程测试即可）
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性能测试类型-全面要求

负载测试：检验系统在给定负载下的性能表现、资源利用情况、是否达到预期性能指标等，通常并不强调系统的瓶颈。通常需要测

试现有负载和预期负载下的性能表现，并进行对比分析。

压力测试：对特定的软硬件环境不断施加“压力”，测试系统在压力情况下的性能表现，通过确定一个系统的瓶颈或者不能接受的

性能点（系统崩溃点），来获得系统能提供的最大服务级别的测试。

稳定性测试：通过给系统加载一定的业务压力的情况下，让应用持续运行一段时间，测试系统在这种条件下是否能够稳定运行。一

般让系统处于峰值压力下，进行8-10小时的测试。

容量测试：在已确定的环境下 (软件环境、硬件设备、网络条件、基础数据等)、且满足一定条件（比如交易响应时间）的情况

下，获取应用系统的最大处理能力。

疲劳强度测试：在稳定性测试的基础上增加一定比例的压力（一般在可接受最大用户数的基础上增加20%的压力）运行24-72小时。

大数据量测试：通常是针对某些系统存储、传输、统计、处理等业务进行大数据量的综合测试，如银行业务系统中的批处理业务

（日终批、联机批），主要关注处理时间窗口是否满足要求。

失效恢复测试：针对有冗余备份和负载均衡的待测系统，检验如果系统发生局部故障，用户是否能够继续使用系统；以及如果这种

情况发生，用户将受到多大程度的影响（如交易响应时间是否在可接受的范围内）。

配置对比测试：通过调整系统软/硬件配置，了解不同环境对系统性能的影响，找到系统各项资源的最优分配原则，一般用于性能

调优和系统规划。
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性能测试开展时机

开展性能

测试时间

节点

临上线前

线上发现

性能问题

时

监管机构

检查前

新旧版本性

能比对

业务增长

迅速时

服务器采

购与资源

分配指导

技术方案

选型时 红色：被动滞后型
蓝色：主动规划型
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性能测试实施流程

项目启动

系统调研

需求分析

计划方案

(评审)

环境搭建

数据准备

场景设计

脚本编写

(评审)

测试执行

测试分析

测试报告

(评审)

测试总结

测试实施流程

按照流程规

范执行落地

在实践中迭

代优化流程

与规范
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性能测试实施参考模板
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需求调研关注什么？

找谁调研？

调研什么？如何调研？
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找谁调研？

• 当前及1-3年业务指标

• 业务架构

• 历史运营数据

• 业务发展趋势

产品经理

• 技术架构

• 技术特征

• 中间件及服务组件技术经理

• 系统环境配置

• 网络拓扑

• 服务器资源监控历史数据系统管理员
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如何调研？

沟通询问

专业引导

二次分析
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性能需求统计维度

并发用户量

A、日常访问量（当前）

B、峰值访问量（当前）

C、极限承受量（当前）

6个月后的指标

3年后的指标

业务数据量

当前线上系统数据量

6个月后的需求量

3年后的需求量

参考文档

系统架构图

业务架构图

技术架构图

网络拓扑图

接口文档

数据库表结构

技术特征

协议类型

报文格式

同步异步

是否mock

注册用户数
在线用户数
交易用户数
日活量
月活量
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性能测试准备工作

性能环境

线上和测试服务器配置对比表

性能测试服务器准备及环境搭建

性能测试压力机准备及工具安装

铺底数据来源

线上脱敏（运维）

通过Sql造假数据（开发）

通过接口（性能测试）

业务场景

业务构成及比例

业务交易操作路径

用户角色构成及比重

性能测试覆盖类型

业务及系统指标1、线上和测试环境尽量保持配置等同或者等比例
缩小；
2、服务器搭建后开发要调整常用的参数配置，和
线上环境保持一致，比如jvm参数、线程池、连接
池、日志级别、数据库SGV等参数设置
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准备数据的几种方式对比
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性能测试环境要求

• 应该有独立的性能测试环境，不得有其它应用干扰，以免影响性能测试结果的正确性独立性

• 测试所用硬件环境（硬件类型、cpu数量、内存大小等）要尽量与生产环境一致。若不一

致，最好按统一的比例进行缩放。硬件一致

• 测试所用软件环境（操作系统、数据库、中间件等）要与生产环境相一致（包括版本号、

补丁号等）。软件一致

• 测试环境中的应用部署模式（如web服务器、应用服务器、数据库服务器是否分离部署）

和网络环境（包括网络拓扑结构、网络参数等）要与生产环境相一致。部署一致

• 测试环境应该是稳定的、可重复的，以保证能够得到正确的、可重复的以及可理解的测试

结果。稳定可重复
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线上线下差异性因素及影响

机器配置

与网络环

境差异性

数据量与

数据真实

度差异性

压力时长

与流量分

布差异性

业务场景

复杂度差

异性

非等同环境或等比例缩
小环境，无法评估或无
法折算成线上环境真实
处理能力

影响



流程IT  内部资料 不可外传

目录

性能测试基础知识

性能测试需求调研

注意事项及问答



流程IT  内部资料 不可外传

性能测试开展思路

• 开发引入的技术框架和技术原型，需要对其性能、负载、容量做验证

• 不要等产品要临发布前或发布后才开展，遇到大的性能问题再修改就会牵一发而动全身，甚至必须重构才能解决性能瓶颈，代

价太大。所以压力测试在大的发版前一两周才启动，很难进行充分准备，而且执行过程中遇到问题解决难度和耗时都很大。
应更早介入

• 性能测试需要采用隔离法，对不同的服务瓶颈进行阶段性性能评估

• 独立的服务需要进行性能评估，集成的整个系统也需要做性能评估先单点后全链路

• 领导层重视，统筹把控，对性能测试重视，成立专门小组

• 站在全行角度去引入测试工具和测试框架，规范化标准化，性能测试资产能复用体系化标准化

• 性能测试应该和功能回归测试一样常态化，持续性、自动化开展性能基准测试，一旦有问题，立即发现、立即解决，避免问题

积累后成为大的毒瘤难以清除自动化常态化
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统一规范减少非技术问题

统一规范

和标准

统一工具

版本与配

置

脚本工程

标准化

脚本模板

化

持续集成

或平台化
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脚本编写要求

脚本

编写

要求

1、必须遵照真实的业务流程及操作路径进行脚本录制或脚本编写（确保脚本正确性）

2、测试数据的丰富性和随机性（让场景数据更贴近真实性）

3、添加必要的检查点（返回报文结果检查，只需要检查最核心的内容）

4、并发测试必须添加集合点（模拟瞬时压力，比如秒杀场景）

5、增强脚本并提升脚本的执行健壮性（健壮的脚本能确保容错性，特别是长时间执行时）

6、确保性能测试脚本的简洁性（复杂的配置会耗费资源，特别是大并发时尤其明显）
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聚合报告指标详解
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性能常见问题梳理

序号 问题分类 问题描述
1

数据库

部分表缺失索引

2 部分接口传入字段非索引字段

3 连接池配置存在问题导致连接数上不去

4 当一个商户下有多用户并发时行锁导致任务线性排队

5

应用

唯一id生成函数在并发下会有重复值

6 单接口逻辑处理响应时间过长导致吞吐量上不去

7 使用了线程不安全的集合类导致代码抛异常错误

8 内存泄露问题，线程池在执行处理时，处理不够及时，导致Task任务阻塞，产生了大量的
FutureTask对象，占用了过多的内存无法释放。

9

日志

日志级别设置问题（ALL、TRACE、DEBUG、INFO、WARN、ERROR、FATAL、OFF）

10 日志打印方式设置问题（stdout、file）

11 日志文件没有切分导致太大后写入缓慢

12
网络

数据库连接没有释放导致端口几分钟内被用完

13 网络内核参数设置问题导致端口释放不及时



流程IT  内部资料 不可外传

学习参考地址-百度云盘学习视频分享

百度云盘JMeter学习视频分享
链接：https://pan.baidu.com/s/1_9lvQ5jXOGM4dSfux30_bQ 

提取码：4qv5 
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学习参考地址-公司wiki学习地址

公司confluence学习地址
http://confluence.midea.com/pages/viewpage.action?pageId=21466592

http://confluence.midea.com/pages/viewpage.action?pageId=17865945

http://confluence.midea.com/pages/viewpage.action?pageId=21466592
http://confluence.midea.com/pages/viewpage.action?pageId=17865945
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Q&A

问答时刻
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THANKS


