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use neural networks to model high-dimensional discrete distributions; learn word embedding and probability
function at the same time
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e Skip-gram: works well with small amount of the training data, represents well even rare words or
phrases.

e CBOW: several times faster to train than the skip-gram, slightly better accuracy for the frequent words

This can get even a bit more complicated if you consider that there are two different ways how to train the
models: the normalized hierarchical softmax, and the un-normalized negative sampling. Both work quite
differently.
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http://colah.github.io/posts/2015-08-Understanding-LSTMs/
http://arunmallya.github.io/writeups/nn/lstm/index.html#/
http://www.wildml.com/

