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目前互联网软件应用可以说是最主流的软件应用了，相应的，互联网分布式架构也成为最主

要的系统架构方案。这个模块主要讲的就是互联网架构的一些知识内容，互联网架构技术关

键点有很多，我在专栏中也试图在有限的篇幅内尽量多地覆盖这些技术关键点，但是依然有

很多关键技术点未能展开讲述，文章中很多思考题其实也都是分布式系统的关键技术点，我

在这里再进行一些回顾和补充。

专栏 22 篇分布式缓存架构的思考题

我们讲 Memcached 路由算法讲到余数 Hash 算法，但是，这种算法在 Memcached 

服务器集群扩容，也就是增加服务器的时候，会遇到较大的问题，问题是什么呢？应该

如何解决？
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分布式缓存将多台服务器构建成一个集群，共同对外提供缓存服务，那么应用程序在读写缓

存数据的时候，如何知道自己应该访问哪一台服务器呢？答案就是缓存路由算法，通过缓存

路由算法计算得到缓存服务器的编号，进而和该服务器通信，读写缓存数据。

比较简单的路由算法就是余数 Hash 算法，利用 key 的 Hash 值对服务器列表长度取模，

根据余数就可以确定服务器列表的下标。

比如说，缓存服务器集群中有 3 台服务器，根据 Key 的 Hash 值对 3 取模得到的余数一定

在 0、1、2 三个数字之间，每一个数字都对应着一台服务器，根据这个数字查找对应的服

务器 IP 地址就可以了。

使用余数取模这种方式进行路由计算非常简单，但这种算法有一个问题，就是当服务器进行

扩容的时候会出现缓存无法命中的情况。比如说我们当前的服务器集群有 3 台服务器，当

增加 1 台服务器的时候，对 3 取膜就会变成对 4 去取模，导致的后果就是以前对 3 取模的

时候写入的缓存数据，对 4 取模的时候可能就查找不到了。

我们添加服务器的主要目的是提高缓存集群的处理能力，但是不正确的路由算法可能会导致

整个集群都失效，大部分缓存数据都查找不到。

解决这个问题的主要手段是使用一致性 Hash 算法。一致性 Hash 首先是构建一个一致性 

Hash 环的结构。一致性 Hash 环的大小是 0 到 2^32-1，实际上就是我们计算机中无符号

整型的取值范围，这个取值范围 0 和最后一个值 2^32-1 首尾相连，构成了一个一致性 

Hash 环。



然后我们将每个服务器的节点的 Hash 值放到环上，每一次进行服务器查找路由计算的时

候，都是根据 Key 的 Hash 值顺时针查找距离它最近的服务器的节点。通过这种方式，

Key 不变的情况下找到的总是相同的服务器。这种一致性 Hash 算法除了可以实现像余数 

Hash 一样的路由效果以外，对服务器的集群扩容效果同样也非常好。

扩容的时候，只需要将新节点的 Hash 值放到环上。比如图中的的 NODE3 放入环上以

后，只影响到 NODE1 节点，原来需要到 NODE1 上查找的一部分数据改为到 NODE3 上

查找，其余大部分数据还能正常访问。



但是一致性 Hash 算法有一个致命的缺陷。Hash 值是一个随机值，把一个随机值放到一个

环上以后，可能是不均衡的，也就是说某两个服务器节点在环上的可能距离很近，而和其它

的服务器距离很远，这个时候就会导致有些服务器的负载压力特别大，有些服务器的负载压

力非常小。而且在进行扩容的时候，比如说加入一个 NODE3，影响的只是 NODE1，而实

际上加入一个服务器节点的时候，是希望它能够分摊其他所有服务器的一部分负载压力。

实践中，我们需要使用虚拟节点对算法进行改进。也就是说当把一个服务器节点放入到一致

性 Hash 环上的时候，并不是把真实的服务器的 Hash 值放到环上，而是将一个服务器节点

虚拟成若干个虚拟节点，把这些虚拟节点的 Hash 值放到环上去。在实践中通常是把一个服

务器节点虚拟成 200 个虚拟节点，然后把 200 个虚拟节点放到环上。Key 依然是顺时针的

查找距离它最近的虚拟节点，找到虚拟节点以后，根据映射关系找到真正的物理节点。



通过使用虚拟节点的方式，物理节点之间的负载压力相对比较均衡。加入新节点的时候，实

际上是加入了 200 个虚拟节点，这些虚拟节点随机落在环上，会对当前环上的每个节点都

有影响，原来的每个节点都会有一小部分数据访问落到新节点上。这样，既保证大部分缓存

能够命中，保持缓存服务的有效性，又分摊了所有缓存服务器的负载压力，达到了集群处理

能力动态伸缩的目的。

第 25 篇数据存储架构思考题

分布式架构的一个最大特点是可以动态伸缩，可以随着需求变化，动态增加或者减少服

务器。对于支持分片的分布式关系数据库而言，比如我们使用 MYCAT 进行数据分片，

那么随着数据量逐渐增大，如何增加服务器以存储更多的数据呢？如果增加一台服务

器，如何调整数据库分片，使部分数据迁移到新的服务器上？如何保证整个迁移过程快

速、安全？

上面我们讨论了缓存集群增加服务器的解决方案，对于分布式关系数据库而言，也需要增加

服务器以增强集群负载处理能力。

和缓存的情况不同，缓存如果有部分数据不能通过缓存获得，还可以到数据库查找。上述的

一致性 Hash 算法也确实会导致小部分缓存服务器中的数据无法被找到，但是大部分缓存数

据能够找到，这样是不影响缓存服务正常使用的。

但如果分布式关系数据库中有数据无法找到，可能会导致系统严重故障。因此分布式关系数

据库集群扩容，增加服务器的时候，要求扩容以后，所有数据必须正常访问，不能有数据丢

失。所以数据库扩容通常要进行数据迁移，即将原来服务器的部分数据迁移到新服务器上。

那么哪些数据需要迁移呢？迁移过程中如何保证数据一致呢？

实践中，分布式关系数据库采用逻辑数据库进行分片，而不是用物理服务器进行分片。

比如 MySQL 可以在一个数据库实例上创建多个 Schema，每个 Schema 对应自己的文件

目录。数据分片的时候就可以以 Schema 为单位进行分片，每个数据库实例启动多个 

Schema。进行服务器扩容的时候，只需要将部分 Schema 迁移到新服务器上就可以了。

路由算法完全不需要修改，因为分片不变，但是集群的服务器却增加了。



而且因为 MySQL 有主从复制的能力，事实上，在迁移的时候，只需要将这些 Schema 的

从库配置到新服务器上，数据就开始复制了，等数据同步完成，再将新服务器的 Schema 

设置为主服务器，就完成的集群的扩容。

第 21 篇分布式架构的思考题

互联网应用系统和传统 IT 系统面对的挑战，除了高并发，还有哪些不同？

这个问题其实是分布式架构知识点的总结，互联网需要解决的技术问题是什么，解决方案是

什么，带来的价值是什么，都在其中了。

互联网应用因为要处理大规模、高并发的用户访问，所以需要消耗巨大的计算资源，因此采

用分布式技术，用很多台服务器构成一个分布式系统，共同提供计算服务，完成高并发的用

户请求处理。

除了高并发的挑战，互联网应用还有着高可用的要求。传统的企业 IT 系统是给企业内部员

工开发的。即使是服务外部用户的，但是只要企业员工下班了，系统就可以停机了。银行的

柜员会下班，超时的收银员会下班，员工下班了，系统就可以停机维护，升级软件，更换硬

件。

但是互联网应用要求 7*24 小时可用，永不停机，即使在软件系统升级的时候，系统也要对

外提供服务。而且一般用户对互联网高可用的期望又特别高，如果支付宝几个小时不能使



用，即使是深夜，也可能会引起很大的恐慌。

而一个由数十万台服务器组成，为数亿用户提供服务的互联网系统，造成停机的可能性又非

常大，所以需要在架构设计的时候，专门，甚至重点考虑系统的高可用。关于高可用的架

构，我主要在第 29 篇高可用架构一篇进行了讨论。

互联网应用，除了高并发的用户访问量大，需要存储的数据量也非常大。淘宝有近十亿用

户、近百亿商品，如何存储这些海量的数据，也是传统 IT 企业不会面对的技术挑战。关于

海量数据的存储技术，我主要在25 篇数据存储架构进行了讨论。

有了海量的数据，如何在这些数据中快速进行查找，我在26 篇搜索引擎架构进行了讲

解。如何更好地利用这些数据，挖掘出数据中的价值，使系统具有智能化的特性，我在

31 篇大数据架构中进行了讨论。

传统企业 IT 系统部署在企业的局域网中，接入的电脑都是企业内部电脑，因此网络和安全

环境比较简单。而互联网应用需要对全世界提供服务，任何人在任何地方都可以访问，当有

人以恶意的方式访问系统的时候，就会带来安全性的问题。

安全性包含两个方面，一个是恶意用户以我们不期望的方式访问系统，比如恶意攻击系统，

或者黄牛党、羊毛党通过不当方式获利。另一个是数据泄密，用户密码、银行卡号这些信息

如果被泄漏，会对用户和企业都造成巨大的损失。30 篇安全性架构讨论的就是这方面的

内容。

传统的 IT 系统一旦部署上线，后面只会做一些小的 bug 修复或者特定的改动，不会持续对

系统再进行大规模的开发了。而互联网系统部署上线仅仅意味着开始进行一个新业务的打

样，随着业务的不断探索，以及竞争对手的持续压力，系统需要持续不断地进行迭代更新。

如何使新功能的开发更加快速，使功能间的耦合更加少，需要在软件设计的时候进行考虑，

这其实是专栏第二个模块软件的设计原理主要讨论的内容。而在架构模块，主要是在第 

23 篇异步架构以及27 篇微服务架构进行了探讨。

互联网现在已经进入泛互联网时代，也就是说，不是只有互联网企业才能通过互联网为用户

提供服务，各种传统的行业，所有为普通用户提供服务的企业都已经转向互联网了。可以说
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互联网重构了这个时代的商业模式，而以分布式技术为代表的互联网技术也必然重构软件开

发与架构设计的技术模式。
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