
28 | 微服务容器化运维：微博容器运维平台DCP
2018-10-25 胡忠想

从0开始学微服务 进入课程

讲述：胡忠想
时长 12:44 大小 5.84M

微服务容器化运维系列的前两期，我给你详细介绍了微服务容器化后如何运维的几个关键问

题：镜像仓库、资源调度、容器调度、服务编排，这些问题的产生都是因为微服务部署的节

点从一台台物理机或者虚拟机变成了一个个容器，运维模式发生了根本性的变化。此时，容

器运维平台也就应运而生。

微博的业务从 2013 年就开始进行容器化，2015 年为了应对春晚以及突发热点事件带来的

峰值流量，开始引入阿里云；同时也为了适应业务的发展和运维方式的变化，在 2015 年底

开始研发新的容器运维平台 DCP。今天我就和你聊聊微博容器运维平台 DCP，我会讲讲一

个真实的容器运维平台是如何建设的，在建设过程中面临了哪些问题，以及对应的解决方

案，希望可以让你对容器运维平台的架构有所了解，并提供一些经验可供借鉴。

DCP 整体架构
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首先我们先来看看 DCP 的架构设计，从下面这张架构图你可以看到，DCP 的架构主要分为

四个部分：基础设施层、主机层、调度层、编排层，对应的分别解决前面提到的容器运维平

台建设的几个关键问题：基础设施层用于解决镜像仓库的问题，主机层主要解决如何进行资

源调度的问题，调度层主要解决容器如何在资源上创建的问题，编排层主要解决容器如何运

作以对外提供服务的问题。下面我们来看各层的详细设计。

基础设施层

DCP 中基础设施层主要用于提供各种基础设施，以保证其他层功能的正常运行。通常来

讲，主要包括以下几个基础组件：用于存放容器镜像的镜像仓库、提供监控服务的监控中

心、实时监控系统容量以便于自动扩缩容的容量评估系统以及容器创建后，如何加入线上服

务的服务发现组件，其中镜像仓库是 DCP 最核心的基础组件。

正如专栏第 26 期我讲的那样，DCP 以开源镜像仓库 Harbor 为基础搭建了私有的镜像仓

库，不过由于微博业务的特征，为了应对随时可能到来的突发峰值流量的冲击，需要随时随

地能够扩容服务池。但在内网冗余度不足的时候，也不得不借助公有云来实现，因此服务不

仅在内网私有云上有部署，在阿里云上也有部署，这样的话从阿里云申请的主机也需要从镜

像仓库中拉取镜像。此时，如果镜像仓库只在内网部署的话，就需要跨专线去拉取镜像，但

如果上百台服务器同时拉取镜像，带宽占用很可能达到上百 G，由于专线带宽是有限的，

http://time.geekbang.org/column/article/42167


显然这样不可取。为此，正确的做法就像下图中那样，在阿里云机房也部署一套镜像仓库，

并且通过 Harbor 的主从复制机制与内网的镜像仓库保持同步。同时，为了做到负载均衡，

每个机房内部都部署了多个 Harbor 节点，内网节点访问内网镜像仓库会通过 LVS 进行负

载均衡，阿里云上节点访问阿里云镜像仓库会通过 SLB 进行负载均衡，以满足镜像仓库的

带宽需求。

主机层

DCP 中主机层的功能主要是为了完成资源的调度，也就是针对不同的集群，完成主机的创

建、成本的管理以及配置初始化工作，也叫 Pluto 层。前面提到过微博业务不仅在内网私

有云上有部署，而且在阿里云上也有部署，为此 Pluto 需要适配不同底层提供的创建主机

的 API，进行成本核算并且进行配置初始化操作。Pluto 层的架构你可以参看下图，我来详

细讲一下。
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1. 主机创建

Pluto 在创建主机时，主要有两个来源，一个是内部物理机组成的共享池，一个是调用阿里

云 API 创建 ECS。其中共享池内的资源主要来源于两部分：一部分是冗余度高的服务池缩

容部分主机加入到共享池；一部分是在线业务和离线计算互相补充，比如白天在线业务需要

的机器多，而离线计算的任务主要运行在凌晨，这时候就可以在白天把离线计算的集群的部

分机器加入到共享池给在线业务使用，而在晚上业务低峰期把在线业务的部分机器加入到共

享池给离线计算任务使用。而使用阿里云创建 ECS，主要是在共享池内的资源不足的情况

下，比如有突发热点事件到来，各个服务池都需要紧急扩容，这时候共享池内的资源就不足

以应对了。而使用阿里云 API 创建 ECS 会受到阿里云 API 的各种限制，下面我列举几个微

博在使用阿里云创建机器时所遇到的问题，你就可以理解主机创建的复杂性所在了。

由于阿里云 API 对单账户的调用有并发限制，所以实际业务在创建阿里云 ECS 上时，不

能上百台同时创建，一般要控制在几十台的规模左右，如果这个时候业务需要创建上百台

机器该怎么做呢？那就需要采取队列机制，来控制机器创建的速度。下面这张图就描述了

微博在使用阿里云创建 ECS 时的解决方案，在实际创建 ECS 时，不会立即调用阿里云

API，而是把节点创建任务先放到一个 DB 队列中，然后再通过一个线程定时从 DB 队列

中获取创建任务，每次只创建几十台，这样的话就不会触发阿里云 API 对单账号调用的

并发限制。



2. 成本管理

除了有单账户调用的并发限制，还会有可用区的库存限制、安全组库存限制以及 vSwitch

库存限制，所以在实际使用阿里云 API 创建 ECS 时，当机器规模较大，如果直接指定使

用某个可用区、安全组和 vSwitch，就可能因为库存原因导致创建失败。微博一开始就使

用了这种方案，但在突发峰值流量来临时，往往要创建几百台甚至上千台的阿里云

ECS，为此经常会因为以上限制导致创建失败。后来针对可用区、安全组以及 vSwitch

都做了多可用区、多安全组以及多 vSwtich 配置，在出现库存不够时，就自动切换到别

的地方来创建，极大提高了大规模 ECS 创建的成功率。



无论是从共享池内创建的机器，还是调用阿里云 API 创建的 ECS，都是有成本的，为此必

须对机器的数量以及使用时长进行记录，以便进行成本管理。

以阿里云的 ECS 为例，又分为按量付费、按月付费以及按年付费，可以按照以下方式来进

行管理。

3. 配置初始化

主机创建完成后，还要进行一些基础软件的安装以及配置修改等工作，这就是配置初始化的

过程。以阿里云创建的 ECS 为例，如果短时间内创建了上千台 ECS，这个时候配置初始化

的工作量会非常大，需要同时给上千台 ECS 下发配置文件并安装基础软件，同时还需要记

录每台 ECS 的初始化状态到 DB，以便查询是否初始化成功。下图描述了初始化的过程，

DCP 在进行主机配置初始化时，会通过 Ansible 向所有主机下发配置文件和基础软件，并

通过自定义 callback queue，把每台主机的初始化状态异步写入到 DB 中，避免上百台机

器同时并发写入 DB 造成死锁。

按量付费。按照使用时长，以秒为单位计费，适合突发流量到来临时需要扩容部分机器时

使用，所以需要记录每台 ECS 从调用 API 创建成功到销毁所使用的时长。

按月付费。这种比较适合短期业务需要使用机器的场景，比如微博曾经在奥运会期间扩容

过大量包月付费的机器，以应对奥运会期间带来的流量上涨。需要注意的是，这种机器到

了月底会自动销毁，所以如果还有使用需要的话，需要及时续费。

按年付费。这种比较适合需要长期在阿里云上部署的业务，比如有一些新的业务因为业务

发展比较快，采用传统自采机器部署的话，由于采购周期比较长不适合业务发展，所以使

用公有云更为合适。
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调度层

DCP 中调度层的主要功能是在可用的主机上创建容器。由于微博业务早在 2013 年就开始

进行容器化，基于当时的背景考虑，就选择了 Swarm 作为容器调度的工具，并根据自己的

业务特点在 Swarm 基础上进行二次封装，定制了自己的调度层 Roam，使其具备支持跨

IDC、高可用以及可扩展的特性。下面是 Roam 的架构，其主要工作原理是：

Swarm Manager 和 Swarm Client 节点都向 Consul 中注册，并且有一个 Active

Manager 和 Standby Manager。任何一个 IDC 内的 Active Manager 如果 down 掉

的话，Standby Manager 就会注册到 Consul 中，成为新的 Active Manager，以保证

高可用性。

当发起容器调度时，Roam 根据 IDC 参数请求 Consul，得到该 IDC 的 Swarm

Manager 信息。

Roam 访问该 IDC 内的 Swarm Manager，Swarm Manager 再访问 Consul 获取

Swarm Client 信息，并根据 Roam 传递的调度策略从 Swarm Client 中选择节点创建容

器。



编排层

DCP 中编排层的主要作用是对服务进行整合以对外提供服务，主要包括服务依赖、服务发

现以及自动扩缩容，下面我来详细介绍每一部分的具体实现。

1. 服务依赖

DCP 通过模板来管理容器的创建，一个服务如果需要进行扩容、创建容器，就必须按照模

板里定义的参数来执行，以下图描述的 DCP 里的一个扩容任务创建模板为例，通常来讲，

模板里定义的参数主要包括几个部分：任务的名称、机器的配置、任务依赖、任务详细配置

（包括调用阿里云 API 创建 ECS 时的可用区、安全组参数等），其中任务依赖的配置项

是：

它的含义是执行这个扩容任务时，会自动执行 ID 为 1707061842070000 和

1703271821000000 的扩容任务，并且按照每扩容 10 台容器分别扩容 2 台和 3 台依赖容

器的比例来执行。

1

2

{"Sid":1707061842070000,"Ratio":0.2,"ElasticCount":0}
{"Sid":1703271821000000,"Ratio":0.3,"ElasticCount":0}

复制代码



2. 服务发现

微博的业务场景主要包含两种服务，一种是 HTTP 服务，一种是 Motan RPC 服务，他们

分别使用了不同的服务发现方式。

HTTP 服务。考虑到传统的基于 Nginx 的配置 Reload 机制实现的服务发现方式，在高

并发访问的情况下，会导致吞吐量下降 10% 左右，如果业务频繁变更的话，就会受到影



3. 自动扩缩容

DCP 系统实现自动扩缩容主要依靠的是容量决策支持系统，由容量决策支持系统来实时监

控系统的容量。如下图所示，一旦容量决策支持系统检测到某个服务需要进行扩容，就会创

建扩容任务，Config Watcher 会监控到扩容任务，并通知 CronTrigger 有调度策略变

更。CronTrigger 接到扩容任务，就会调用 Scheduler 来具体执行扩容。同时还可以通过

API 来修改、查询扩缩容的信息，也可以通过 UI 来操作。

响。为此，DCP 在实际业务中基于 Nginx 和 Consul 研发了一种可行的解决方案nginx-

upsync-module，并且已经开源。

Motan RPC 服务。Motan RPC 服务在启动时，会向注册中心 Config Service 注册服

务，并且注册中心支持多 IDC 部署。像下图所描述的那样，正常情况下服务消费者会访

问同一个 IDC 内的服务提供者，并且支持在故障的时候，可以切换到其他 IDC。

https://github.com/weibocom/nginx-upsync-module
https://github.com/weibocom/nginx-upsync-module
https://github.com/weibocom/nginx-upsync-module


总结

今天我给你讲解了微博容器运维平台 DCP 的架构，主要包括基础设施层、主机层、调度层

以及编排层，并详细介绍了每一层的功能实现，以及各自承担的不同职能。下面这张图是一

次完整扩容流程，包括了资源评估、配额评估、初始化、容器调度、部署服务、服务依赖、

服务发现以及自动扩缩容等，DCP 正是通过把这些过程串联起来，实现容器运维的。



思考题

在讲到服务编排时，我提到服务之间会存在依赖关系，比如服务 A 依赖服务 B，假如此时

服务 A 的流量上涨，需要对服务 A 进行扩容，这时候有两种方案：一种方案是通过自动扩

缩容，服务 A 和服务 B 的扩容完全独立，分别按需自动扩缩容；一种方案是通过服务依

赖，扩容服务 A 之前先扩容服务 B，你认为这两种方案哪种更好？为什么？

欢迎你在留言区写下自己的思考，与我一起讨论。
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微博的热点新闻比如前几天赵丽颖结婚事件，导致微博热搜停了一会儿，请问阿忠伯是因
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为扩容的时候不及时或带宽打满等原因吗？挺期待分享一下事件的原因和处理经过的

kefeng
2018-11-10

 1

老师，DCP服务编排是基于overlay网络吗，还是underlay网络，这部分能介绍一下吗

作者回复: 我们用法比较简单，docker网络模式用的是host模式

每天晒白牙
2018-10-25
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我觉得采用方式一自动扩缩容的方式好一些，因为他们并行扩容等待时间段。如果采用方
式二，先让依赖服务B扩容，此时服务A没有扩容，来高流量依然扛不住，等B扩容结束后
再开始扩容A，相当于AB串行扩容，可能需要的时间长一些

展开

Sean Zhan...
2018-11-06



我也觉得应该按方式一，各个服务自动按需扩容，前面的服务扩容以后，如果后面的能支
撑就不用扩容，不能支撑也会自动扩容的，如果等到所有后面的服务扩容完成就晚了。

作者回复: 实际线上操作时，要考虑自动扩容的时间差问题，比如阿里云上的A服务扩容了，把流

量都引入到阿里云上，而依赖的阿里云B服务没有扩容，就会造成B服务有问题，为了做大程度不

影响线上服务我们使用的是关联扩容。

龙潜潜
2018-10-26



关于微服务划分的问题，针对同一业务域，比如user或feed，既存在来自app端的请求，
又有来自管理后台的请求。请问这种情况是设置一个微服务模块，还是区分前后端设置两
个？

明天更美好 



2018-10-26

胡老师请教个问题。分布式缓存与数据库双写有什么好的方案吗？由于性能要求，我们数
据数据全部缓存到分布式缓存中，先更新缓存在异步更新库。但是现在数据库跟缓存存在
差异。有上亿数据量，现在要迁移整个idc，并且应用不停机，求数据迁移的方案 必有重谢

展开

拉欧
2018-10-25



扩容可以自动进行，缩容可以按照服务依赖关系串行执行。如果扩容也串行执行，可能最
后执行扩容的服务已经因为流量太大搞崩了

展开




