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你好，我是胡忠想。今天我继续来给同学们做答疑，第二期答疑主要涉及微服务架构、注册

中心和负载均衡算法，需要一定的基础，如果对这些内容不了解，可以先返回专栏第 14

期、第 17 期和第 18 期复习一下。
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专栏里我主要讲的是基于 RPC 通信的微服务架构，除此之外还有一种微服务架构是基于

MQ 消息队列通信的，下面我就从这两种架构不同的适用场景来给你讲讲它们的区别。

基于 RPC 通信的微服务架构，其特点是一个服务依赖于其他服务返回的结果，只有依赖服

务执行成功并返回后，这个服务才算调用成功。这种架构适用于用户请求是读请求的情况，

就像下图所描述的那样，比如微博用户的一次 Feed API 请求，会调用 Feed RPC 获取关注

人微博，调用 Card RPC 获取微博中的视频、文章等多媒体卡片信息，还会调用 User RPC

获取关注人的昵称和粉丝数等个人详细信息，只有在这些信息都获取成功后，这次用户的

Feed API 请求才算调用成功。



而基于 MQ 消息队列通信的架构，其特点是服务之间的交互是通过消息发布与订阅的方式

来完成的，一个服务往 MQ 消息队列发布消息，其他服务从 MQ 消息队列订阅消息并处

理，发布消息的服务并不等待订阅消息服务处理的结果，而是直接返回调用成功。这种架构

适用于用户请求是写请求的情况，就像下图所描述的那样，比如用户的写请求，无论是发

博、评论还是赞都会首先调用 Feed API，然后 Feed API 将用户的写请求消息发布到 MQ

中，然后就返回给用户请求成功。如果是发博请求，发博服务就会从 MQ 中订阅到这条消

息，然后更新用户发博列表的缓存和数据库；如果是评论请求，评论服务就会从 MQ 中订

阅到这条消息，然后更新用户发出评论的缓存和数据库，以及评论对象收到评论的缓存和数

据库；如果是赞请求，赞服务就会从 MQ 中订阅到这条消息，然后更新用户发出赞的缓存

和数据库，以及赞对象收到的赞的缓存和数据库。这样设计的话，就把写请求的返回与具体

执行请求的服务进行解耦，给用户的体验是写请求已经执行成功，不需要等待具体业务逻辑

执行完成。



总结一下就是，基于 RPC 通信和基于 MQ 消息队列通信的方式都可以实现微服务的拆分，

两者的使用场景不同，RPC 主要用于用户读请求的情况，MQ 主要用于用户写请求的情

况。对于大部分互联网业务来说，读请求要远远大于写请求，所以针对读请求的基于 RPC

通信的微服务架构的讨论也更多一些，但并不代表基于 MQ 消息队列不能实现，而是要区

分开它们不同的应用场景。





要回答上面这三个问题，需要我来详细讲讲微博在使用注册中心时遇到的各种问题以及解决

方案，主要包括三部分内容。



1. 心跳开关保护机制。在专栏第 17 期，我讲过心跳开关保护机制是为了防止网络频繁抖动

时，引起服务提供者节点心跳上报失败，从而导致注册中心中可用节点不断变化，使得大量

服务消费者同时去请求注册中心获取最新的服务提供者节点列表，把注册中心的带宽占满。

为了减缓注册中心带宽的占用，一个解决方案是，只给其中 1/10 的服务消费者返回最新的

服务提供者节点列表信息，这样注册中心带宽就能减少到原来的 1/10。在具体实践时，我

们每次随机取 10%，所以对于任意服务消费者来说，获取到最新服务提供者节点列表信息

的时刻都是不固定的。在我的实践过程中，对于一个拥有上千个服务消费者的服务来说，某

个服务消费者可能长达半小时后仍然没有获取到最新的服务提供者节点列表信息。所以说这

种机制是有一定缺陷的，尤其是在服务正常情况下，心跳开关应该是关闭的，只有在网络频

繁抖动时才打开。当网络频繁抖动时，注册中心的带宽就会暴涨，可以轻松把千兆网卡的前

端机带宽打满，此时监控到带宽被打满时，就应该立即开启心跳开关保护机制。

2. 服务节点摘除保护机制。设计心跳开关保护机制的目的，就是为了应对网络频繁抖动时

引起的服务提供者节点心跳上报失败的情况。这个时候，注册中心会大量摘除服务提供者节

点，从而引起服务提供者节点信息的变化。但其实大部分服务提供者节点本来是正常的，注

册中心大量摘除服务提供者节点的情况是不应该发生的，所以可以设置一个服务节点摘除的

保护机制，比如设置一个上限 20%，正常情况下也不会有 20% 的服务节点被摘除，这样

的话即使网络频繁抖动，也不会有大量节点信息变更，此时就不会出现大量服务消费者同时

请求注册中心获取最新的服务提供者节点列表，进而把注册中心的带宽给占满。但这个机制

也有一个缺陷，就是一些异常的节点即使心跳汇报异常应该被摘除，但也会因为摘除保护机

制的原因没有从服务的可用节点列表中去掉，因此可能会影响线上服务。

3. 静态注册中心机制。心跳开关保护机制和服务节点摘除保护机制都是治标不治本的权宜

之计，不能根本解决网络频繁抖动情况下，引起的注册中心可用服务节点列表不准确的问

题。所以我们提出了静态注册中心的机制，也就是注册中心中保存的服务节点列表只作为服

务消费者的参考依据，在每个服务消费者这一端都维护着各自的可用服务节点列表，是否把

某个服务节点标记为不可用，完全取决于每个服务消费者自身调用某个服务节点是否正常。

如果连续调用超过一定的次数都不正常，就可以把这个服务节点在内存中标记为不可用状

态，从可用服务节点列表中剔除。同时每个服务消费者还都有一个异步线程，始终在探测不

可用的服务节点列表中的节点是否恢复正常，如果恢复正常的话就可以把这个节点重新加入

到可用服务节点列表中去。

当然服务消费者也不是完全不与注册中心打交道，在服务启动时，服务消费者还是需要去注

册中心中拉取所订阅的服务提供者节点列表信息，并且服务消费者还有一个异步线程，每隔

一段时间都会去请求注册中心以查询服务提供者节点列表信息是否有变更，如果有变更就会



请求注册中心获取最新的服务提供者节点列表信息。所以在有节点需要上下线时，服务消费

者仍然能够拿到最新的服务提供者节点列表信息，只不过这个节点上下线的操作，一般是由

开发或者运维人员人工操作，而不是像动态注册中心那样，可以通过心跳机制自动操作。



关于最少活跃连接算法和自适应最优选择算法，它们的含义你可以返回专栏第 18 期回顾一

下，本质上这两种算法都可以理解为局部最优解。

首先来看最少活跃连接算法，当客户端的请求发往某个服务端节点时，就给客户端同这个服

务端节点的连接数加一；当某个服务端节点返回请求结果后，就给客户端同这个服务端节点

的连接数减一，客户端会在本地内存中维护着同服务端每个节点的连接计数。从理论上讲，

服务端节点性能越好，处理请求就快，同一时刻客户端同服务端节点之间保持的连接就越

少，所以客户端每次请求选择服务端节点时，都会选择与客户端保持连接数最少的服务端节

点，所以叫作“最少活跃连接算法”。但最少活跃连接算法会导致服务端节点的请求分布不

均，我曾经在实践中见过一种极端情况，当服务端节点性能差异较大时，性能较好的节点的

请求数量甚至达到了性能较差的节点请求数量的两倍。出现这种情况，一方面会导致某些服

务端节点不能被充分利用，另一方面可能会导致请求量过高的服务端节点无法应对突发增长

的流量而被压垮。

再来看下自适应最优选择算法，一方面客户端发往服务端节点每一次调用的耗时都会被记录

到本地内存中，并且每隔一分钟计算客户端同服务端每个节点之间调用的平均响应时间，并

在下一次调用的时候选择平均响应时间最快的节点。显然这样是收益最大的，尤其是服务跨

多个数据中心部署的时候，同一个数据中心内的调用性能往往要优于跨数据中心的调用；另

一方面客户端并不是每一次都选择平均响应时间最快的节点发起调用，为了防止出现类似最

少活跃连接算法中服务端节点请求量差异太大的情况发生，把服务端节点按照平均响应时间

进行排序，找出最差的 20% 的节点并适当降低调用权重，从而达到有效减少长尾请求的目

的。

欢迎你在留言区写下自己学习、实践微服务的心得和体会，与我和其他同学一起讨论。你也

可以点击“请朋友读”，把今天的内容分享给好友，或许这篇文章可以帮到他。
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老师你好，对于MQ的架构方案有一些疑问。 
 
       以您说的“如果是赞请求，赞服务就会从 MQ 中订阅到这条消息，然后更新用户发出
赞的缓存和数据库，以及赞对象收到的赞的缓存和数据库”为例，如果是这种异步的方
式，当用户在点赞的时候，恰巧碰到作者删除了文章。用户认为点赞成功（发送完请求…
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自适应最优选择算法就是所谓的WeightedResponseTimeRule
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