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A ZenvIA AR w B R 55 B AR S5 22 FR 21 1P Y R 5y

REDIS MASTER SERVICE HOST=10.254.144.74

REDIS MASTER SERVICE PORT=6379

client = new Predis\Client(]
'scheme’ => 'tcp’,
‘host’ => getenv('REDIS_MASTER_SERVICE _HOST),
'port’ => $read_port,
)}
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| Kubernetes &EE£221a651F
1.8l3redis-master PodF1BR 5%

redis-master-controller.yaml, FIEZ5H 1% I 52 58P 25

apiVersion: vl
kind: RevplicationController

metadata:
name: redis-master
labels: S
: . l 1A A Serwce, %FHX MRCK
e e % ’JPods, RO KA
cenlicas: 1 Pods, imm frjService, X R /5
Selector: Q /‘J %%B * iﬁ/ﬂjﬁﬁﬁ): %EPJBLAE[E%O
name: redis-master .
template: kubectl create -f redis-master-controller.yaml
metadata:
labels:
name: redis-master kubectl get pods
SpecC: . NAME READY STATUS RESTARTS AGE
containers: redis-master-b03io 1/1  Running 0 1h

— name: master
image: kubeguide/redis-master

ports:
- containerPort: 6379
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1.8l#redis-master Pod FR %

%%% ﬁ?'ﬁZ?@ﬂ%E’JSerwce (k%5 redis-masterif@ XA (3444 N redis-master-service.yaml)
s

apiVersion: vl
kind: Service

metadata: spgc.selectorﬁ&mﬁf@@mPod SN B ARS, X HE
name: redis-master H‘Jﬁ)(i%%ﬂﬂf redis-master /Ti HJPod)& + redis-
labels: mﬁaa%te1 Hg &b‘j[?]%’” }5)%%8 Eéjxtgostér?eézgrtﬁgﬁﬁaﬁ
name: redis-—-master 12 A B ‘ 5
spec: /\1 %E %géﬁﬁ%&ﬁﬂﬂ’]targeworti%1 %, Mport
ports: J& 14 % X1 Service 1Y R ¥ 1
- port: 6379
taragetPort: 6379 - :
selector: kubectl create -f redis-master-service.yaml

name: redis-master kubectl get services

NAME LABELS SELECTOR
IP(S) PORT(S)

redis-master name=redis-master

name=redis-master 10.254.208.57 6379/TCP

DATAGURUE V&R X
MDockerZE|Kubernetes 2 $: /R385 Ui Leader-us



| Kubernetes SE25524a6IF ) A

2. BlliEredis-slave Pod FR %

redis-slave-controller.yaml, "FTHIZ5H T 12301 1 58 B N 25
apiVersion: vl

kind: ReplicationController
metadata:

name: redis-slave kubectl create -f redis-slave-controller.yaml
labels:
name: redis-slave
spec: kubectl get rc
gg‘fééggif z CONTROLLER CONTAINER(S) IMAGE(S)
e Ty — SELECTOR REPLICAS
template: redis-master master kubeguide/redis-master
me}ggg%g; name=redis-master 1
name: redis-slave redis-slave slave kubeguide/guestbook-redis-slave
soec: I name=redis-slave 2
contaliners:

- name: slave
image: kubeguide/guestbook-redis-slave
env:
- name: GET HOSTS FROM
value: env

ports: DATAGURUEN IR ST

— containerPort: 6379
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2. BlliEredis-slave Pod FR %

redis-slave-service.yamlff] N 51 F

apiVersion: vl
kind: Service
metadata: kubectl create -f redis-slave-service.yaml
name: redis-slave
labels:
name: redis—-slave
spec:
ports:
- port: 6379
selector:
name: redis-slave
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Redis#{a][=]

HY

N T sEBredisE R EMNEHEFEZD, redis- slaveﬁ%ﬁ%ﬂi‘_
redis-masterJHiti, FirAfEredis-slavesi 14 1) )3 sy &
frun.sh 77, FRATATPLUDT A2

redis-server --slaveof

${REDIS MASTER SERVICE HOST} 6379
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FKAlHE, 3 Xfrontend ) RCHC & X f——fFrontend-controller.yaml, W& T

apiVersion: vl
kind: ReplicationController 3 ﬁl‘lﬁfrontend Podﬂﬂﬁ%
metadata: )
name: frontend
labels:
name: frontend
spec:
replicas: 3
selector:
name: frontend
template:
metadata:

labels:
name: frontend

spec:

containers:

- name: frontend
image: kubeguide/guestbook-php-frontend
env:

- name: GET HOSTS FROM
value: env -

ports:

- containerPort: 80

kubectl create -f frontend-controller.yaml
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k%% 5 X Afrontend-service.yamIf{ ;N 2840 F

apiVersion: vl
kind: Service
metadata:

name : frontend kubectl create -f frontend-service.yaml
labels:
name: frontend
spec:
tvoe: NodePort
ports:
- port: 80
nodePort: 30001
selector:

name: frontend
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1f (isset (S GETI['cmd'l) === true) {
Shost = 'redis-master': s
if (getenv ('GET HOSTS FROM') == 'env') { PHP“”Ai§ﬁ]
$host = getenv ('REDIS MASTER SERVICE HOST') ; Redisfz55HY

1
header ('Content-Tvpe: application/json');

if ($ GETI'cmd'l == 'set') {

Sclient = new Predis\Client (][ AT E & B Pod B MW E B B BN
'scheme' => 'tco', kube u1de4% stbook php- frontend,Iyﬁ%@F?Eﬁ
"host' => Shost, ‘A'%PHPWHE IS (guestbook.php) MIF-
'port' => 6379,

1)

Sclient->set (S GET['kev'l, S GET['value']);

print (' {"message": "Updated"}');

} else |

Shost = 'redis-slave';

if (getenv ('GET HOSTS FROM') == 'env') {
$host = getenv ('REDIS SLAVE SERVICE HOST');

}

Sclient = new Predis\Client (]

'scheme' => 'tcp'.
'host' => Shost,
'vort' => 6379,

1) 7
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AXLIORKI

o3t FHIPI=APIR, BATA T RIDISEI | 5 i R 4iAEKubernetes
FHERE TR, WER T R IAE RIS Z] T, FERREILA -
N N TH URL

P-30001

1.4~ TL, FHBERIMIL FF—2%E 5—"Hello

FT 0 a2
http:// BE HLHLI
MAERE BN
World"’ A2 %

PR
7’:11 SEACHE |

ﬁ

X

SR, ZHETHIES 1A A, WRE AR ML,
, ttﬁnfﬁﬁjd [ 1a) &, JEvET 130001 1, BiE X
, DI VE SR AR LA IPHE IR Y s AR b hE T, I BRIX

MG A, A4t n] PLE BN #1247 curl localhost:30001
SEm R T IA, WRIERAGVIR, BARXHEN L

SRSk b v
A [a]
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kubectl label nodes kubernetes-minionl zone=test

RIS

TFRAES
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| EREEEREE Ja5A%0E l/ssas

[ ] replicas

kubectl scale [--resource-version=version] [--current-replicas=count] --replicas=COUNT RESOURCE

--rollback

kubectl rolling-update frontend --image=image:v2
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apiVersion: vl kube-apiserver ... --admission_control=LimitRanger,ResourceQuota
kind: RevlicationController -

metadata:
name: redis-master
labels:
name: redis-—-master
spec:
replicas: 1
selector:
name: redis-master
template:
metadata:

labels:
name: redis—-master

spec:

contaliners:

- name: master
image: kubeguide/redis-master
ports:

— containerPort: 6379
resources:
limits:
cou: 0.5
memory: 128Mi
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| sEHEgRmEE SRR RS

M Kubernetes i sl — A8, 2 CPURCAIE e LL 1024 7 54 N EE 1 i# 45 docker
runffj--cpu-sharesZ %, < ALk L1024 4 K hDockerftcpu-sharesZ %2 11024
RNIEECOTHECPUREI . 546, DockerE J7 A4 B f# Rt cpu-shares & — X AL
5 {H (relative weight), [FlittKubernetes® 75 34 B EBEcpu: 0.5 R~ iZ A4 (5 H0.5
ASCPU TSI 8] 1 1 v HL SR A HER I o AN 291% 71 fise Az .0 CPUT H R B4 A~
way, BNEBSFCPURLAN E NO.SIY, iyl A or. BRun—A A L [FEiE
177 3NE4RA, B, C, HPARZBMCPURHINE N1, BSCKE NS, 4, 4
KA FICPUN HI #IiA2100%0, AZ#s X i H 171*100/(1+0.5+0.5)=50%[*]CPUH}
5], MB5C4a 5 FH25%FICPUR A] . Gn R b ATIDA—A A 4D, BN
CPURCAIth ¥ B N1, NEEIE IS BAE X 5 HE33% M CPURS [A]. X H #Y
FMKZZCPU, HAFNICPURLAIE 2 1%.0 Eiditr&HH . KA ZZCPU L, R
fERENRAFHCPU<L, BEWMAlRE< i 2 1NCPUR%. #1214 € cpu=0.511 45 #&
IBATIEAZIFICPU L, BB A8 7] 582 H%4%0.5/(0.5+0.5)=21~CPU#% .
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| sppsgismEEm A A docker registry | /s

docker run -d -e SETTINGS FLAVOR=dev -e STORAGE_PATH=/tmp/registry -v /opt/data/registry:/tmp/registry -p
>000:5000registry 7y 1l phjopt/data/registry & # B £ A (E ML 5

FAHL Z7EMaster 7 £1192.168.131.134% . I FAH G 72, HbhikJ/£192.168.131.134:5000
7EMinion 5 & _F & Midockerf §7 BEFE IO Bic B SCAF,

¥ n--insecure-registry 192.168.131.134:5000 (A G GEEMIT RHbL) , FFEE
fEMinion™5 & & Mikubelet IEC & SCA4F, ¥ pod_infra_container_image 24, & pause image NFAH 1 FE Himage
[root@centos-minion ~]# cat /etc/kubernetes/kubelet
# The address for the info server to serve on (set to 0.0.0.0 or "" for all interfaces)
KUBELET_ADDRESS="--address=0.0.0.0 --pod_infra_container_image=192.168.131.134:5000/google_containers/pause"
iR e FREASE—MMinionTi B _LIATIEIT .
fEMaster i BB AT — 4 E. 4 N %L T google_containers/pausefi NS F, B2 EHi{Ttag , RiRCARLE G
FERIEA5, HHEXRRAE CE .
FTHr%E  (2c40b0526b63 Ngoogle_containers/pauseHid)
docker tag 2c40b0526b63 192.168.131.134:5000/google_containers/pause

P

HERIRA BB T

docker push 192.168.131.134:5000/google_containers/pause

BEMABRIINE

[root@centos-minion ~]# docker search 192.168.131.134:5000/google_containers stEKubernetes
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