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摘摇 要:知识图谱作为一种智能、高效的知识组织方式,能够帮助用户迅速、准确地查询到自己

需要的信息。 本文通过回顾学者及科研机构或公司对知识图谱的研究内容,对知识图谱的发展

和构建方法作了全面的介绍,包括知识图谱概念的起源、发展以及最终形成;构建知识图谱的数

据来源;构建过程中涉及的方法,包括本体和实体的抽取,图谱的构建、更新、维护,以及面向知

识图谱的内部结构挖掘和外部扩展应用。 最后,对知识图谱的未来发展方向和面临的挑战作了

展望。 虽然现在已经有很多知识图谱被应用到各类系统中,但是其基础理论和应用技术,仍需

展开进一步的研究。
关键词:知识图谱;构建方法;实体;知识挖掘;扩展应用

中图分类号:TP39摇 摇 文章编号:1005-9830(2017)01-0022-13
DOI:10. 14177 / j. cnki. 32-1397n. 2017. 41. 01. 004

Development and construction of knowledge graph

Li Tao1,2,Wang Cichen1,2,Li Huakang1,2

(1. School of Computer Science;2. Jiangsu Province Key Lab of Big Data Security and Intelligent
Processing,Nanjing University of Posts and Telecommunications,Nanjing 210003,China)

Abstract:Knowledge graph,as an intelligent and efficient way for knowledge organization,enables
users to quickly and accurately query the information they need. In this paper, we provide a
comprehensive survey on the development and construction of knowledge graph by reviewing and
summarizing recent advances in the research and practice of knowledge graph systems in the relevant
literature. In particular, our introduction includes the concept origin, development, and eventual
formation of the knowledge graph, various data sources for the knowledge graph, the ontology
construction and the entity extraction, and the process of knowledge mining, updating, and
maintenance. Finally,we discuss the technical challenges,development trends,and future research
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directions of knowledge graph. In summary, the theory and the associated techniques of knowledge
graph is of great research significance. However,there are still many technical challenges,which need
further investigation,in building and using the knowledge graph.
Key words:knowledge graph;construction methods;entity;knowledge mining;extended application

摇 摇 20 世纪中叶,普赖斯等人[1] 提出使用引文网

络来研究当代科学发展脉络的方法,首次提出了知

识图谱的概念。 1977 年,知识工程的概念在第五

届国际人工智能大会上被提出,以专家系统为代表

的知识库系统开始被广泛研究和应用[2]。 到 20 世

纪 90 年代,机构知识库[3]的概念被提出,自此关于

知识表示、知识组织的研究工作开始深入开展起

来。 机构知识库系统被广泛应用于各科研机构和

单位内部的资料整合及对外宣传工作[4]。
进入 21 世纪,随着互联网的蓬勃发展以及知

识的爆炸式增长,搜索引擎被广泛使用。 但面对

互联网上不断增加的海量信息,仅包含网页和网

页之间链接的传统文档万维网已经不能满足人们

迅速获取所需信息的需求。 人们期望以更加智能

的方式组织互联网上的资源,期望可以更加快速、
准确、智能地获取到自己需要的信息。 为了满足

这种需求,知识图谱应运而生。 它们力求通过将

知识进行更加有序、有机的组织,对用户提供更加

智能的访问接口,使用户可以更加快速、准确地访

问自己需要的知识信息,并进行一定的知识挖掘

和智能决策。 从机构知识库到互联网搜索引擎,
近年来不少学者和机构纷纷在知识图谱上深入研

究,希望以这种更加清晰、动态的方式展现各种概

念之间的联系,实现知识的智能获取和管理[5,6]。
2012 年 11 月 Google 公司率先提出知识图谱

(Knowledge graph,KG)的概念,表示将在其搜索

结果中加入知识图谱的功能。 据 2015 年 1 月统

计的数据,Google 构建的 KG 已拥有 5 亿个实体,
约 35 亿条实体关系信息,已被广泛用于提高搜索

引擎的搜索质量。 另一个代表性的知识图谱系统

是微软公司构建的 Probase[7]。 根据微软公司官

网上的数据显示,截至 2016 年 4 月,Probase 已拥

有总量超过千万级的概念,其中核心概念大概有

270 万个,Probase 已成为知识库系统中拥有概念

数最多的系统。 上海交通大学的 zhishi. me 是国

内构建的最早的知识库,zhishi. me 知识库通过整

合维基百科(中文)、百度百科、互动百科中的数

据以提供关联开放数据(Linking open data,LOD)

的服务给知识库用户。 中国科学院机构知识库

(Chinese academy of sciences institutional repository,
CAS鄄IR)对 DSpace 软件进行的二次开发[8]。 截止

到 2013 年 9 月,CAS鄄IR 累计采集和保存超过

44 万个的科研成果,其中,超过 70% 的科研成果

可获取全文,CAS鄄IR 是目前国内机构知识库网络

中规模最大的一个;此外,国内知名搜索引擎公司

也纷纷投入对知识图谱的构建,并在其搜索引擎

中添加了知识图谱的功能,比如百度的“知心冶和
搜狗的“知立方冶。

本文通过整理国内外学者对知识图谱相关概

念的研究,以及搜集各科研机构或公司部署知识

图谱系统的相关技术资料,对知识图谱的发展历

史、构建过程、知识挖掘以及更新维护作了系统全

面的介绍,希望对国内中文知识图谱系统的发展

起到一定的推动作用。

1摇 知识图谱的发展历程

1.1摇 起源:知识图谱(Mapping Knowledge Domain)
1955 年,加菲尔德发表了一篇题为《Citation

Indexes for Science: A New Dimension in Docu鄄
mentation through Association of Ideas》的论文[9],提
出了将引文索引应用于检索文献的思想。 1965
年,普赖斯在《Networks of Scientific Papers》一文[1]

中指出,引证网络———科学文献之间的引证关系,
类似于当代科学发展的“地形图冶,从此分析引文

网络开始成为一种研究当代科学发展脉络的常用

方法,进而形成了知识图谱(Mapping Knowledge
Domain)的概念[10]。 杨思洛等人[11]使用知识图谱

的思想方法对中国知网中的关于知识图谱的论文

从论文的发表日期、发表的期刊、作者、所属机构、
高影响因子论文的分布等角度分析了知识图谱研

究在中国的发展现状。 通过可视化的分析,最终得

出了未来研究应着重在理论研究方面、方法和工具

以及应用研究方面的预测。
1. 2摇 发展:知识库(Knowledge Base)

1977 年,在第五届国际人工智能会议上,美
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国计算机科学家 B. A. Feigenbaum 首次提出知识

工程的概念。 知识工程是通过存储现存的知识来

实现对用户的提问进行求解的系统,其中最典型

和成功的知识工程的应用是专家系统。 作为知识

工程的重要组成部分,知识库是经过分类和序化,
根据一定格式将相互关联的各种知识存储在计算

机中。 和一般的数据库系统相比,知识库添加了

对知识结构的分析功能,对于知识的组织更加强

调针对性和目的性,是更高效、更智能,对用户更

加友好的知识服务系统。
对于知识库的研究首先需要讨论的是知识的

表达和组织的基本问题。 鄢珞青等人[12] 重点研

究了知识库中知识表达的问题,并提出了知识点

的概念,此外还讨论了各种知识表达的类型等。
王知津等人[13] 在全面、系统、深入地对知识组织

的理论、方法及应用进行了分析之后,提出了科学

性原则、多维性原则等十大原则。 王军等人[14]着

重对互联网环境下知识的组织结构进行了系统化

讨论,针对网络知识组织系统(Network knowledge
organization system,NKOS)的类型和表示、互操作

性、标准和规范、生成和维护以及其应用作了详细

的介绍。 知识的表示和组织需要服从于知识库系

统整体的需求定位以及框架。 目前,较通用的知

识表示框架通常采用面向对象的思想,将知识拆

解成实体、实体属性以及实体之间的关系。
近年来,深度学习的理论方法取得了重大的

成功,知识的表示学习也逐渐成为目前研究的热

点。 知识表示学习旨在对于知识库中的实体和关

系进行表示学习,将知识中蕴含的语义信息表示

为稠密低维实值向量,从而在低维空间中实现高

效计算实体和关系的语义联系,不但有效解决数

据稀疏的问题,而且使知识获取、融合和推理的效

果得到显著的提升。 刘知远等人[15] 系统地介绍

了知识表示学习的进展和主要的表示学习算法,
并对知识表示学习的未来发展作了展望。 国外关

于知识库的研究更加侧重于实践方面,并且主要

是针对 NKOS 进行了相关的研发工作,例如对于

在线图书馆的研究等[16]。
对于特定的机构,其内部的特定领域的知识

相对较少,容易通过知识库的理论和方法有效地

组织和管理知识。 作为机构知识基础设施,知识

库对于机构内部知识的保存、管理、访问、宣传、答
疑等工作都能起到重大的作用,同时可以用于预

测和决策支持。 据不完全统计,截至 2013 年 11

月,全球提供开放服务的机构知识库已经超过

3 500个,从开放服务的机构知识库中可以获得的

科研文献已经超过5 200万篇[4]。 根据全球机构

库统计网站开放获取知识库名录(The directory of
open access repositories,OpenDOAR)的数据,截至

2014 年 4 月,大约有2 616个知识库已在该网站注

册,这其中包含机构知识库2 212个,占 84. 56% 。
在国内,中科院知识库始建于 2007 年,建设完毕

以来,全民可免费阅读、下载和利用中科院 100 多

个研究所在知识库中分享的科研成果。 另外,许
多高校也已经构建或开始构建自己的知识库

系统。
1. 3摇 形成:知识图谱(Knowledge Graph)

2012 年, Google 率 先 提 出 知 识 图 谱

(Knowledge Graph)的概念。 知识图谱由知识以

及知识之间的关系组成。 知识或者说实体的内部

特性使用属性—值对(Attribute鄄value pair,AVP)
来表示。 知识之间的关系通过两个实体之间相连

接的边来表示。
这里的知识图谱,即 Knowledge Graph,与最

开始的用于可视化科学文献引用网络的知识图

谱,即 Mapping Knowledge Domain,在概念上已经

有了较大的变迁。 在下文的讨论中,除非另外说

明,所说的知识图谱均指 Knowledge Graph。
知识图谱与知识库在理论和方法上都存在相

似的地方,即都是通过更加有效和智能地保存、管
理已有的知识,同时对外提供一个便捷访问所需

知识的接口,满足人们对于所需知识高效地、准确

地获取需求。 然而,知识图谱和知识库的区别也

是明显的。 知识库更多的建立在机构内部,为机

构内部人员和需要访问该机构的人们提供服务,
知识库中所包含的知识都是该机构领域内的知

识。 从这个角度讲,作为互联网搜索引擎高度发

展之后衍生出来的一个概念,知识图谱的含义要

更加的宽泛很多。 可以说,知识图谱是一个更大

的、包含世界上所有机构知识库的知识集合。 知

识图谱里面的知识应该包含人们生活中的万事万

物,包含人类文明所发现和创造的所有知识。 当

然要建立这样一个庞大的知识图谱不是一蹴而就

的事情,但这正应该是知识图谱的愿景。
与传统的基于关键字匹配的搜索引擎工作原

理不同的是,知识图谱利用概念、实体的匹配度返

回给用户与搜索相关的更全面的知识体系,其工

作原理如图 1 所示。
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图 1摇 知识图谱的工作原理

摇 摇 Google 公司作为全球最大的搜索引擎公司,
拥有最多数量的互联网用户,是最有需要也是最

有资源去建立一个庞大的知识图谱的。 Google 采

用多种语言对知识图谱中的实体、属性和实体之

间的关系进行描述,逐步将知识图谱的理论方法

运用到搜索引擎中来提高搜索质量。 紧随 Google
的步伐,国内的搜索引擎公司也陆续着手构建自

己的知识图谱。 百度的“知心冶通过筛选搜索结

果,将内容相近的信息组织在一起,以知识图谱的

形式重新呈现出来,达到搜索直接得到答案的效

果。 搜狗的“知立方冶可以处理海量的互联网碎

片化信息,通过“语义理解冶重新优化计算搜索结

果,向用户呈现最核心的信息。 但美中不足的是,
国内的“知心冶和“知立方冶,并不支持多语言,知
识图谱的规模也小于 Google 的 Knowledge Graph。

随着不断的探索研究,知识图谱作为一种知

识管理的新思路,已经不再仅仅局限在搜索引擎

应用,在各种智能系统(如 IBM Watson),以及数

据存储(如 graph database,neo4j)领域也已崭露

头角。

2摇 知识图谱的数据来源

知识图谱的数据来源是构建知识图谱面临的

第一个问题。 总体上可以将知识图谱的数据来源

分为从网页上爬取数据和从数据库等结构化的数

据集合中抽取得到。
2. 1摇 网页数据

互联网中的无数的网页是知识图谱最大的数

据来源。 根据获取网页数据的难易程度,又可以

细分为百科类网页、普通网页以及深网数据。
以维基百科为代表的百科类网站包含大量的

知识,而且这些知识基本是以结构化的形式存储,
加上不同垂直网站上特有领域的海量数据,可囊

括很大一部分的常识性知识[5]。 百科类网站的

页面结构是由它们自己的数据模式生成的,对每

一个百科网站,都可以用一个页面模版来提取其

中的数据。 百科类网站中的内容虽然是以形式化

的网页存在,但其中包含了许多结构化的信息,如
文章标题、分类标签、分类系统、信息模块、重定

向、消歧、摘要等[6]。 另一个可以作为百科类网

站数据来源的是 Freebase。 Freebase 的知识数量

多于维基百科,并且拥有组织良好的知识结构,可
以不使用任何复杂的实体识别规则即可得到高价

值的知识。 各组织机构包括百度和搜狗在构建知

识图谱的过程中通常都会引入 Freebase 中的

知识。
百科类网站中虽然包含了大量的常见的规范

化知识,但并不能满足知识图谱的需求。 结构化

程度较低的普通网页是知识图谱构建的又一大信

息来源。 由于普通网页的样式千差万别,其中包

含了大量的冗余信息、不可信的信息,所以从网页

的非结构数据中提取知识的准确度很低。 为了方

便地抽取隐藏普通网页中的知识,一个通用的方

法是构造面向网站的包装器[17]。 其基本思想是:
一个网站的风格(包括页面的布局和知识的组

织)具有相似性,利用这种相似性,只需要对当前

网站的几个有代表性的网页进行标注,然后就可

以利用模式学习算法实现对网站中所有网页的自

动化的知识抽取。 显然,这种方式的缺陷是可能

漏掉一些重要的知识或者产生错误的抽取结果。
为了克服包装器带来的固有缺陷,一种比较通用

的做法是,通过手动调整或添加适当的模式来挖

掘知识。 最后,利用手动对挖掘到的数据进行评
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价,也可以手动增添一些标注过的网页,达到主动

学习效果[6]。
卡耐基梅隆大学 Tom Mitchell 教授主持的

“永不停止的语言学习冶 (Never鄄ending language
learning,NELL) [18]项目从上亿个网页中根据用户

提交的内容挖掘知识实体以及这些实体之间的关

联,截至 2015 年 8 月,NELL 项目已包含了超过

5 千万条知识。
深网数据是另一个有价值的数据来源。 然

而,深网数据使用通用的爬虫通常难以获得,有
三方面原因。 第一,数据的数量巨大,当超过站

点对于网络带宽的限制之后,将导致网络站点

拒绝访问;第二,有关站点的数据可能涉及知识

产权的问题,从而站点采用相关的反爬技术,导
致爬取错误或无法爬取;第三,网络爬虫算法需

要根据不同的网站内容组织形式,采用不同的

解析算法解析爬取的内容。 因此,如果要使用

深网中的数据,需要有专门的获取方式。 现在

已经出现了专门从事数据买卖的公司,同时,也
有一些公司通过收购来获取更多的数据[19] ,像
阿里收购高德地图,可以获得各种地理知识库

数据。
2. 2摇 数据库

在数据库技术广泛应用的今天,比较大型的网

站通常通过部署数据库服务器,将几乎所有的数据

都存储于数据库中。 数据库包括关系数据库和面

向对象数据库,包含结构整齐,顺序存储的数据,便
于知识图谱对数据重新组织。 常见的关系数据库

采用的是经典的关系模型,二维形式的表格非常易

于理解,通常供行业内部使用,主要用于构建行业

知识图谱。 在行业知识图谱构建时,通常以这些结

构化的数据为起点,进而扩充其他数据。
资源描述框架 (Resource description frame鄄

work,RDF)是通用的用于描述实体信息的表示框

架。 在 RDF 框架中使用(实体 1,关系,实体 2)的
三元组表示实体以及实体之间的关系。 LOD[20]

在实现语义网知识库的过程中往往通过设置

RDF 链接来完成。 对于通常可以达到上亿规模

的 RDF 三元组,一般采用数据库进行有效存储和

查询。 因此,LOD 中结构完好的 RDF 三元组是又

一个重要的数据来源。 Google 公司在利用搜索引

擎积累的知识的基础上,通过整合 LOD 中的数

据,来扩大实体的数量,扩充知识图谱的知识储

备。 曾锦麒[21] 采用 RDF 对语义知识进行表示,

并将其应用到网上求职招聘系统中,构建了网上

招聘系统的本体模型。 在采用 RDF 表示知识时,
对于知识的时效性问题要单独进行考量,需要设

计快速动态更新三元组的算法。
搜索日志是另一个重要的知识图谱的数据来

源。 搜索日志记录的是用户对知识图谱的各种查

询,其中往往包含着各种最新的实体和其属性。
日志记录除了保存在数据库中,也可以采用 XML
等纯文本方式保存,通常都具有良好的数据结构。
从搜索日志中挖掘实体的一般办法是被称为基于

Bootstrapping 的多类别协同模式学习[19]。 通过分

析用户的检索词和点击浏览行为,可以推测出用

户认可的或者偏好的相关知识对象。

3摇 知识图谱的构建

知识图谱的构建过程可以分为自顶向下和自

底向上两种方式。 自顶向下的构建过程如图 2 所

示,首先从数据源中学习本体,得到术语、顶层的

概念、同义和层次关系以及相关规则,然后进行实

体学习的过程,将实体纳入前面的概念体系中。
自底向上的构建过程与此相反,从归纳实体开始,
进一步进行抽象,逐步形成分层的概念体系。 在

实际的构造过程中,可以先后混合使用两种方式,
来提高实体抽取的准确度。
3. 1摇 本体学习

本体的概念最先起源于哲学领域,表示的是

客观存在的一个全面的说明。 后来,在人工智能

和信息技术的发展过程中引用了本体的概念,同
时赋予本体新的含义。 比如,利用本体的思想,在
灾难信息管理中对短文本进行处理[22] 以及日志

挖掘[23]的工作;Jiang Yexi 等人[24] 探讨了利用本

体来进行云服务的智能推荐和配置。 本体学习的

过程主要包括术语、同义词、概念、分类关系以及

公理和规则抽取。
3. 1. 1摇 术语抽取

术语抽取是本体构建的第一步。 术语是知识

图谱中的概念、实体或属性的语言学上的表示形

式,术语抽取的目标是找到用于表示概念、实体或

属性的标记集合。 比如爬行动物、性别等都可以

作为一个术语。 术语抽取的实现方法有多种,主
要包括下面几类。 基于字典的方法通过定义一些

包含术语的字典,从待处理文本查找字典中定义

的术语;基于规则的方法则通过定义术语在语法
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上的一些规则,从待处理文本中找到匹配规则的

术语;基于统计的方法一般是通过统计术语出现

的次数来对待处理文本中的潜在术语进行预测;

基于机器学习的方法可以对术语的语法规则或者

上下文的特征进行学习,从而实现对待处理文本

的术语抽取。

图 2摇 自顶向下构建知识图谱

摇 摇 梁铭等人[25] 基于双语语料对齐的英汉平行

语料库,其中中文经过了分词处理,设计了一种自

动从待处理文本中实现抽取术语的算法,取得了

较好的术语抽取效果。 曹浩等人[26] 提出了一种

基于模式挖掘的机器学习方法,此方法的优点在

于解决了固定模式带来的局限性,而且摆脱了开

始时选择术语不当的影响,提升了术语抽取的正

确率。 这两种方法都依赖于使用训练语料库,在
互联网环境下,对于新出现的文本特征往往不能

及时有效地进行抽取。
3. 1. 2摇 同义关系抽取

同义关系是指在概念层面上相同或相似的实

体,如“old man,daddy,dad,father,male parent冶这
一组词都是“父亲冶的意思。 同义关系抽取的目

标是寻找那些字面不同但是指代同一概念、实体

或属性的术语。
传统的基于模板的同义关系抽取方法灵活性

不够,模板的覆盖率不高,导致该方法的正确率和

召回率都比较低。 孙霞等人[27] 提出了一种自动

抽取同义关系的机器学习算法。 该方法具有领域

自适应性,可以将训练好的分类器应用到不同的

领域文本中,与基于模板的方法相比较,抽取结果

的精度有了普遍提高。 随着统计语言模型和深度

算法的逐渐成熟,对于寻找自然语言中的同义关

系的任务通常可以取得较满意的正确率。
3. 1. 3摇 概念抽取

概念的含义与实体相近,但在有的知识图谱

系统中,有必要将概念和实体的含义相区别。 概

念的含义比实体的含义更加抽象,是比较普遍的

想法、观念或充当命名实体、事件或关系的范畴或

一类的实体。 比如,城市是一个概念,而深圳应该

作为一个实体。 常见的概念抽取的方法包括使用

语言学的方法、使用统计学的方法以及两者相结

合的方法。
基于语言学的方法也称为基于规则的方法,

当抽取的目标是具有语意知识的术语时,基于规

则的方法准确率高,计算量小,但是该方法与具体

的语言相关,因此,对语言有较高的依赖。 统计的

方法通常是基于假设的,其核心思想是认为词在

领域内的相关程度可以用词在领域内出现的频率

来代表,可以根据设定阙值,对于领域内的术语进

行抽取。 该方法能高效地识别术语,无需人工构

建领域词典,没有语言限制。 但是该方法计算量

比较大,无法抽取低频术语,对于词组构成的术语

抽取准确率不高。 关键[28] 给出了一种基于语言

学和基于统计学的多策略的概念识别方法,该方

法解决了单纯使用统计学无法抽取多词短语概念

和低频概念的不足,提高了领域内部概念抽取的

效果。 概念的抽取类似于术语,但概念比术语更

加抽象,通常需要从语言学和统计语言模型两个

角度入手,才能取得较好的抽取效果。
3. 1. 4摇 分类学关系抽取

分类学关系可称为概念层次关系,主要有下

面三种抽取方法。
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基于词法模式的原理,根据语句构成成分之

间的语义关系,预测语句整体的意义。 比如通过

对文本句法的分析,对于一个以动词为核心的短

句,可以抽取出实体之间的潜在关系。 例如发现

“中兴冶与“深圳冶的关系一般是“中兴,总部位于,
深圳冶、“中兴,总部设置于,深圳冶、以及“中兴,将
其总部建于,深圳冶。 使用这种方式不需要事先定

义实体之间关系的种类,但这也导致了实体的关系

没有归一化的问题。 例如,上例中发现的“总部位

于冶、“总部设置于冶以及“将其总部建于冶三个实体

关系在语义上应该属于同一种关系。
另外一种共现分析的方法,是一种定量与定

性相结合的分析方法。 其具体步骤为,先将待处

理文本转化为数字形式表达的信息,然后使用不

同的数学方法对文本进行定量计算和分析,最后

结合定性分析的结果对文本中的分类关系进行综

合分析。
最后,还有基于开放链接数据和基于在线百

科的方法,该方法通过百科类等网站规则的知识

分类体系,定义或者学习知识分类的规则和特征,
从而对新的文本中隐藏的分类关系进行准确地

抽取。
3. 1. 5摇 公理和规则学习

公理和规则学习指的是对包含了一定的实体

和属性的通用句式或者模板规则进行学习的过

程。 常用的公理和规则学习方法是通过自举的思

想。 比如,通过“X 是 Y 的首都冶这种句式可以抽

取出(中国,首都,北京)、(英国,首都,伦敦)等三

元组实体关系,然后根据这些三元组实例对“中
国-北京冶和“英国-伦敦冶发现更多的匹配句式,
像“X 的首都是 Y冶、“Y 是 X 的政治中心冶等;从
而利用新学习到的模板可以抽取得到新的三元组

实例,如此循环下去可以抽取更多新的实例和句

式。 这种自举的思想简易高效,但也存在引入噪

声实例和模板,从而引起语义漂移的问题。 对于

这些问题,比较常见的解决方法是,同时给出扩充

多个不同类别的实例,比如同时扩充动物、时间和

人物,规定一个实例只允许属于其中一个类别;另
外,也有研究学者提出通过使用负实例来规避语

义漂移的问题。
3. 2摇 实体学习

实体学习也可称为实体识别(Named entity
recognition,NER),指的是抽取文本数据中所涉及

的对象信息。 对于实体学习,一个关键的标准是

能否准确把属于同一事物或概念的实体的不同表

达方式进行归一化表示,以及区分同一表述方式

在不同语境中指代的不同实体。 其中,前者被称

为实体对齐,后者可以通过实体填充来解决。 寇

月等人[29]给出了一种综合使用基于语义及统计

分析的实体识别方法,通过文本粗略匹配过程、语
义分析和分组统计三个过程,对于实体的识别结

果不断求精,取得了较好的效果。 在实体学习阶

段,实体的对齐比较困难,同时实体对齐对于知识

图谱的最终效果至关重要,通常需要借助概率语

言模型在较大的语料库中进行学习达到。
3. 2. 1摇 实体对齐

实体对齐是知识图谱构建以及更新过程中的

重要工作之一。 通过实体对齐,同一个知识图谱

内部的实体得到了精简,使得知识图谱的运转更

加高效。 同时,通过不同的知识图谱系统之间的

实体对齐,可以实现知识图谱之间的链接与合并,
从而实现构建一个更大规模,服务范围更广泛的

知识图谱系统。
实体对齐实际上是涉及知识融合的一个过

程,也就是对于物理世界中的同一个对象,要识别

出它在不同语言,不同地域,不同数据源或者是同

一个数据源下不同的表示形式,然后用一个全局

唯一的编号来表征。 实体对齐算法设计的主要思

路是根据具体的知识图谱的特点和处理方法,利
用不同的实体识别技术,具体有使用传统概率模

型的方法、以及使用机器学习的方法,来完成实体

对齐任务[30]。
3. 2. 2摇 实体填充

对于一个实体而言,如果仅有实体名称,实体

的意义不大;为了使实体可以被人和机器所理解

和区分,通常需要一定的方式来描述实体,主要包

括实体的描述、图片、同义实体名和属性等。 比如

把“泰山冶作为一个实体,当在搜索引擎上搜索

“泰山冶时,会出现泰山的简介、地理位置、海拔高

度以及一个动画人物的图片、影片链接等信息。

4摇 知识图谱上的挖掘

在知识图谱建立完成之后,基于知识图谱的

挖掘可以大大扩展知识图谱的知识覆盖率,基于

知识图谱的挖掘主要包括知识推理和用户搜索意

图的挖掘两个方面。
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4. 1摇 知识推理

知识推理可以分为对实体属性的推理和对实

体关系的推理。 对实体属性的推理主要包括对于

会发生变化的实体属性值进行及时发现、推理、更
新或者为实体创建新的属性;对实体之间关系的

推理则是对于实体之间潜在的关系进行推断和

补充。
要完成知识推理则主要依赖于可扩展的规则

引擎。 对应知识推理的两个方面,推理规则包括

针对实体属性的规则和针对实体关系的规则。 其

中,通过计算可获取针对属性的规则的属性值。
例如,在知识图谱中,针对年龄属性,当前日期减

去这个人的出生年月这一属性即可获得。 实体间

隐含关系的发现的另一种方法是通过链式的规则

进行推断。 例如,可以制定这样一条规则:“父亲

的父亲是爷爷冶。 然后,利用这条规则,当已知康

熙对于雍正的关系是父亲,以及雍正对于乾隆的

关系也是父亲时,就可以推理出康熙对于乾隆的

关系是爷爷。
与知识推理的概念类似,也有学者将挖掘知识

图谱隐含知识的过程称为知识图谱的补全。 Liu
Zhiyuan 等人[11]在知识表示模型 TransE 的基础上

提出了 TransR 和 CTransR 表示模型,将实体空间

和关系空间分离开,通过比较两个实体向量在一定

的关系空间的投影距离来度量两个实体之间的某

种关系,并进行了链路预测(Link prediction)、实体

-关系对分类 ( Triple classification)、关系抽取

(Relational fact extraction)等知识图谱补全的操

作,取得了比原有的模型更准确的结果。 传统的

进行知识图谱补全的方法有利用因子分解的方式

和基于机器学习的方法。 Zhang Xiangling 等

人[31]提出了一种通过计算实体相似度和公共语

义模式的方法来评估一个实体-关系对的可能性

的互补方法。 该方法探查了实体的语义环境,在
知识图谱补全方面取得了较大的提升。

知识推理是在知识图谱上进行数据挖掘,使
知识图谱不断完善的重要手段,主要包括三个方

面:第一,线索挖掘;第二,关系推理;第三,关系

预测[32]。
线索挖掘是指对于知识图谱中原来并没有关

系的实体或概念,挖掘出它们之间的关系或关系

模式,英文称为 Storytelling[33]。 线索挖掘是对于

在知识图谱构建过程中没有关联起来的实体进行

相关性推理的过程,涉及到的处理方法主要有对

于图的各种操作,比如查找子图、查找连通分

支等。
Hossain 等人[34] 提出了一种基于团(Clique)

的关联方法。 该方法通过构造一个两个实体之间

的路径及路径上的相邻实体组成的团结构,为这

两个实体添加了很多相邻的实体信息,从而为解

释这两个实体之间的关联提供了更多的有用的线

索。 Fang 等人[35]则提出了一种通过对关系进行

阐释的方法来实现关联知识图谱中的实体思想。
该方法包含解释枚举和解释排序两个步骤。 在解

释枚举中,该方法通过定义一种称为覆盖路径模

式集(Covering path pattern set)的结构来挑选出

一些候选实体,这些候选实体将用于关联目标实

体。 在解释排序中,该方法对于上一步骤中选取

的候选实体进行相关性的排序,排序标准包括分

布和聚集性等多重度量指标。
随着知识图谱中实体规模的不断扩大,知识

图谱中实体的关联,作为知识图谱补全的重要环

节,将变得愈来愈重要。 同时,由于对实体关联的

高效性要求变得愈来愈高,以及知识图谱建设造

成的不一致和噪声的干扰,实体关联的任务也会

变得越来越复杂,需要研究出更加高效、更具抗噪

声能力的实体关联线索挖掘方法。
关系推理是指根据知识图谱中已有的实体之

间的关系推断出实体之间潜在的关系。 例如,前
文中提到的基于规则:“父亲的父亲是爷爷冶。 然

后根据已有的实体之间的关系,这里是康熙对于

雍正的关系是父亲和雍正对于乾隆的关系是父

亲,推断出康熙对于乾隆的关系是爷爷。
基于规则的方法,目前常用的方法是机器学

习中的归纳逻辑编程技术,包括基于一阶 Horn 子

句的方法或一阶归纳逻辑(FOIL) [36-38]。 “永不

停 止 的 语 言 学 习 冶 ( Never鄄ending language
learning,NELL)项目中,Tom Mitchell 教授就是采

用一 阶 Horn 子 句 的 方 式 来 预 测 实 体 之 间

关联[39]。
德国马克斯·普朗克研究所的科研项目,

YAGO[40]通过从维基百科网站和 WordNet 等数据

集合中挖掘实体,截至 2010 年,已拥有千万级别

的实体个数和上亿条实体的关系。 YAGO2 在

YAGO 的基础上进行了进一步的扩展,为实体和

事实构建了时空的属性。 通过为实体和事实构建

时间戳,它可以方便地计算出每一个实体或事实

的存 在 的 起 止 时 间。 同 时, YAGO2 还 通 过
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GeoNames 数据源对实体和事实添加了空间上的

属性。 最后,YAGO2 通过构建 SPOTL 模型,来表

示时间和地点信息,进而完成知识图谱中实体和

事实的时空信息进行快速地查询,同时也为基于

已有的时空信息对实体之间或事实之间的隐含信

息推理提供了方便有效的工具。
除了基于规则的方法之外,还有基于概率图

的方法,包括随机游走[41]、Markov 逻辑网络[42,43]

等。 例 如, Schoenmackers 等 人[44] 提 出 的

Sherlock鄄Holmes 方法利用 Markov 逻辑网络推理

隐含关系以及关系的置信度,但仍然需要手动来

事先整理一定的推理规则。
关系预测是指伴随时间的发展,从性质和数

量两个角度对实体之间的关系作出推断。 关系预

测在依托社交网络构建的实体关系图谱中已经广

泛使用,用以对用户之间未来是否会发生连接进

行预测或者进行朋友推荐等。 Jia 等人[45] 在微博

平台上对这种链路预测(Link prediction)进行了

深入地探讨和研究。 然而,在知识图谱方面,还鲜

有学者对关系预测进行过讨论。 但是,社交网络

中的连接预测理论可以作为一个借鉴,为知识图

谱中搜索实体的相关实体推荐提供指导。
4. 2摇 用户搜索意图的挖掘

用户的提问是用户接受知识图谱系统服务的

接口。 由于用户文化背景和表述习惯的不同,为
了使用户能够更加快速、准确地查询到自己需要

的知识,需要根据用户的提问,在这个接口层做好

用户搜索意图的挖掘工作,也就是将用户的提问

准确地匹配到知识图谱中相关的实体和概念上,
更进一步地,还可以向用户推荐与搜索实体相关

联的其他实体信息。
传统的挖掘用户搜索意图的方法大多致力于

对用户的问题提取更丰富的特征。
Li[46]等提出了一种基于查询词与搜索结果

之间的点击二分图以及部分已标注查询词的半监

督学习方法。 首先,根据部分已标注的查询词和

查询词在点击图的邻接关系推断未标注的查询

词,接着,利用这些标注的查询词自动地训练分类

器,然后点击图的学习和分类器的训练协同工作,
实现推断查询词对应的搜索意图的目的。 Guo[47]

等人提出了一种使用意图感知的思想,对查询关

键字建模,实现查询目的的准确理解。 在对用户

的搜索内容进行扩充时,通常可以基于整网的搜

索热词排行进行推荐。

同时,有不少的研究者从搜索系统的查询日

志入手分析用户的查询意图。 Chilton 等[48] 通过

分析大量的用户搜索日志及点击记录,探索对于

不同的查询结果用户点击行为的变化,提出了根

据用户的点击行为来评价查询结果的价值以及应

该在查询结果中关联和推荐的信息的方法,并进

而判断用户之后的关键词输入行为所对应的准确

搜索意图。 He 等[49]基于持续的部分可观测马尔

可夫模型(Partially observable Markov model with
duration,POMD)分析用户搜索日志中用户的阅

读、跳过等行为,以及用户搜索的空间与时间信

息,提出了两阶段训练算法和相应的贪婪段解码

算法,给出了一个通过挖掘搜索日志感知用户的

搜索行为的可行方法。 另外,有学者通过将用户

的查询关键字建立起语义模型来分析用户的查询

目的。 Wen[50]等人基于知识库系统 Probase 分析

用户问题的语义信息,从知识图谱中自动检索出

主题级别的知识标示。 对于用户的搜索行为的学

习和预测,需要在与用户的长期交互中对算法模

型进行不断地调优,同时可以区分注册用户和未

识别用户,强化对已注册用户的搜索行为的特征

学习;基于已有的算法模型,对未识别的用户的搜

索行为进行预测。

5摇 知识图谱的更新和维护

5. 1摇 数据模式层的更新

数据模式层的更新是指概念层的更新,包括

概念的层次关系,同义关系和概念的属性定义等。
这些更新主要来自两个方面的原因,一是由于开

放网络大数据导致各种数据源中结构化和半结构

化的知识更新,知识图谱也需要做出相应的更新;
二是在构建的时候预先确定的自动学习算法可能

由于后期数据量和数据模式的快速变化而导致其

性能下降,为了保持或增进知识图谱的性能需要

对知识图谱数据模式进行更新。
对于概念的描述、图片及同义关系的变化,由

于它们的变更所影响的仅为当前概念本身,因此,
通常不需要进行额外处理,通过前面知识图谱构

建方法进行更改。 涉及概念的前后语境的变化会

更新整个分类层次结构,因此需要谨慎处理;如果

并未造成冲突,则不需要特殊处理,如果造成了闭

环式的冲突,此时系统检测到以后,由知识图谱构

建人员进行处理。 对于概念的属性更新,如果是
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新的属性添加,依据之前所述的方法进行处理即

可;如果是对现有属性的更新,包括属性类型、值
类型、值域的更新,系统检测到后由人工进行处

理;如果是对属性的删除,若属于当前概念的所有

实体中该属性均已被移除,则可以把概念的属性

直接移除,否则仍然需要人工确认。
5. 2摇 数据层的更新

信息具有时效性,知识图谱中的知识也不例

外。 如何对知识图谱中的知识进行及时刷新是一

个棘手的问题。 知识图谱的更新表现在两个方

面,即新的实体或者实体间关系的加入引起的更

新需求,以及需要对知识图谱中已包含的知识修

正引起的更新需求。 目前,对开放知识库的更新

的研究还比较少,通常涉及对保存实体相关信息

的数据库的更新。 但是,知识图谱如何自发地、迅
速地捕捉到知识更新的需求,也是衡量一个知识

图谱系统的功能完善性的重要标准。 目前从数据

更新方式来分类,主要有两类:一类是通过人工手

动更新,一类是利用知识图谱中保留的时间戳或

者地理位置的信息而实现的自动更新。
基于人工的手动更新具有较高的准确率,但

对于一个稍具规模的知识图谱,依靠一个专门的

团队负责更新都是非常吃力的。 通常可行的方法

是充分利用现如今开放的网络和广大网民群体的

力量,采用“众包冶的机制。 利用群体的智慧对数

据进行处理,对于特定领域的数据,可能群体中的

人员比知识图谱构造者更加了解该领域的知识体

系结构,他们会对知识图谱的修正带来很多帮助。
例如 Wikipedia[51]、知乎等在线问答系统,就充分

利用了群体中的每一个人的积极性,完成一个包

罗万象的知识体系的构建。
自动更新需要在知识图谱构建时制定更多的

学习规则和实体属性,通常可以及时地捕捉到知

识更新的需求。 但是可以依赖自动更新的知识依

然数量有限。 NELL[52]系统从互联网上挖掘出 44
万个实体,准确率约为 86% ,系统中存在的偏差

通过自我纠正系统完成。 YAGO2[53] 是 YAGO 的

扩展,不同点在于对于每一个实体,它都为实体添

加了时间戳。 例如通过顾客购买电脑的时间点和

到售后维修的时间计算电脑使用时间,进而判断

是否超出保修期。 而对于各种事件则记录时间发

生或结束的时间点和时间持续范围,比如记录北

京奥运会开幕式和闭幕式时间点。 利用这些时间

点和查询语句对系统内各个实体和事件进行更新

和维护。
在实际的知识图谱系统中,使用哪一种更新

知识的方式,取决于系统的定位以及知识组织框

架等因素。 但就目前看,混合使用两种知识更新

方式通常可以提高知识更新的准确率和效率。

6摇 结束语

知识图谱的理论方法可以使人们更加便捷、
准确地获取到自己所需要的信息,具有重大的价

值和研究意义。 在未来信息爆炸的世界中,知识

图谱作为人们访问知识信息的接口,将扮演越来

越重要的角色。 显然,现有的知识图谱系统还远

不能满足人们的应用需求,构建一个健壮的、完善

的知识图谱系统仍然面临诸多的挑战。
在构建和维护知识图谱的整个流程里,实体

对齐问题仍然是一个难点。 有效的实体对齐方

法,不仅对于构建自身准确、高效的知识图谱系统

具有重大作用,而且,对于知识图谱或知识库的跨

系统融合,甚至跨语言融合都具有巨大的推动作

用。 当今,已有不少的公司或科研机构分别建立

了自己的知识图谱系统。 这些知识图谱系统各有

特色,各有长处。 通过有效的跨系统融合或跨语

言融合,可以为用户提供更加完备的知识图谱系

统,提升用户的搜索体验。 这不仅需要在实体的

对齐方面达到一致的标准方法,还需要在系统与

系统之间制定统一的通信协议。 最终,各知识图

谱系统的互联互通将形成一个覆盖更广的知识范

围的,更强大的知识图谱系统,提供给用户一个无

所不知的搜索体验。
对于初步构建完成的知识图谱,进行实体关

系及属性的深入挖掘是另一个面临的挑战。 虽然

在这一领域已经有了不少的研究成果,但对于比

较复杂的实体关系(比如一对多,多对多等)的推

理仍然还没有很好地实现。 近年来,知识表示学

习成为新的研究热点,众多的知识表示模型被提

出并应用,在实体、关系的表示以及关系的预测方

面取得了不错的效果,有望在处理实体之间复杂

的关系推理方面取得进一步的突破。
在知识图谱的更新方面,需要解决对于新出现

的知识的快速学习问题。 互联网上的知识大多是

以半结构的网页文本的形式展现,对于新产生的知

识尤其如此。 然而,互联网网页种类繁多,形式不

一,很难通过定义一种或几种知识抽取规则,来对
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新的知识进行学习。 所以,利用互联网用户群体智

慧的众包机制提供一种对知识图谱中的知识进行

更新的有效的方法。 通过众多的用户对知识图谱

提供信息的纠错和编辑,可以使知识图谱不断更

新。 虽然,这种方式可以借鉴维基百科的成功经

验,但是这种方式的滞后性往往比较严重。 为了时

刻为用户提供最新的,准确的知识,需要在秒级内

实现知识的定位、统计和推理,这将是知识图谱系

统走向应用所面临的巨大挑战。
另外,还有学者对于构建知识图谱过程中涉

及到的个人隐私安全问题作了研究[54]。 基于知

识图谱构建的搜索引擎系统大多是面向所有互联

网用户使用的,在对知识图谱中的人物实体进行

构建的过程中,应该考虑到隐私保护的问题。
知识图谱的理论方法为知识信息提供了一

种新的获取、存储、组织、管理、更新和展示的手

段。 在未来信息大爆炸的时代,以知识图谱理

论为指导的知识信息管理方法是必然的发展趋

势,它提供了一个更友好、更便捷的知识获取方

式。 本文介绍了诸多的学者、科研机构或公司

已经对知识图谱的构建做出的不同尝试以及取

得的成果,但整体而言,关于知识图谱的研究工

作还处于探索阶段,仍然有大量的难题需要攻

克。 关于知识图谱,国外比较前沿的研究还包

括 DBpedia,基于维基百科的 KG,google scholar
等,而中文的知识图谱研究还相对滞后,希望本

文对于知识图谱的介绍能为中文知识图谱的研

究发展提供帮助。
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