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NOde- kUbelet + kUbe-proxy kubect!| (user commands) Firewall 7[|_E$l|.j:§

Master: scheduler + controller manager + api-server /—\

Etcd: A L1764 Node -« C »
7

1. Pod R EJ F3?
RC, Scheduler Lt | Ve

/ \ Pod Pod
2. Node™5 SRR ATFA? . supenscter Ré\% A N T
ZNode 5 S v A
/ schem REST \

Pod
CA
A .
> (pods, services,
actuator rep. controllers) \

/
3. Kubelet, Proxy, Flannel, 7 “So—% ( —

Docker/~a] H? N
ﬁ*i%}?*ig Scheduler i M_{gmller mtanII \/

et
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Master compone| Distribut Node
olocated, or ad across machines, Watchable Prox
4 . Maste r;l\ [m] I % ? dictated ¥ cluster size. Storage kubelet Y

(implemented via gfcd)

ZMasterm 9
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|
MasterfB {4+ A 221t Pod X{ bod oo
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‘ kubectl, clients, etc. ‘
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v - | |
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Worker Node #1

\A\

\

1]
/1

A \
Master Node #1

apiserver @

E etcd

| NG

/7 |
podmaster @ ,'_ . controller

L manager

kubelet

monit

=

1. podmasterfE N/ H[E
2. W88 SpodHlletciflal
3. self-hosted
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Load Balancer wordpress

kubelet

redis

docker flannel

upstart

apiserver Worker Node #1

kubelet

controller

manager scheduler

docker HETE]

upstart

Master Node #1
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HOST

IP ADDRESS

Components

Ib-1

192.168.205.252

kubelet, haproxy, keepalived, flannel

Caicloud
ALREE

Ib-2

192.168.205.253

kubelet, haproxy, keepalived, flannel

VIP:

192.168.205.254

master-1

192.168.205.11

kubelet, apiserver, controller manager, scheduler,
kubeproxy, etcd, flannel

master-2

192.168.205.12

kubelet, apiserver, controller manager, scheduler,
kubeproxy, etcd, flannel

master-3

192.168.205.13

kubelet, apiserver, controller manager, scheduler,
kubeproxy, etcd, flannel

node-1

192.168.205.21

kubelet, kubeproxy, flannel

node-2

192.168.205.22

kubelet, kubeproxy, flannel

node-3

192.168.205.23

kubelet, kubeproxy, flannel
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HA MasterZ2 {22}y (=

1. HA Master HG#HEF NS E

° j%'l&{%iﬁ monit, UpStart, keepalived haproxy
systemd
flannel proxy

- PEFEKH: BEHZRDINF

wordpress

docker kubelet
mysq|l

2 g 3 H/Etulz% LB Node #1

« AJEMRIE: RITRERRIE
kubeletfg35, kubelet{RiEstatic
pOd IEJ _J-}Eﬁ Worker Node #1

o HFEMKE: BAEpodFohliF SPEENEr Slecsener

flannel proxy

docker kubelet

etcd-event

controller
manager scheduler

flannel proxy

docker kubelet

Master Node #1
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s i u
1. #HEFER C?rlgg)&d

~

update options

_______----"’

waiting Eted _ _ . = =
o —— update options

waiting LB to connect to apiserver | _ i am====
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1. FFIEKubernetes&E B HU4FINAE AR ALRIFR

Caicloud

--allow-privileged=true

A. Kubelet
s iFdockerA i @kubeletiE K UFNETITIT
B. Apiserver

« fBiFdockerazsaEuS 1 0apiserver

2. IBITEFRNARTU FRVdockera 23

securityContext:
privileged: true

A. Kubeproxy static pod
* BT IptablesiZ EBH AIERLN
B. Flannel static pod
* Jhlalvxlan, openvswitchZ& & FHEIER XX
A. Keepalived static pod
* ThI8]IP_VSAMAIRIRFKIZIIVIP
@http ://caicloud.io (M7 info@caicloud.io
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e Caicloud
o WMstatic podZ Z1ERIKubernetesSE B A A TSI TEENIME T AR
hostNetwork: true
EH:
A. DEFFEERRIET B B SRS IPHb I #HT flannelF2 AN M 45

B. kubeproxy. flannel, haproxy® Zi8id F LMW &E 2 BN
C. haproxyEEIMNNIERETE QRN EIRARS 28 L
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« J@iThaproxy#lkeepalived podsEIiMasterf fa Fia8E, IMEHZ—RIVIP AR

» haproxy#llkeepalived 7] AR E B —Mpod
o E@EHER: killall -0 haproxy
o BEMER BT haproxylIEEEQE T H R IDIRS
* haproxy SSLECE

© haproxyZR & RIRMHACHE : {SZF4=MAE
< haproxySLIISSL Termination proxy

@http ://caicloud.io @info@caicloud. io
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« “haproxy image”B8d“docker-entrypoint.sh”:

#!/bin/sh
set -e

# first arg is "-f* or “--some-option’
if [ "${1#-}" I="$1"]; then

set -- haproxy "$@"
fi

if [ "$1" = "haproxy' ]; then
# if the user wants "haproxy", let's use "haproxy-systemd-wrapper"
# instead so we can have proper reloadability implemented by upstream
shift # "haproxy"
set -- "$(which haproxy-systemd-wrapper)" -p /run/haproxy.pid "$@"
fi

exec "$@"

Caicloud
AR

-Ds passe en daemon systemd
This patch adds a new option "-Ds" which is exactly like "-D", but instead of
forking n times to get n jobs running and then exiting, prefers to wait for all the

children it just created. With this done, haproxy becomes more systemd-compliant,

without changing anything for other systems.

containers:
- name: Ib-haproxy
image: index.caicloud.io/caicloud/haproxy:v1.6.5

command:
- haproxy * lusr/local/sbin/haproxy
_f

- /letc/haproxy/haproxy.cfg
--P
- [run/haproxy.pid
- name: Ib-keepalived
image: index.caicloud.io/caicloud/keepalived:v1.2.19
command:
- keepalived
- --log-console
- --dont-fork
- -f
- letc/keepalived/keepalived.conf

@http: //caicloud.io @info@caicloud. io
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« —api-serversfic & AR

Caicloud

o kubeletfic BEapiserver, Bid“—api-servers”{g8E %~ : —api-servers=http://m1b:

8080.http:/m2b:8080.http://m2c:8080, {BEERBHE—PMilEA

« —masterfic &

o controller managerflscheduler: R EE@d“—masterBe&—apiserver, JoiEiEZ Mapiserver

- SEHIR:

A. https://qgithub.com/kubernetes/kubernetes/issues/26852
B. https://github.com/kubernetes/kubernetes/pull/25428

@http ://caicloud.io @info@caicloud. io


m1b:8080,http://m1c:8080,http://m2a:8080,http://m2b:8080,http://m2c:8080
https://github.com/kubernetes/kubernetes/issues/26852
https://github.com/kubernetes/kubernetes/pull/25428

X xFHA Masterfyk K EE (Z)

* self-hosted install/update design with bootkube Caigloud
g ’ ARER

o self-hosted: runs all required and optional components of a Kubernetes cluster on top of Kubernetes itself.

\
m " | system kubelet
scheduler, | 4 (monitored by N\
controller manager) . | system init) \

- SEHEE:

A. https://docs.google.com/document/d/1VNp4CMjPPHevh2 JQGMI-hpz9JSLag3s7HII87CTijl-8/edit

B. https://groups.google.com/forum/#!topic/kubernetes-sig-cluster-ops/li_brwXYeCl

C. https://github.com/philips/kubernetes/blob/ebcde947994e85488f1511dfcae0295e2a6bd67e/docs/proposals/self-hosted-kubelet. md#proposal

@http ://caicloud.io @info@caicloud. io
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https://groups.google.com/forum/#!topic/kubernetes-sig-cluster-ops/Ii_brwXYeCI
https://github.com/philips/kubernetes/blob/ebcde947994e85488f1511dfcae0295e2a6bd67e/docs/proposals/self-hosted-kubelet.md#proposal

-

DBAplusZk_E 9= 553K | Kubernetes Master High Availability “‘
SELEN - Caicloud
AR

IREl ) 2016-06-29 7# = B4 T Caicloud

AR FRSRIRMMATEBDBAplusitE, LD E (Kubernetes Master High
Availability SZRSEEE) , MABUM{IHEKuUbernetes Master High Availability R,

http://mp.weixin.qg.com/s?
biz=MzIzMzEXNDQ3MA==&mid=2650091772&id
x=1&sn=727c986f602e4de6adba2cf66a45aa89#rd

Kubernetesg st : Masterg /] A RigiTFRT ALt
S BT O® 2016%06830H
HA Maosterfy 822ty . FARERFMLERBEIALT, UEFERIHA Mastergy4

2,

http://dbaplus.cn/news-21-499-1 .html
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Kubernetes High Availability V1

apiserver podmaster
kubelet

kubelet
controller

manager scheduler

flannel docker

flannel

upstart

upstart

Kube1

KubeO

oL

1. apiserver%gl7Zx? stateless
2. schedulerZ gl 7s?

= ER

1. Master= KB4 57

1. Etcd B2
onlyone 5 zssaqy 2. Podcaster FF4
controller manager glj7? 'S active

https://github.com/kubernetes/contrib/tree/master/pod-master
ht

tps://qithub.com/kubernetes/kubernetes/iree/release-1.1/examples/high-availabilit
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apiserver podmaster

kubelet

func (c xconfig) leaseAndUpdateLoop(etcdClient xetcd.Client) {
for {

controller
manager

master, err := c.acquireOrRenewLease(etcdClient)
c.update(master);
time.Sleep(c.sleep)

}
scheduler

}

func (c *config) update(master bool) error {
switch {

case master & !exists:
return copyFile(c.src, c.dest)
case master & exists && sum(c.src) != sum(c.dest)

return copyFile(c.src, c.dest)
case

docker HETIE]

Imaster & exists:
return os.Remove(c.dest)

}

¥
func main() {
tcdClient, := etcd.New(cfg)
u pSta rt E{e;seA:lszpda:;[oop(Ze:edc?’i’e;t?
}
Kube2
"containers": [
{
"name": "scheduler-elector",
"image": "gcr.io/google_containers/podmaster:1.1",
"command": [
"/podmaster",
"——etcd-servers=http://127.0.0.1:4001",
"——key=scheduler",
"—-—source-file=/kubernetes/kube-scheduler.manifest",
"-—dest-file=/manifests/kube-scheduler.manifest"
] ’
}I
{
"name": "controller-manager-elector",
"image":

"gcr.io/google_containers/podmaster:1.1",
"command": [
"/podmaster",

"——etcd-servers=http://127.0.0.1:4001",
"'——key=controller",

]’

"—-source-file=/kubernetes/kube-controller-manager.manifest",
"——dest-file=/manifests/kube-controller-manager.manifest"


https://github.com/kubernetes/kubernetes/tree/release-1.1/examples/high-availability
https://github.com/kubernetes/contrib/tree/master/pod-master

Kube-controller-managerment self-hosted JRE3 5 #7

/* cmd/kube-controller-manager/app/controllermanager.go */

// Run runs the CMServer. This should never exit.
func Run(s *options.CMServer) error {

run := func(stop <-chan struct{}) {
err := StartControllers(s, kubeClient, kubeconfig, stop)
glog.Fatalf("error running controllers: %v", err)
panic("unreachable")
}
// ——leader-electitikECEN EiEFrIcontrollers
if !s.LeaderElection.LeaderElect {
run(nil)
panic("unreachable")
}
// BUFENEE TR
// 25ix%
leaderelection.RunOrDie(leaderelection.LeaderElectionConfigq{
EndpointsMeta: api.ObjectMeta{
Namespace: "kube-system",

Name: "kube-controller-manager",
}
Client: kubeClient,
Identity: id,

EventRecorder: recorder,
LeaseDuration: s.LeaderElection.LeaseDuration.Duration,
RenewDeadline: s.LeaderElection.RenewDeadline.Duration,
RetryPeriod: s.LeaderElection.RetryPeriod.Duration,
Callbacks: leaderelection.LeaderCallbacks{
OnStartedLeading: run, // &#mIh, Baficontrollers
OnStoppedLeading: func() { // &HEK
glog.Fatalf("leaderelection lost")
h
h
1
panic("unreachable")

}

AN http://caicloud.io (™7 infolcaicloud.io
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I* pkg/client/leaderelection/leaderelection.go */
// RunOrDie starts a client with the provided config
// or panics if the config
// fails to validate.
func RunOrDie(lec LeaderElectionConfig) {

le, err := NewlLeaderElector(lec)

if err != nil {

panic(err)
}
le.Run() // #EHidFE

}

// Run starts the leader election loop
func (le xLeaderElector) Run() {
defer func() {
runtime.HandleCrash()
le.config.Callbacks.0OnStoppedLeading()
Q)

// EHAM acquire leader lease, EZI get it successfully
le.acquire()

// 3EZ| a leader lease [EE&I controllers

stop := make(chan struct{})

go le.config.Callbacks.OnStartedLeading(stop)

// EHAMES renew leader lease

// BRiE failed to renew leader lease

le.renew()

close(stop)
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LB4S =

1. ¥1EHA MASTER

2. KBSEER+AAM B, FAIRENES
3. éﬁ-i)‘il"ﬂ)\lil haproxy keepalived kubelet
4. S'ZTvi;NodePortE’\]ﬁﬁi’S@T flannel .

I dock wordpress mysq|
5. | ot kubelet
KeepAIived upstart proxy flannel

LB Node #1
1. 1%B$Haproxyﬂ’\]'.%ﬁj}fﬁ docker flannel
2. REVIP
upstart
Haproxy . Worker Node #1
apiserver etcd-server
1. 1REEFTCPHIHTTPI BB RV IE v etcd-event kubelet
o controller

2. IP, SessionZH114 manager scheduler

3. EFpod livenessProbe AU EINE

flannel proxy

upstart
Master Node #1
AN http://caicloud.io @info@caicloud. 10
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Internal External
* Kube-proxy * NodePort 192 168.205.11 o 168205 12
* LoadBalancer
h
» External IPs aproxy
* Ingress

NodePort NodePort NodePort

192.168.205.21 192.168.205.22 192.168.205.23
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