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Kubernetes 1.4 FF A &

GCE PD AWS EBS

iSCSI NFS

PersistentVolume

ClaimRef User
owned

Pod

ACfliid 7 H AT kubernetes FHEF A (PersistentVolume) [RIf5HL, e #EE (Volume) [lE&. 7
BT, AETEE B EREEEAX . fFAE (PersistentVolume) TR T API, BRk 1
JRZ 40T, FP A GOR OGO AE AR A 4R A, TV FESE . ik, RATITE kubernetes 1.4 15| N T
WS APL %595 (kind) : PersistentVolume £l PersistentVolumeClaim.

BABPV) @FRONCAEBRER, WARIA— DML, FABPV)RRIANRET—D

B, #i& node Ml cluster [5G &R . PV 2R Volume — #2544 [ kubernetes Volume #E2x1 , {HIH
Az i A RIS 7T 5N (¥ pod,  IRJEAF#SEBLAT LU NFS, iSCSI, ZAF#EE, HOEId API X S0 4h 5
B, WHIEY.



http://www.dockerinfo.net/2926.html
http://www.kubernetes.org.cn/
http://www.dockerinfo.net/docker/data-volumes

BABERPVC) H @R AEER (Persistent Volume Claim — PVC) HUEEfE#5E, PVC vs PV A
PLZEEE pod A node 95 &, pod 2:7H#E node [%IE, PVC JHFE PV YR . pod AJ DL HIE 15058 kL
fE (CPU. WA4£),PVC RIELRTE R/, §ila) 75 20 (4411 mount rw — X B¢ mount ro 2 kFEZF 77D «
FERN 2k APLEhER, Rl ATLlE PVC EFAEREBEE, B3 M IE a0 PV KRZ &ML, flin
SEANIE] (5L 5 5 R AR R RO R AR, AR BEAF R/ Il AN R T AR 2R . SRR L 03 — Uy T 224
HEARE PV MM, — 7 HZERRBURE A7, B5I N T StorageClass . & HE 51 H - 2
StorageClass iR A 11528, ANIFI (K143 28 0T LUK RLAS [ 1 5 AR 55 Qos S5 4 & SRS R HL A 1 78 LI
il . kubernetes 75 5 A2 5 7% %) 7y, StorageClass ME&E A 1171 2 48 LA R A profiles”.

10 AR 223 PersistentVolumeClaim, 17 s FEAH 241

A= i A 34

PV ZEEFEM IR, PVC 15 REEIME R A H, PV A PVC Ay & 1
T
IR

AL ER AR PR AL T A

EEES

TEEEERE a0 — EHE R PV, PV 5 7 S PR Z407, i
kubernetes API 13 FI 724 .

;&

TEIA PV AN PVC 5 SRET, & B 51 ] DA AR A7 it 0 2%
(StorageClass), fiid HAAREFEA: PV S5, PVC ik I iR K1 %
P, EXFERUABIBASECE WP . EREAEREILETHSEEAC.

P

FH P AR B 75 A7 At 25 1R RN U R AR B . (BRAEShAS & h aeld) —4
PersistentVolumeClaim. Kubernetes [£] Master 75 S &3 W23 724 1 PVC, 35
Z UL PV CInRA KI5, HEMIg e E—iL. sh&RER, mHes—EE
PV 5ixA~ PVC 458, HZF|PV 584 ULE PVC. kEfH PVC il RAB | PV A —



M. g8E —HIER, PersistentVolumeClaim 4% & st 2 g i, A 2 fd Ffar Fh g =X,
4R 5E 1 o

WA BIULEL T volume, GRS —BEARFERIERE . 7EVLACH)
volume FI 2 )5, HPiGREGSw4gie. i, —ANBE 7Y% 50Gi PV (4R
A2 VLELE|—/NER 100Gi [ PVC. WA TE 100Gi PV #mB| £ 2 5, X4
PVC A ] LA 4P 5E o

i

Pods {# F Claims {4 volumes. £EFf 7T Claim, ZH4PE M) volume, FFH
Pod FE#4X 4™ volume. XT3 HF 2 15 in| B ¥) volume, H 7 7E Pod H{§i F Claim
A6 € B CARE U7 R A .

M —HBAT Claim, HH#4e, Mager PviE—EE T ZHP. B
FUA IS AE Pod volume B3 PersistentVolumeClaim [#)77 Rk & Pods, 337
AT AT KR 1K PV

EIi

M AR 5E volume J&, FTRLA AP F it R PVC X5, SRR B8 il vl DA#E [
KT . Claim #HFR 2 J5, volume # AN BEBCIRES, (HELARERILE claim
R . 2 B 3 BRI R B AF volume b, X AN 44— 8 SRR AT A0 FE

[ o] A

PersistentVolume 1) 25 B S W& K 25 YR SEBEAE volume #RE il Je 1z anfrr it 47 b
., volume B REBUG FTHHAREE, [RIal b bR, fREE S FrF L E A FC A

MBx (75 % volume #@fES24) , SCFEFM Kubernetes il & PersistentVolume
g, S E MM CHhin AWS EBS, GCE PD or Cinder volume) i3 % v
I 5 . AT E volumes 4% BN

[FIY (752 volume 43 HF) » AN volume $AT 2 A [P BR 5 AE (rm -rf
/thevolume/*) , 48 &5 FT 1 claim W HH .



REATHERIFPR

Kubernetes 83 #4527 T 5 4%

e GCEPersistentDisk

e AWSElasticBlockStore
e AzureFile

e FC (Fibre Channel)

e NFS

e iSCSI

e RBD (Ceph Hti% %)

e CephFS

e Cinder (openstack F{JERT7AE)
e Glusterfs

e VsphereVolume

o HostPath (H GEH T 595 &)
AL (PV)

B PV € X5 spec Al status, T & — M aE] B T
apiVersion: vl
kind: PersistentVolume
metadata:

name: pv0003

annotations:

volume.beta.kubernetes.io/storage-

spec:

capacity:




storage: 5Gi

accessModes:

- ReadWriteOnce

persistentVolumeReclaimPolicy: Recycle

nfs:

path: /tmp

server: 172.17.0.2

rE

— R, PV B capacity J& 1 E XA E RN ATLLEE & Kubernetes 5t
YRR PR R TR

HETDOSCRP R E RN, FR S jops, At ESFEME.
ZAE R

TR IRZ R, RS S B SRRRE, PV U5 RS B A6 278 A B V5
W77, Bl NFS SCREZAS rw % i, (HEARS] NFS PV Al g2 R
export. XIANE PV s, A PV A H SRV I 77 2

V7 i) 77 AL

ReadWriteOnce — #¢ 5.5 & mount Y5 rw B
ReadOnlyMany — %% >4 x{ mount 4y - 2 ro 25

ReadWriteMany — # 2 > 7 5 mount 415 rw Bz
£ CLI T, Vil 77 A a5 8.

RWO - ReadWriteOnce

ROX — ReadOnlyMany

RWX — ReadWriteMany



FERE, ER—Z, —A% e —Mv5m 757 20 mount, 410
GCEPersistentDisk #% 1] LL—/N 4 £ mount 2 ReadWriteOnce tH 1] LAY 2 AN &
mount >y ReadOnlyMany, {HANRE & £

%% T Kubernetes S5 F A7l i 4 1005 1) 77 28

Volume Plugin ReadWriteOnce ReadOnlyMany ReadWriteMany
AWSElasticBlockStore X - -
AzureFile X X X
CephFS X X X
Cinder X - —
FC X X _
FlexVolume X X -
GCEPersistentDisk X X -
Glusterfs X X X
HostPath X - —
iSCSI X X -
NFS X X X
RDB X X -

VsphereVolume X - -



R

PV 433l id 15 B 3B volume.beta.kubernetes.io/storage-class i 3 StorageClass
&R, —MMRFER PV 203K 5 PVC I KIPE . PV A ERBER N RRKH
72K, HEedhE 2@ PVC,

Kk IERSR, volume.beta.kubernetes.io/storage-class VR £ N JE@ 7

(5] A SRt

BUA [N SRS A -

o Retain— F-ZhH ¥ {f
o Recycle — FEARMERERSE (“rm -rf /thevolume/*”)

o Delete — KIK G o7t — & MR, J& 574 AWS EBS, GCE PD 2
OpenStack Cinder

H a7 R4 NFS Fil HostPath 27 [FYf, AWS EBS, GCE PD #lI Cinder volumes =
SRR o

EHNUMRE, —ABRETHPZ—

o Available —[f B IRA, A #HLEE R PVC
e Bound - #f5E %] PVC

o Released — PVC #Ml#, ik A w2 H
o Failed - HZ)EUEIK

o CLI & E/RE8ES| PV [ PVC 4.

FABER (PVC)

PVC {ii spec F status:

kind: PersistentVolumeClaim




apiVersion: vl

metadata:

name: myclaim

annotations:

volume._beta.kubernetes.io/storage-

spec:

accessModes:

- ReadWriteOnce

resources:

requests:

storage: 8Gi

selector:

matchLabels:

release: "'stable™

matchExpressions:

- {key: environment, : In, values: [dev]}

ZAE R

PVC fs s 5E 115 i 05 s SRAFE BER, IR 80— L E N
B

PVC #] L& pod —FEHIE —E B E R, At HiE ) & A7 IR
kubernetes [ &% YRR Y [A]4£& H 45 F1 PVC.



PR

PVC 7] LMEE — IMRB i B es kit — Db jet4E, HAULRAPFI GRS S
4152 2] PVC, Selector £13f 2 I P 25 :

o matchLabels — VCHACHRZS, Fbn2E 00 V0HLHANME

e matchExpressions — UGACRIAI, HEEXT, #EFHR, BIERFAR In,
NotIn, Exists, #1 DoesNotEXxist.

FrA iR, W24 £ matchLabels F1 matchExpressions 7€ X .
3R

PVC AT L4552 i) StorageClass %4 F%, ifiid volume.beta.kubernetes.io/storage-
class VEBE REFE M PV 4325, PV Ml PVC 1R 30N, A RE45E.

PVC 1R LA 732K, PVC R 2 R il SR I A 7 R EK, LA
WRER e BB 732810 PV A TIEREERE N ) o &A1
DefaultStorageClass N4 (1 5 e 162K PVC £ S AR

WERMENIEAT I, BB AR E — MBI F#EI52 StorageClass, At
FKPVC o#4h e B4 PV, 3 storageclass.beta.kubernetes.io/is-default-class &
Netrue”, AT T4 StorageClass. 7% H 4 PV oX is-default-class A false ok,
RGPV AME—, HEASE AR PVC.

R AE NG IS, 5 B4 StorageClass IHES 1. T638 PVC HBE#YP
SERNTEKI PV, XFETCK PV FI PV JEMR R —FEN

24 PVC f85E Selector 153K StorageClass, FriE R HiER:: HAG PV Z5MFx
BT AR A GEGRE S| PVC, FHFEVER, HurHAIETSERFESN PVC Arefl A
A E R PV

Ak 1EF, volume.beta.kubernetes.io/storage-class 3B il A J@ 11 .



i PVC FifEE

pods JEILHKF PVC 2t volume K7 10474k . £E pod ] PVC I, PVC 4AZiA7
7E T #H A ) namespace . £EH#FAE pod 1) namespace 142 PVC, FfH BIREUHF
PVC 1 PV. 2 Jg,volume ¥ 2%k % host 1 pod .

kind: Pod
apiVersion: vl
metadata:
name: mypod
spec:
containers:

- name: myfrontend

image: dockerfile/nginx
volumeMounts:
- mountPath: *"/var/www/html*
name: mypd

volumes:

- name: mypd

persistentVolumeClaim:

claimName: myclaim

Namespaces ==& M

PV ({485 2005 K, 1M HIK A PVC /& namespace [1I% %, ALl mount £ F
R (ROX, RWX) 1) PVC H7E[H— namespace .



&R

/1 StorageClasse # (w45 provisioner Al parameters “FBt. =& class [f] PV
r EE AR, A2 HR B

StorageClass X %) 4 e H HEL, Hew s Az il is sk —ANE e 1 class.
{EEE— X A7 StorageClass X R}, ZLH class A FMEAMSE. X5 —H4)
N TCIE T

R G R] BN AN T YR E AR A class ) PVCs & X —NBRiAK StorageClass.
VEANiE 2% PersistentVolumeClaim #3747 »

kind: StorageClass

apiVersion: storage.k8s.io/vlbetal

metadata:

name: standard

provisioner: kubernetes.io/aws-ebs

parameters:

type: gp2

Provisioner

storage classes [ provisioner B ¥ € & W™ volumn a4 F K5 E PV, X
AT BLbZiEE E . 7E beta WA, TR provisioner 2574 kubernetes.io/aws-ebs
F1 kubernetes.io/gce-pd.

Parameters

Storage classes ] parameter Bt H >k AiiiA J& T-1% storage class [#) volume. AN[A]
[¥] provisioner A [F . AN, ol Xf1 type Z4: iopsPerGB NI H 45 & 45
EBS. UZHCRBEIRER, MR —LEha(E.



AWS:

kind: StorageClass

apiVersion: storage.-k8s.io/vlbetal

metadata:

name: slow

provisioner: kubernetes.io/aws-ebs

parameters:

type: iol

zone: us-east-1d

iopsPerGB: "10™

o type: iol, gp2,scl, stl. TEAIEZ* AWS docs for details. Hk4: gp2.

o zone: AWS zone. R AKF85E, ¥ M Kubernetes cluster 5 5 £E Y zone
BENLIEE — o

o iopsPerGB: X} iol volumes. #EFP4%E GiB 1) 1/0 4. AWS volume Hfiff
W IXAME 3 LL AT =K 11 volume K/ K5 1% volume [ IOPS , 5 K1E A
20000 IOPS (AWS FrsZ 5 KMl , Z7% AWS docs. 7Bk,
Bl «10”, 9F 100 encrypted: 55 EBS volume J& &5 M iZ N2 . S ERIME
N “true” or “false”. ZTFBOATAEI, BT “true”, dE true.

o kmsKeyld: AiE. 4 volume # 1% K Amazon Resource Name 4= 44 <> B i
. WRiE%E, 1H encrypted & true I, AWS &4Epi—4> key fli. iHZ
% AWS docs A%k ARN ff .
GCE:

kind: StorageClass

apiVersion: storage.-k8s.io/vlbetal

metadata:



name: slow

provisioner: kubernetes.io/gce-pd

parameters:

type: pd-standard

zone: us-centrall-a

o type: pd-standard % pd-ssd. k4 pd-ssd

o zone: GCEzone. WIRIRE, HFMIZHE B HTAE I X I B LILE — A
zone.

GlusterFS:

apiVersion: storage.-k8s.io/vlbetal
kind: StorageClass
metadata:

name: slow
provisioner: kubernetes.io/glusterfs
parameters:

endpoint: "glusterfs-cluster"”

resturl: "http://127.0.0.1:8081"

restauthenabled: "true"

restuser: "admin"

restuserkey: '‘password"

« endpoint: glusterfs-cluster /& endpoint/service %5, 3% GlusterFS 51T
1P Hhikih . XA SER AT



o resturl: Gluster REST %% url, ‘&% #%# gluster volumes. %A
http://IPaddress:Port . 41 F GlusterFS dynamic provisioner -, XNZ%2
WA o

e restauthenabled : fi/R{E, FT1EE REST ARgs#s L1 Gluster REST ARZ5A
WA . WnZAE N true”, FRDAZ0N ‘restuser’ and ‘restuserkey’ Z%UIK
(I

o restuser: Gluster REST k45 H /', F vl LATE Gluster {5 /Eith A @1
volume.,

o restuserkey: Gluster REST %57 1% 65, HT REST MRZS#FINIE.

OpenStack Cinder:

kind: StorageClass
apiVersion: storage.-k8s.io/vlbetal
metadata:

name: gold

provisioner: kubernetes.io/cinder

parameters:

type: fast

availability: nova

o type: Cinder HaI7Z[ VolumeType , HE A=
o availability: T Zone, #E NZE.

A HEE
BRERARAE I — A KSR G 5 P AR BRG], JF B 2 AL, BRATTE
WOURAE I L AR K

o TERCEZ A — K PersistentVolumeClaim %§ 4% (L) & Deployments,
ConfigMaps 45)



o —EANELENE K PersistentVolume %5, BRI 94 F B 1 FH P Y
BRI % PersistentVolumes.

o UGB, 1k PR R AL At storage class 44 T
o WIRHMFHMLT storage class %7, JFHEBRARE 1.4 8L E, HxX/ME
Ji %1 PVC volume.beta.kubernetes.io/storage-class H7ER . i R AERE()

StorageClasses O & BE 1B FH, X2 {8 PVC F-HRILHAL & &
StorageClass.

o WA P A3 StorageClass 447, BUEERERAS A 1.3, ANELAE PVC HmA
volume.alpha.kubernetes.io/storage-class: default 7 %% .

o XS PV X SUAERE A BRI P AT B BEE, RE A TIEROR
alpha, IX/MERERG G2 beta I HF .

o REL4: volume.beta.kubernetes.io/storage-class: Tt FARfI{E, LG4 ME.
e 4= 1k DefaultStorageClass HHEANIZE G HAT (WK LB T
e

o —EE B EE R ik — B B JE R AR E I PVC, A5 FH
NI EVFR IZ R A A SR CZFME O P Bz g — AL
BCf) PVD, BRE RN AAME RS CGXFENL NP AR AL E K
153K PVC).

o RSRIRATIALFE £ H94ERE S ] DefaultStorageClass, I H A & FrEf ] i
SR, VA {4 storage class & 7l iEH T ra 468, FrUAERE
BING T BIHEAMBG, alpha R KRR, HPVC ERIER
storageClass =7 B 21 2 FUHA I RICR

kubernetes1.4 ¥ n#r 7 mB FBIRSEEY DiskPressure

HREN

7E Kubernetes 22/ I F I LLE R, 3555 (Node) & —/NHE Y HBFLialT
{F55 1 worker. ‘B REIZIT—PELEZ A Pods, A (Node) FEflt 7 iEfr A ssniE il
EE TG L EZE, 1F Kubernetes 2 B fi A # 1L fi Minion.


http://www.kubernetes.org.cn/188.html
http://www.kubernetes.org.cn/

Firewall
kubect| (user commands)

Node A 4

kubelat Pr

\ A
Pod
authentication
APIs authmlzanon I
REST
scheduling | o] {pods, services, 1
actuator
rep. controllers) |
1 / A
Scheduler controller manager
- (replication controller etc.)
Master companents Distributed Hode
Colocated, or spread across machines, Watchable Proxy
as dictated by cluster size. Storage kubelet

(implemented via etcd) \

e II

S AL

2|

JE N X sk E AT DL BIFE Kubernetes H AT A (Node) [IAHCEEFIE S B



NodeName

System Containers

CPU

Memory

Metwork

Fs

Runtime
PodCIDR — -~ TypeMeta
ExternaliD ObjectMeta
ProviderID Spec
Unschedulable Status

Allocatable
Type Phase
Status —_> Conditions
LastHeartbeatTime Addresses
LastTransitionTime DaemonEndpoints
Reason Nodelnfo
Message Images

Volumesinlse
VolumesAttached

ﬁ

Name
DevicePath

LERIK Node: %7 Kubernetes 71T 4, 72717 2 L fiiZ 4T POD.
45K NodeSpec: f77801 sUH B PE(E B o

. JE1E PodCIDR: FK/RiXAN & L1 POD ] LA 1 IP Y5

. JETE ExternallD: X2 — WS4 H IR

. J&TE ProviderlD: 415 R AF =) HIREN BN, XNEERRAE
= RAFX = FEHRIME—FRE, AN
<ProviderName>://<ProviderSpecificNodelD>

. JE&M: Unschedulable: X2 —Mi/REIASE, BRINSZ false. WIS A true fHJIF
fire, FoREATT EAGEME Kubernetes AT, Wat/2 Kubernetes ANRELE
XA A BT R POD, (HEASHARRXANT A L EZL a2 K POD. 2



EOOH ST A, TR 8T LUK AN Y Unschedulable 257 5 B
true, ZRJE AT SHEATAE R, T DU T A2 KA HOA R

kubectl patch nodes SMODEMAME -p '{"spec": {"unschedulable™: true}}'
XA — A4, e an R daemonSet $4# #K AIZE POD IR, A

20 Unschedulable iX /™M@ M2 S B K T true, X J& K4 daemonSet 4%l #%
PNAEA S A _F ) daemonSet POD #3& ANEGIEE ), FXAN BTk,

oZE M1 NodeStatus: 7T M ADIRASE B

1. J@1 Capacity: f7/BCT s EFTA SRR &

2. J&PE Allocatable: A7 i b AT DA R FE A3 FH 1 mT FH B s 4

3. J&TE Phase: fFJSCT AR FTALEAT A BT EL, —ILE =ANEUE, 405l
“Pending”. “Running”f1“Terminated”, 43 &~ R

1)Pending: F/nT1 55 CLE B INE] Kubernetes ££8E 1, (H 20 BH #

Kubernetes i 17 Hic &
2)Running: F/~T M E4 4 Kubernetes Fit & 5¢ i, 7] PAHH Kubernetes 32£47 1

FEAEH
3)Terminated: K/~ &L M Kubernetes 25 R i B T

2L NodeCondition: 7T i BRI o
fiF5 Ready. OutOfDisk. MemoryPressure.

18P Type: = S fi etk 257,
DiskPressure i1 NetworkUnavailable, 4353 7~:
1)Ready: FoRT SRR, 7T LARER /£ L THB)E POD
2)OutOfDisk: FT/RIXANT KA Z NS0T, CELAGE L E

POD T
3)MemoryPressure: £ /nIXATT R EATHNAFCAER D T

4)DiskPressure: FR~XANT s B HGEL R O @R T

5) NetworkUnavailable: 371X AN f b W28 B0 B IE A e B



2. JEME Status: Fon AR BRI H S BOIRAS, HET R True. False 1
Unknown, & kubernetes & Sk i A H I8 2 4k 20 I AR ZS

DTrue: T 24a7 7 1 BRI A SEA7AE

2)False: o AT A (1 g BRI AN AEAE

3)Unknown: 7~ kubernetes JGyZMf & X4 i S 24 1) {g Btk S5 A7 AE
1. J&ME LastHeartbeatTime: ZFr b— K HOIRAS ]

M owon

©® N @ o &~ W

J& 1t LastTransitionTime: 7~ b —UCIRAARAL 11 1]

J& 1 Reason: o b —VOIR AR Mk ) g . J5 A

JE 1 Message: R _b—VCHRASAR AL 1 40 iR K]

£ 1k AttachedVolume: f7CHEEEITY S EIEEE GRS B

JE M Name: FEE 207 55 26 1 2 5
J& 14 DevicePath: #3871 & E &6 1A Rk 2
25Kk NodeStats: 750 A G144

. )& NodeName: F/RiXNT7EH44FR.

J& 7% SystemContainers: X & — MU AAR &, FHBOXAT A LT RG%E
wMgTHE R, XHERGE BN Z L, Daemon IRAIZ1T 1 kubelet Al
Docker 2%

JEYE StartTime: RIS HFUAXS T RUEEAT SE v (R R o

J&E CPU: 7R CPU AHR I G it 44 «

JEPE Memory: IR NAFAH RISt B

J& 1 Network: 7R 2% A0 1) G T HEE .

JEtE Fs: ok Kubernetes FBEfl I SCIE R G SISt Hidls
J& 1 Runtime: 7R F 7 #4812 17 I 0 Ge it -

Hriretk

7E Kubernetes1.4 #1, %514k NodeCondition 73 7 — M He R it 26 7Y
DiskPressure, HSRZF/RIXAT A L] R 2R 2 LR T,



T X AME ORI R A DiskPressure J5, EPANTT T 242 FF Kubernetes [
-

1A DATE A POD HORMEREAT 2%, G s L k4= T DiskPressure X 1
H, IamieH scheduler SLHE POD i B 21 HoAth 5 & Lo

2.0] AFESE TS S A3t AT 2%, WA A sz KA T DiskPressure iX 4
=, IPamte i kubelet BEE RIX AN SRR FTE POD, #4iX L4 POD IKiZ 2| H:
A 55

TS 4H kubelet FREHRFE 35 il S I A& dn{e] 225 fd ] DiskPressure 1], iX
W B S AN B 4 M 4 A4 4k NodeStats H i 4 Ja

1. B CPU: IR CPU RIS TH . XN @ X W 25 7y /& CPUStats:

Time
UsageM anoCores
UsageCoreManoSeconds

HrJE M Time SRR Gert Bl 5O 8], &P UsageNanoCores 37 17 s LR
CPU 7E R TN )M F &, J& P UsageCoreNanoSeconds #7115 _EJfTf CPU [
SAE A S

2. J&tE Memory: Ron WAEAISRINGTTH A . XA R PEXT BLA5H R

MemoryStats:

Time
AvailableBytes

UsageBytes
WorkingSetBytes
RSSBytes
PageFaults
MajorPageFaults

BT Time ZoRGiit Kt FHTIN 7], &1 AvailableBytes 27 al LA{d ] ]
NAEEE, &M UsageBytes 7 AW /MBI N AF R/, &M WorkingSetBytes %
REEWHHNAERD, S HRNFERN<=CEW Iy NFRDN, W
A& Ui J&m PE WorkingSetBytes<=UsageBytes, J& 1 RSSBytes % /n [ 44 2247 Al swap



2247 CELFE Linuxtransparent huge pages) AN, J&14% PageFaults 27~ (0 PN A7 81 1T
EiR%, JE M MajorPageFaults 227 322 Y A7 Bk TUAHR S

A2 B BR T4 IR -

WA EMENARAR, BN TR TR, #IERGN T #
RIXATPIE, AT AR B, R Rd e, aNHEr - E5YEA
FIRK DAL, JFRAE— ML, KRB BB A . 4R
N2 FHRE PP R AN RITE AT IX A WA WL A ALK, Al — 7 ZEA R w2 RS A B 2
READIIE =R 6] o A 2R G AR S IR L R 3 AT I B AR AT SR AU b A B it ik 2
()R RARFR), 25— R ULk 350 o0k B (OB A A IRk SR AIL A1 38 0 B B Y
15, RSEEBUNR, BN R R, XA s R . 5 BRI R
WAFANA, SR TUEE RIS RE R HR 20 A E R PE 5SS ), T AR T EEREA, - B DG Rt
REM— N REEFEAR . Linux JEERUTEE 1R 33— 20 70 9 UL R TR GORN 3 22 R T4
o BIHISERIMI D BCVEE AT, HIEMUR R RE AT LU O R EEBR TR R . 2R
DA R AZ H swap AL ST, XFT swap 1550, HIhEWUE G TG, I8 T EASMELE
O, XA KB 10 R4, AR A

3. JEM Network: FKIRMZEM RIS AR XA & X B &5 1 14
NetworkStats:

MetworkStats

Time
RxBytes
RxErrors
TxBytes
TxErrors

HrJEYE Time RIRGe T E0ds BOET RS 18], B 1 RxBytes RIS B 171541,
J& I RxErrors Ui 124k, JEYE TxBytes Fon Kik H ERI 7T, @ik
TXErrors s RIE R

4. J&YEFs: 3278 Kubernetes BiHUH B S/ RGUAH S Gevt- Fdin . XA @ XS
I 25 MR FsStats:



AvailableBytes
CapacityBytes
UsedBytes
InodesFree
Inodes

£ kubernetes1.4 H38 0T InodesFree F1 Inodes XA @ 1. Hor & itk
AvailableBytes 7~ S 5 48 v LMSE H A2 it 25 1R K/, J@ % CapacityBytes %7 3
RS G A S &, JRYE UsedBytes Fon i S R G0 e @A 55 P i FH A7
226 K/, LA UsedByte 3 AN%%-F CapacityBytes-AvailableBytes, J&14: InodesFree
TR MRS AN inode £, JEME Inodes R AF R4 L inode &L .

H24 R inode:

S AERE A b, A R M A AL U B X7 B B XA A 512
o BAERGURIUE R AR, A —DDE KR, XFAERARE, ek
PRSI AR X, R — MRS B 10R B 22 A X AL B, 523
PRAFIUR B/ N AL "B B RN, B L2 KB, RIS\ X AL — B
AR AR, I AAREAR, FATTIE AR B — A5 A7 S T s
B R e E . SCHFRI BN . SO RNE SR . XM AR SO T E B
X0 P 8 inode, R STRRAE" 2R 515 17

5. J@tE Runtime: I WA SIS AT N I GETHE0E . AN @ M) N 45 4 4

RuntimeStats:

ImageFs

Hop &M ImageFs XN 45 /) 4k FsStats, XN oR U1 R 40 E 232848 F 1%
Fr o T B G v e . X0 1715 moR UG nT LA RSO R G0, — 02 root U &
0, Pefteh kubelet 77 H & $RHEEARGEE(EH; —FhiE image SCF RS, et
BRI EG . RSEIEMH. image UM RS0 LUl root SCHE RS, tHATLL
e MR LA R BB G FH SO R G0, BRIME L R A2 root U RS

7£ Kubernetes1.4 2 FiiiASH H 45 MemoryPressure X AMEERER LR, 6 N A5
A 45 #)K MemoryStats [ AvailableBytes J& 1. £ Kubernetes1.4 1, 5k



NodeCondition 1 7 — AN BRI 258 DiskPressure, H:5ZiX 4™ DiskPressure gt %t
I root AR R image CAF RS, B EARMIUL, WX B root SR G RN
image 4 2 4i i) AvailableBytes J& 11 inodesFree J& 1

213 /& DiskPressure & AE 25, kubelet BB [AISCIX AN i E R AT A
POD, ¥ixXit POD BRIz 2| HoAh 5 & b X7 EAE J5 31 kubelet FEE i #4111 eviction
MRIISE, tin

—eviction-hard: F/~37B1HE1T POD BHR[EI, FHoB POD 34 31| HoAth 25 PR 15 A4
+

—eviction-soft: F R Mg — BT A], 2 Ja#E4T POD %iEIAI, JFK POD i
B3 HAh 2 1 5 B

—eviction-soft-grace-period: &7~ W ZZH K

N2 kubelet AL B A ] DiskPressure H45]¥-:

--eviction-hard="nodefs.available<1Gi,nodefs. inodesFree<l, imagefs.available<

10Gi, imagefs. inodesFree<10"

295 15 _E root SCAE ARG A A AN 16 BiE 2SN inode BUNT 1, B 247

s b image SO ARG AT IR AT 10G B3 7 A inode %vJ\? 10, Moo E

DiskPressure 4y true, kubelet fHedaz 14537 Bl [a] i ix N5 4 i) POD, 34 POD
BB HAR N A E

—--eviction-soft="nodefs.available<l_5Gi ,nodefs. inodesFree<10, imagefs.availab

1e<20G1, imagefs. inodesFree<100™

--eviction-soft-grace-period="nodefs.available=1m, imagefs.available=2m"

95 8 L root U R G AT F A 1A/ T 1.5G 80 45 A inode $/hT 10, JEH 1
BRI IR BCE Y image X RG] H A A /T 20G 8035 25N inode £/ T
100, FfH 2 o8 EiE X FE, IARi2 ¥ B DiskPressure A4 true, kubelet #5iz
M2 G AT 2 E ) POD, K POD B3 21| AR 2 PR 45 11 s



ISE2

AR LA B kubernetes IETEPUE I E M EEH S IhEE, WAH
MemoryPressure, 117 DiskPressure, kubernete #5fdi F#& #2417 8 £ J7 2Lk Ak
HW F 25 2 2B B ) . FRATE R SRR AR UK B, B R A4k SR
B HAh KAL) Pressure, Lbl CPUPress. NetworkPress, iX£6#875 % kubernets #:[X
Gz ksess, MISHEE kubernetes BRI KA, Ihige ARk R K

kubernetesl1.4 2 ¥f Docker it
(—) BR%EH

o {E Kubernetesl.2 F1ixX A2 — 757 2045t =& go-dockerclient, iX &2 —/> GO & FH
5 ) docker % /¥, 7 Dockerremote API, IXANI H 7E
https://github.com/fsouza/go-dockerclient #.

o {F Kubernetesl.3 B 281 F docker A =241 client SszBl, @idix A
client 7] LAs2 [5] DockerDeamon 2 [a] B IR, 1X/N% 7 i3 H 78
https://github.com/docker/engine-api/H', &R E AT LLEEE

o {E Kubernetesl.4 F4EFH T 1.3 7, E AT H docker 2~ m$2 4L client
KSLH

(=) 3¢FF Docker fiZ

o X Kubernetesl.4 7= Ef# F Docker filiAs £/ 7& 1.9.x, Dockerl.9.x X} ]
APl FRA A 1.21,

e NI/ Docker M [E] APl AT N ¢ &R, HA BRI 5 2
Kubernetes1.4 AN H: 1

Docker A< API filRA

1. 12x 1.24

1.11.x 1.23



http://www.kubernetes.org.cn/195.html

1.10.x 1.22
1.9.x 1.21
1.8.x 1. 20
1.7.x 1.19
1.6.x 1.18
1.5.x 1.17
1.4.x 1.16
1.3.x 1. 15
1.2.x 1.14

(=) i Docker API

NIRRT Docker BCHTARCA AT A ) API 53, [FEIRTHREIL T
Kubernetes1.4 JRAS 1 1.3 fAS#R {5 7 s API,

o f—%I42 Docker 1.24 A APl %13

o BRI APIAEA TR

o =%/ Kubernetesl.4 H{i Ff £ API
o IU%I/2 Kubernetesl.3 H{ii Ff 2 API

o ZLTFARERS N 1.4 AL 1.3 FRAIE IR A API, 2t 1.4 fRASEE
1.3 AR I E#1E Docker HIZhEE

Docker API fg F =R Kubernetesl. 4 Kubernetesl. 3
1.24
Get GET /containers/(id)/stats
Container stats



https://docs.docker.com/engine/reference/api/docker_remote_api_v1.22/
https://docs.docker.com/engine/reference/api/docker_remote_api_v1.21/
https://docs.docker.com/engine/reference/api/docker_remote_api_v1.20/
https://docs.docker.com/engine/reference/api/docker_remote_api_v1.19/
https://docs.docker.com/engine/reference/api/docker_remote_api_v1.18/
https://docs.docker.com/engine/reference/api/docker_remote_api_v1.17/
https://docs.docker.com/engine/reference/api/docker_remote_api_v1.16/
https://docs.docker.com/engine/reference/api/docker_remote_api_v1.15/
https://docs.docker.com/engine/reference/api/docker_remote_api_v1.14/
http://www.kubernetes.org.cn/tags/kubernetes1-4

based on

resource usage

Update a POST

container /containers/ (id) /update
Rename a POST

container /containers/ (id) /rename
Retrieving HEAD

information /containers/ (id) /archive

about files and

folders in a

container

List GET /containers/json
containers

Inspect a GET /containers/(id)/json
container

Inspect GET

changes on a
container’ s

filesystem

/containers/ (id) /changes

Create a POST /containers/create
container
Start a POST
container /containers/ (id) /start
Stop a POST /containers/(id)/stop
container
Restart a POST
container /containers/ (id) /restart




Pause a

POST

container /containers/ (id) /pause
Unpause a POST

container /containers/ (id) /unpause
List GET /containers/(id)/top

processes

running inside a

container

Kill a POST /containers/(id)/kill
container

Remove a DELETE /containers/ (id)
container

Get an GET

archive of a
filesystem
resource in a

container

/containers/ (id) /archive

Extract an
archive of files
or folders to a
directory in a

container

PUT

/containers/ (id) /archive

Copy files
or folders from

a container

POST
/containers/ (id) /copy, PA
Ja e WMlEREE, A archive
R

Wait a POST /containers/(id) /wait
container
Create a POST /commit

new image from a




container’ s

changes
Attach to a POST
container /containers/ (id) /attach
Attach to a GET /containers/(id or
container name) /attach/ws
(websocket)
Get GET /containers/(id)/logs

container logs

Resize a

container TTY

POST

/containers/ (id) /resize

Export a

container

GET

/containers/ (id) /export

List Images

GET /images/json

Inspect an

image

GET /images/ (name)/json

Get the
history of an

image

GET /images/ (name) /history

Push an
image on the

registry

POST /images/ (name) /push

Build image
from a

Dockerfile

POST /build

Create an

image

POST /images/create




Load a
tarball with a
set of images
and tags into

docker

POST /images/load

Get a
tarball
containing all
images in a

repository

GET /images/ (name)/get

Get a
tarball
containing all

images

GET /images/get

Tag an

image into a

POST /images/ (name) /tag

repository

Remove an DELETE /images/ (name)
image

Search GET /images/search
images

Monitor GET /events

Docker’ s events

Show the
docker version

information

GET /version

Display
system—wide

information

GET /info




Ping the

docker server

GET / ping

List GET /volumes
volumes

Create a POST /volumes/create
volume

Inspect a GET /volumes/ (name)
volume

Remove a DELETE /volumes/ (name)
volume

List GET /networks
networks

Inspect GET /networks/<network-id>
network

Create a POST /networks/create
network

Remove a DELETE /networks/ (id)
network

Connect a POST

container to a

network

/networks/ (id) /connect

Disconnect
a container from

a network

POST

/networks/ (id) /disconnect

Check auth

configuration

POST /auth




Exec Create

POST /containers/(id)/exec

Exec Start

POST /exec/(id)/start

Exec Resize

POST /exec/(id)/resize

Exec GET /exec/(id)/json
Inspect

List GET /plugins
plugins

Install a POST
plugin /plugins/pull?name=<plugin

name>

Inspect a GET /plugins/(plugin name)
plugin

Enable a POST /plugins/ (plugin
plugin name) /enable

Disable a POST /plugins/ (plugin
plugin name) /disable

Remove a DELETE /plugins/(plugin
plugin name)

List nodes GET /nodes

Inspect a GET /nodes/<id>
node
Remove a DELETE /nodes/<id>
node
Update a POST /nodes/<id>/update

node




Inspect

swarm

GET /swarm

Initialize

a new swarm

POST /swarm/init

Join an

existing swarm

POST /swarm/join

Leave a POST /swarm/leave
swarm

Update a POST /swarm/update
swarm

List GET /services
services

Create a POST /services/create
service

Remove a DELETE /services/(id or
service name)

Inspect one

or more services

GET /services/(id or name)

Update a POST /services/(id or
service name) /update

List tasks GET /tasks

Inspect a GET /tasks/(task id)

task

1)  MEHKFATLIES], Kubernetesl.4 #if ] T Docker [1] Resize a container
TTY #210, HKECE Docker R4 HIMEM Ay (TTY) , HFT % E Docker 745 115
W fa, FEFEE SRR AR



HTTP & kK7

POST/containers/4fa6e0f0c678/resize?h=40&w=80 HTTP/1.1

A% (1] W 2 A7) 5«
HTTP/1.1 200 OK

Content-Length: O

Content-Type: text/plain; charset=utf-8

h— J& L2 i =

i

W — R AR 98

HTTP & [ i PR A -

200 — W E R

404 — LA EHEE Docker A%

500 — ANAEHS T T LB R LR S5

2) MEFIERLLE S|, Kubernetesl.4 F1ifH T Docker [f] Exec Resize
[, fISL1E Docker 75 4 AT exec dir A MHHETE 7ML (tty) , TS 4B
API AT DL EH i BB U4 (tty)

HTTP i K 1+

POST/ /e90e34656806/resize?h=40&w=80 HTTP/1.1

Content-Type: text/plain

AR [ i L 4515

HTTP/1.1201 Created

Content-Type: text/plain




h — G 0L 2% iy v JF

HTTP 1% Bl SR ZSAH -
201 —&% B R
404 %A £ 345 52 exec S

3)  Kubernetesl.4 Fr¥gn 1 LMz LA, WUUE B X AN L HAE
PEACRS AL

func AttachContainer(client DockerlInterface,containerlD kubecontainer.Contai

nerlD, stdin 1o.Reader, stdout, stderrio.WriteCloser, tty , resize <-cha

n term.Size) error {

<span style="color:#FF0000;"> kubecontainer._.HandleResizing(resize, func(siz

e term.Size) {

client.ResizeContainerTTY(containerlID.ID, (size.Height), (size.Widt

h))

}P</span>

opts:= dockertypes.ContainerAttachOptions{

Stream:

Stdin: stdin

Stdout:stdout

Stderr:stderr !

func (*NativeExecHandler)ExeclnContainer(client DockerlInterface, container *
dockertypes.ContainerJSON,cmd [] , stdin 10.Reader, stdout, stderr i0.W

riteCloser, tty , resize<-chan term.Size) error {




<span style="color:#FF0000;"> kubecontainer.HandleResizing(resize, f

unc(size term.Size) {

client_ResizeExecTTY(execObj.ID, (size.Height),

}P</span>

startOpts:= dockertypes.ExecStartCheck{Detach:

streamOpts:= StreamOptions{

InputStream: stdin,

OutputStream:stdout,

ErrorStream: stderr,

RawTerminal: tty,

err= client.StartExec(execObj.ID, startOpts, streamOpts)

iferr 1=

returnerr

IXPAETT BRI RN R BREREUTT -

Have to start this before the call toclient. AttachToContainer because
client.AttachToContainer is a blocking call:-( Otherwise, resize events don’t get
processed and the terminal neverresizes.



Have to start this before the call toclient.StartExec because client.StartExec is a
blocking call 1 Otherwise,resize events don’t get processed and the terminal never
resizes.

MR ERE AT LLR B, RN attach A1 start exec 752 I #8A& mT LLFHZE R, BT A
RN B K (tty) SRFIWT R attach AT start exec 75N 1RG£ H SR /2
% .

4) MEHHIETT LA S|, Kubernetes %A i 3] Docker FIM 84211, HKkH
% F 3] Docker [f35:32 11, JR A2 Kubernetes [ O 5E X T Service #1 POD, [ C\5C
LT POD 2 [a] )M 2% A4 2 5] POD L%

5) MFERKHFWHALIE S, Kubernetes XF Docker 2% 8% (& ¥ L H RV HIThEE,
P #3141 ) Docker R B #2111, i8J2 KN Kubernetes H &5 X ) POD,
Kubernetes PL POD A #EE R IT, 1) H A& Kubernetes M 7525 52 B B FE 1501t
(1, BTLAAAFAEXS POD LT 5> Docker 75 &3 55 ##4F

(PU) X} Docker FAB#RE

1)  Linux extd A RGBSR UL TR EURGEE L 255, 7E Kubernetesl.4
FRHEAT T .

2)  HT Dockerl.12 3 #F 1 il id—sysctl ZHOR & E NS, AiLIE
Kubernetes1.4 1] LK 22 4= [ sysctl ay 2N 1 4 AR, X FE T UG 2548 N %
ST B HAE, T2 Kubernetesl.4 X WAZ S H BN K B -

e sysctl -wvm.overcommit_memory=1

R EHEZ YA Z D, AT A B

e sysctl -w vm.panic_on_oom=0

RN AT R EYPRNAAAERN, I OOM Killer S35t At A A7 (U HERE
*  sysctl -w kernel/panic=10

FoR N panic I, 45 10 BV S AEE S

»  sysctl -wkernel/panic_on_oops=1



WHE 2% oops K AERE, SKH panic 77 AL EE . [T panic 258 OS &
5, WIS G| K oops il H AN S8 OS H s, {HS A LB W B IXAN S HOk
a5 oops KA 4T OS A

(F) K8S #AE Docker K 4% s

AT VLA R HX 5K ERAE POD Az as Z MR RIERAL, BB A5 I 1)
A 127, TSP

(< IP
4 POD w [ meze w
| 5 | ¥ | iz | ¥
| =5 | | #0 | i | | 0
| a2 | | 0 LV | iz | | 0
| =5 | %0 | g | | %0

. . J

AT LU POD B AE2NLAE I ERIE RS, A REMES R, £
EEAE R G0N HBERE (R) 2 7T LUIE R IPC (Inter-Process Communication) #EAT 3@ T,
AR R GE 2 (R R R 2 S B R G0 1P Al I HEAT @R, 54 %F M %] POD
MIZEEE, WUALRC T POD N HF4 2% (A2 W] LUl IPC CInter-Process
Communication) FEATEINA, ANE] POD 2 [8] [ 75 4% /& i@ i POD IP Fli [ #E47 3@
W MWEERERf K% ) 8, Kubernetes FEA:/FE #T /2 POD, ARERVE
F| POD AR, MAFATAT LA —F, W IRATE L BN 7 2k
fEHZEES, RS RAZ el B Kubernetes e 2 AT LLE T THI

IP IP
POD ) IIERGS )
| Ha g n

o] B0 -
J )

RAERATHLIL TR BB A 48, JATAT LAY POD w2 — >
Bl AASERZA BN RE — A B AR EX A R AU LHEAT A B I


http://www.kubernetes.org.cn/

R FRA TR IR R 7, AT M Hh AT LUE 3, Kubernetes % Docker 5 &5 1)
HIHRADKIThAEE, #AA %] Docker FIE Ja#: 0, (HA2WIRIEER L/ ELIHL
F, ASREAE I E S ThRE, T Kubernetes ¥ TS, FA1E Sl LAY @
Kubernetes X} POD i J& (I SEHl, S 2% A R BRI LRAE H A 753K .

kubernetesl.4 ZHEFFFT IS Quobyte Fl

AzureDisk

BERNMS

7E Kubernetes H 45 [11E FHTE THEfit4h POD FrAMAT i, X LLHE A AT it 7T LA

FAUE POD A as b, HEM 4 A a2 BERF A A7

PodSpec Container
Volume
~ Volumes Name
Name InitContainers Image
VolumeSource Containers Command
RestartPolicy Args
TerminationG race PeriodSeconds WorkingDir
ActiveDeadlineSeconds Ports
DNSPolicy Env
VolumeSource NodeSelector Resources

ServiceAccountName

VolumeMounts

HostPath DeprecatedServiceAccount LivenessProbe
EmptyDir NodeName ReadinessProbe
GCEPersistentDisk HostNetwork Lifecycle
AWSElasticBlockStore HostPID TerminationMessage Path
GitRepo HostIPC ImagePullPolicy
Secret SecurityContext SecurityContext
NFS ImagePullsecrets Stdin
15CSI Hostname StdinOnce
Glusterfs Subdomain TTY
PersistentVolume Claim
RBD
FlexVolume
Cinder
Erp:FS VolumeMount
locker
DownwardAPI
e Name
3 ReadOnly
ﬁlu;?:e MountPath
onfigMap
SubPath
VsphereVolume
Quobyte
AzureDisk

M F AT PLE 245 #4K PodSpec A & /& Volumes, @it iX /™ Volumes J& %
AJ DLOCHE B £5#4K Volume F14E5 #)44& VolumeSource, 1 HixX 4™ Volumes J& /& — 4~
B RAY, HhE U POD ] PLSCEER) 2 ANAN[F S i 26 T


http://www.kubernetes.org.cn/tags/pod
http://www.kubernetes.org.cn/198.html
http://www.kubernetes.org.cn/198.html
http://www.kubernetes.org.cn/tags/pod

g M)A Container X7 POD WA 2%, XAEEAE —/NE
VolumeMounts, JBITIXANJE P22 5008 BARFEE R I FAE A2, XA
VolumeMounts J& P& — AR, w2 s as i) DLEERR 2 INME B 1R

SCREBTHIG R

Kubernetes —3L37 3 22 Fhsdfif: . #F Kubernetesl.4 t SHrs 1 w4 Fhoir () 454
4: Quobyte F1 AzureDisk.

VolumeSource

Host Path

Em ptyDir
GCEPersistentDisk
AWSElasticBlockStore
GitRepo

Secret

MNFS

ISCS1

Glusterfs
PersistentVolume Claim
RED

Flexvolume
Cinder

CephFs

Flocker

Dow nward AP

FC

AzureFile

Confighd ap
VephereVolume
Quohyte

Azure Disk

Quobyte

X /& Quobyte 23 F 4k H ) 43 AT 200 R Ge . BABLE kubernetes Hf# ] Quobyte
Pk, 5 EPRATEHE Quobyte BfE, BSRNE 1.3 PA N B EhAS, If HAE
kubernetes & )75 & _E T #5%8 Quobyte % 7 bifi .

A EAER 1.3 UNEERRA? KNIX LA Quobyte HEAE T — /Mt
fixed-user #:%%, XNHFEME RVFTA Quobyte H A S HE I B —ANMRAR R, [
I SCRT DAY FE R[] FH P sk b 4T 20 E T . BT X Quobyte 5 1) 7 a) #R 2 [X 43 Fi 7 F


http://www.kubernetes.org.cn/

A, HRWATPIAX 5y, XRiF skt 2 n] Ase 2 A e . FEZ—1
fixed-user FE#L )7~ B :

BMERS

FAF : wordpress P : root

JOb@VOM /rnlke#users@volu me
[ volume ]

/run/docker/quobyte/mnt

[ BE A 52 B ]

ey A lﬁfrESZR it wordpress IX AN P RBATHRAE, {HAEXT T quobyte >k
Ui, 27s A SEPr 2 A P job SRIAT PR SHAER; 2548 B T GBI root
FH P RAAT 1 1E%XUL:P quobyte K1, 74 B SZPr 2 root ZH A H P
mike SKPATHEAEMT . W0 B T AN B, i A2 A8 F 2548 I P SR AT
BLE AR,

anfer 5 F fixed-user FEEGX MR 1H222 35 5€ Quobyte & /7 i fe ,  AE L & S

letc/quobyte/client.cfg H#4i1—47 allow-usermapping-in-volumename.

R A AE ] kubernetes, EL#E# ] Docker, A4 tH A DL %3 Quobyte % /7
Ui, M Af# ) Quobyte #2441 Docker {4, 7 Docker 41, I Quobyte 3 #8 <+
# 2 /run/docker/quobyte/mnt H o IX M EFLE T A 2 2R -



0os Docker Version

CentO5 7.2 1.10.3
Ubuntu 16.04 1.11.2
Ubuntu 16.04 1.12.0
CoreOS 1097.0.0 1.11.2

1B 2 LR IR A /2 Quobyte $24E () Docker I AE B AN 32 HF fixed-user H: %X
ANEEME,  fn SRR AR, 2223 Quobyte %5 b o

T2 quobyte 2% [t 45 44 s

QuobyteVolumeSource

Registry
Volume
ReadOnly

User
Group

s 7BHE Registry: QuoByte yFMIRS AL, WHRAECE 72 /MEMRSZ AL,
LA TEM AR S N 0] LB 55 5

. A5 & Volume: QuoByte T4 61 1T 1% .

o i ReadOnly: X2 —Mi/RMA &, BUIAE false, FRawnl XY
QuoByte TN IFAEIAT IS HAE, WIRALE HL true, P4 RN HAEXS
QuoByte L& A i I I AT R ER A

o P& User: #:4F QuoByte 1.
e 7FHE Group: #:AE QuoByte 4.

ST 214 FH Quobyte #4612 POD )15 S+ quobyte-pod.yaml:



apiVersion: vl
kind: Pod
metadata:
name: quobyte
spec
containers:
- name: quobyie
image: kubernetes/pauss
volumeMounts:
- mountPath: /mnt
name: quobytevolume
volumes:
- name: quobytevolume
quobyte:
regisirv. registrv: 7861
volume: testVolume
readOnly: false
user root

group: root

BB LN A4 A5 POD:

Skubectl create -f./quobyte -pod.yaml

£ POD G TN f5, "I LA AN quobyte 45 testVolume CLE i HEH T -

S mount | grep quobyte
quobyte@10.10.105.78: 7861/ on fvar/lib /fkubelet/plugins/kubernetes.io™guobyte type fuse
(rw,nosuid,nodev,noatime,user_id=0,group_id=0,default_permissions,allow_other)

5 docker inspect --format '{{ range .Mounts }H{ if eq .Destination "/mnt"}H{ .Source }}{{ end }}{{ end
1Y 66ba20703cc3
fvar/lib/kubelet/plugins/kubernetes.io™quobyte/root#root @testVolume

AzureDisk

Azure WAL AE = RS, WRAER] Azure EIE A ERINLRAE A
Kubernetes B2 48 I, B4 AT LA AzureDisk iX 2 74 (1) 354 14 sk H: 3 Azure
PR H A

N A& Azure FEIREERFINH -



P A SN BB RNLE) VHD, A7 R PP £ i At 75 R B 1
Bdn . BIEREAEM Y SCSI IR # H By A ik B Bhbrid . AR
KA RN 1023 GB. WML/ N RE 7ol I #iEEE , PA A FRIEE
WAL AR Azure TR VHD Z7E Azure bl R AZME K F P AR
UL Blob 741 .vhd LA

Azure BRI %Lt /2 Blob, Blob a2 CRAF KA Z#EHIXT R, Han ok
ZER T AN <1V SN =R i 3 W T

Blob 73 JypiAfidesy.

1. Block Blob (¥t Blob) o iXFhRALE &7 fik b SCHF, SCRET S S4%,
ATPLERR L AM — AN XHeAr, B — SO KT LR 200GB,  HIX A 2xi
A7, FTRESTEAN[F IAFE RS 48 0 BAT I D T 3& NSCAR ) _EAR R R 80 & 17
AT T4k, Block Blob mT LIS 2 Fpo7filgd. At 64MB [#) Block Blobs
A PLE ] PutBlob #E{E#EIT EA%. KT 64M [f) Block Blobs 4454k |
&, BRI KN 4MB. Block Blob ] LT\ R R A WX £ o

2. Page Blob (7T Blob). XKEAEMAL THENLYI A B EAAE X P4 —
ARSI DX S AL SRR P A2 B, T DARRAE I VHD,  F— S d K W] LLAE A
1TB.

Blob JiR%5H Blob A & LK HIKANZ5 48 (Container) )1k, 7548 vl AR A— %
AL S

RATLAES REST API SE1jja) Blob:

http://.blob.core.chinacloudapi.cn//

« accountname E/RWEAS Azure fEMEIK'S THIBEIE, 24 mME—1,

«  blob.core.chinacloudapi.cn %7~ azure chinablob A& ¥, & 2R .
«  containername F/RA I T, ALV Al — ST 3R

«  blobname F/REV) A IR IELHR, FTLLAKNRE—A mp3 i, i
— jpg A



Blob Storage #ES:

http://<account>.blob.core.chinacloudapi.net/<container>/<blobname>

Account Container Blob Pages/ Blocks

PICO1.JPG

images Block/Page

PICO2.JPG

contoso
Block/Page

videos VID1.AVI

2455 ] -

fRAZTE leizhangstorage f7fitlk5 &, containername A photo, blobname 4
myphoto.jpg. NXA~ URL HubikA:

http://leizhangstorage.blob.core.chinacloudapi.cn/photo/myphoto.jpg

{RAFAE leizhangstorage 175 T, containername 4 vhd, blobname 4
myvm.vhd. MJiX/~ URL Hbdiky:

http://leizhangstorage.blob.core.chinacloudapi.cn/vhd/myvm.vhd
Container [ 44 HL:

e containername HEEE—ZKHX, WA IMNELE containername N E T —

245 containername
o DAABECEHEUFIT L, HARA RBEA RS0, #5 M dash(-)
o AHELL dash(-) JF3kak4iE, dash(-) AAEIELEHIIL
o RIS RIS NG
o KEN 363 I
Blob iy 44 AR -

o KR url MORE AT, HAE AT A AT DA



o KN 1-1024 NFEF

JE#EALL dot() 22 forward slash(/) 45)E. 5<% Blob
Service =¥,

T & Kubernetes H1 AzureDisk 35 X} W 1) 48 # 4< «

AzureDiskVolumeSource

DiskName
DataliskURI
CachinghMode

FSType
ReadCOnly

o A% DiskName: WikZH, FRBIRHIE SR
o 7% DataDiskURI: kiS4, RonEIRHIEL VT A A2 .

o P& CachingMode: TJiESH, FoRHdmmiAE g, nTLLER
None. ReadOnly Fll ReadWrite, ZRi\Z None.

«  AZRFE FSType: AliEZ4, FonBIEmiAHEBIIERIE RS L2 e ALk
ISR RGEAY, Lhln: extd” "xfs”. "ntfs”, ERINAZVextd”.

«  AZH ReadOnly: FIikS%, X2 MMi/RMARRE, RoRBERMAEEN
R, BRIAZ false, Foxm] AT B 5 #:4F

T 214 FH AzureDisk #6122 POD 715 30 azuredisk-pod.yaml:

apiVersion: vl
kind: Pod
metadata:
name: azure
spec
containers:

- image: kubernetes/pause
fame; azure
volumehounts:

- fame; azure
mountPath: /mnt/azure
volumes:
- flame; azure
azureDisk:
diskName: test vhd
diskURT hitps://someaccount blob.microsoft. netvhds/test vhd



eIl R iy 261 POD:

Skubectl create -f . /azuredisk-pod yaml

ISt

Kubernetesl.4 —3L3CHF 22 Fisidift, MIXLEEBHmF8inT LAE H Kubernetes i
XZ 5] 5k % 1, X 22 M&4G1rT LI 55 GoogleCompute Engine A = -
Amazon WebService AH =+ Microsoft Azure A4 =+ T OpenStack A H = -
HF VMware vSphere 154 =, 7E Kubernetes 1.4 A SN 7 55 = J5 6 4>
i A7k 7 Quobyte 152 FF, WTLAE HiSk, Kubernetes (52 RS K, Kk —
ESAEZ AT Kubernetes 30 FF .

g N
- y
s amazon  AJ = | N
B WRSSNESE wiowie  openstk vmware

MIX 4 Z e B tE B ] LA oK, Kubernetes.3 FFUGHEH 1 # 2 ) Kubernetes
SETFE R ME: “AETFICEAT, ALRIRE Kuberetes ¥R &FIH B FHERI N AH
= 1aaS HE, BN — AT DB AR AS = laaS RIFIGEHER G T A, St
FE A R PR 2 AN FN Y o

kubernetesl1.4 37 #F sysctl g4

BERNMS

sysctl & — AN VPR IEEIZ AT H ) Linux RENZSHRE D . A Lol
sysctl /22 Linux RSt A% (1) TCPNP HEARRERL N A7 R G s gk o, i BA
TEEE A3 Linux &40, HtaT LLSEHLAL Linux REEFI4E & R RIS 1T M Re .


http://www.kubernetes.org.cn/
http://www.kubernetes.org.cn/721.html

I Linux R4 /proc SR RGRSEIMBIESELE Linux RANZSEL,
fElproc/sys H N Linux RAELRKZHIINIZSEL, XEENZSHAT LLE Linux
AZRicT AT BN, FHAFTFEESES) Linux REE LA ZI4%%, (Hi2 X
EAEE B EZN Linux RGJEES R, BRAEK ARG, 7525 i & St
letc/sysctl.conf HAH N 1 A A% 2 £ 0 & T

A DL IS T 2 3R EL sysctl BT LAERAE 1 BT P9 AZ 2 20080 B R 28 0 B 1 40

fH:

# sysctl —a

kernel.sched latency na = 24000000
kernel.sched migraticon_cost_ns = 500000
kernel.sched min granularity ns = 10000000
kernel.sched nr migrate = 32
kernel.sched rr timeslice ms = 100
kernel.sched rt period us = 1000000
kernel.sched rt_runtime us = 950000
kernel.sched shares window _ns = 10000000
kernel.sched time awg_ms = 1000
kernel.sched tunable scaling = 1
kernel.sched wakeup granularity ns = 15000000
kernel.sem = 250 32000 32 128
kernel.shm rmid forced = 0

kernel.shmall 268435454

kernel.shmmax = 4294967295

kernel.shmmni = 4094

kernel.softlockup panic = 0
kernel.stack tracer enabled = 0

kernel.aysrg = 16

kernel.tainted = 0

kernel.threads-max = 126947

kernel.timer migration = 1
kernel.unknown nmi_ panic = 0
kernel.usermodehelper.bset = 4284967295 31
kernel.usermodehelper.inheritabkle = 4294887295 31
kernel.version = #1 3MP Fri Mar & 11:36:42 UIC 2015
kernel.watchdog = 1

kernel.watchdog_thresh = 10

XL A 2B A T T LR AT B

o LHNKECEIN: Llkernel.” NHC B INATLE, 254

1. kernel.shmmax = 33554432 (JLE AR AN, LU NRALD)
2. kernel.threads-max = 139264 (Linux N Fraefd &R i K38

o MZEELEIT: Lh“net.” NECEDIRTLL, %5



. net.ipv4.ipfrag_low_thresh = 196608 (T IP 4 Kl R/ NN HE)
. net.ipv4.ipfrag_high_thresh = 262144 (FF IP 5 AL R K NAFH &)

AR ED: Plvm AR E TR, 258491

. vm.swappiness = 60 (J&/> RGixtT swap S5 N, K iy AR 2 1]
o, AT IR RS RE

. vm.dirty_ratio = 40 Z 3R SRR 7= A8 10 PR 50 ds Bk R G B AR N AT
PIE 7, SRR 3R B SR R 5 TGS

WAL HEET: Pldev.” NECE AT, 25

. dev.raid.speed_limit_max = 200000 (75 ZEHI4E4k[E RAID 1 [H)5 B Ko i
PRI

. dev.raid.speed_limit_min = 1000 (75 ZEHI4a4k[F RAID 1 [H]20 B /)Nl B FR
D

VARG T ED: LLfs.” e B IR

. fs.file-max = 779703 (R] LAZr AL i SCA- R R B R 2 H D

. fs.file-nr =3930 0 779703 (C\4rFC SCAFHAIRRIMEL H . s H SR RIRR I 2L
H, XHRMRKREE, Zete R Ren, WHTFERER)



kemelshmmax
kemelthreads-max
neLipvd ipfrag low thresh
net
neLipvdipfrag high thresh
VITLSWappiness

vindirty ratio

devraid speed Emit max

dev.
devraid speed Bmit_ min
fs file-max
fs.
fsfile-nr

BaARAESH

B A 7l sysctl AT LA#RAE Linux RENSE, EREARSEHT, FH
L ANMER R RG R RIONINZSE, E2m AT WP AZSE . W T5S
K, JEild a4 SR HRR B ), B ABUE IR X L 4 S M PO N S BUR A A
FRKI NS HL.

Linux F4tan 44 25 A0 20T -

et ERE

uTs FiESEE

PC ===, ASMIHIFNE
PID RS
Network S, ML, sl B
Mount B (OO RS )
User HFHIEFH

il 44 2SR O K A% S R 4



kernel.shm* (PAZHFILZNFHRSED, 2541:

. kernel.shmall = 3774873 (] LI FH 3L = N AERI D
. kernel.shmmax = 15461882265 ( Fa/3=z )y 7E B (1 KAED)

kernel.msg* (Y% SystemV ¥ 2 BAFIA LS H0

. kernel.msgmnb = 16384 (4™ 2 BAF ) S R 15 BR A D
. kernel.msgmni = 128 ([AI 24T i K TH B A ZIAN S0

kernel.sem (WIZHESESED

. kernel.sem = 250 32000 100 128 (F/ Mz 5EF R AXESELHH.. KR40
N KESELEE. M55 RENKRKAGEHRESNH. 280
IR oNEREE IS =D,

fs.mqueue.* (P POSIX H B A FIAH S H0)

. fs.mqueue. msg_max = 32678 (A B 2547 F i IH S50 HD
. fs.mqueue. msgsize_max = 8192 (A B KE FIR)

net.* (A% I 2% e & TAH X S 50

. net.ipvé.ipfrag_low_thresh = 196608 (T IP 4 Kl R/ NN HE)
. net.ipv4.ipfrag_high_thresh = 262144 (FF IP 4 AL R K NAFH &)



ket

KA sysctl 7] DUE oy 4 23 R ol i N % 240, BT LAYE Kubernetes1.4 Hii it
sysctl SKACE POD 1 Linux NS Djhe, g2k POD H Linux W% 244,
Al LAEAk POD 1 RE, #E7+ POD H 45 4%12 17208 . 7F Kubernetesl.4 HiXif & —4
BT SR VAR



http://www.kubernetes.org.cn/tags/kubernetes1-4

Cor ks S LT
kemelshm_mid foroed
netipwdip loal port range
netipwid.tcp synoookies

. )

B2 Linux WS 22N, BT Re B Rgtiee, s
Sl RS, FTUATE EEE N A . 7E Kubernetesl.4 Tl iy 44 23 [0 0 59 () N % S
BT W, —RRLENNRSE, —RRARENARSE . B %4
LB MR NAZSEL, ot B RENS S [T 5 BN [H POD 2 [ e Ay, 22
W BN 2% A

1. AREXTHFY b Al POD 7 A AR AT 2
2. ANEEXTY R B3R RS BRE R
3. AESE POD BEJR PR LASMR I 2 (1) CPU AT N A7 BE IR

MR B =2 ORI, K2 B i 44 25 181 B0 A% SRR AN 2 42 )
£ Kubernetes1.4 , A\ NI a4 25 18 00 W A% 2 B0 % 42 1) -

1. kernel.shm_rmid_forced = 1 (FR75 A2 1 ol 44 e 2 N A7 A — SRR R A —
A, IXFE R TE AT DU I R SE AR R = A A
2. net.ipv4.ip_local_port_range =1024 65000 (7~ fCF3 A5 1 S5 D

3. net.ipv4.tcp_syncookies =1 (K/x/EHITI TCP [FIEFREE, R Hr2E 0] LABT
IE— N ERETAEE S 2 EEREN 5] RO


http://www.kubernetes.org.cn/tags/pod

Ipvd

Kubemetesl. A4 : XL RS H TSNS N -

7E Kubernetes PG IRA T, b 24k 829 78 2 4 25 R ol A% S 40
7E Kubernetes W', BT &4 4 25 MU0 W AZ S BCERAET R B FPIRES 1, BT A
G4 ) 54 7 WO WA S ECRN S R RS R, R R BEA LSS
%, 7% Kubernetes EH AT TIEMH. WREMHRAKAT LEHAZENNEZS
%, W2 Kubernetes 538 <> TS, Fix ey A A28 NZ S H1) POD 4B
AR, {HRIXEE POD TE 5 gl £ R

1E JA 8 kubelet 18 i 44 12 % “experimental -allowed-unsafe-sysctls” >k & FH 4~ %
A 54 RN NS HL

A LLTE POD Hic & S 8 B O 24l m I o 44 25 181 2 N A% S5

apiversion:vl
kind: Pod
metadata:
name: sysctl-example
annotations:
seaxity.alphalubemetes io/sysctis: kesnel shim mmid_forced=1
seourty.alpha kubemetes iofunsafesysctls: net. ipwd.route min_pmiu=1000, kermnmelmspmax=12 3
spec:

IR E S POD HilcE | 2 i fn &4 R R NS4
kernel.shm_rmid_forced, JfH7E POD HF ik & T NN L4 44 2% W% S
#: net.ipv4.route.min_pmte 1 kernet.msgmax.

£ annotations 71 #)“security.alpha.kubernetes.io/sysctls” % % & 2 4= f) s %4 =
M2 N %540, 7 annotations H ) “security.alpha.kubernetes.io/unsafe-sysctls” % _E
WEANZEN LT RIRNIZSH.
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