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IP Hostname Roles

sz-pg-oam-docker-
172.20.0.112 = hub- Harbor (FABHRBEERE)
001.tendcloud.com

sz-pg-oam-docker- master node kube-apiserver kube-controller-
172.20.0.113 test- manager kube-scheduler kubelet kube-proxy etcd
001.tendcloud.com flannel

sz-pg-oam-docker-
172.20.0.114 test- node kubectl kube-proxy flannel etcd
002.tendcloud.com

sz-pg-oam-docker-
172.20.0.115 test- node kubectl kube-proxy flannel etcd
003.tendcloud.com

E:

e 172.20.0.112fEAharborfh BREECE, AXEAEIEharbortyLE, B
Zhttp://github.com/vmware/harbor FHIX B 1TLREE,
e 172.20.0.113B%FAmasterthfEanode,

RIGHES

GoogleE R {fMIkubernetes B RIGELESN, BN THERM, BBMENRGRENT —MHKE
THIEZ £, MTRAEHREIUNERER:

index.tenxcloud.com/jimmy/elasticsearch:v2.4.1-2
index.tenxcloud.com/jimmy/fluentd-elasticsearch:1.22
index.tenxcloud.com/jimmy/kibana:v4.6.1-1
index.tenxcloud.com/jimmy/kubernetes-dashboard-amd64:v1.6.0
index.tenxcloud.com/jimmy/heapster-grafana-amd64:v4.0.2
index.tenxcloud.com/jimmy/heapster-amd64:v1.3.0-beta.1
index.tenxcloud.com/jimmy/heapster-influxdb-amd64:v1.1.1
index.tenxcloud.com/jimmy/k8s-dns-kube-dns-amd64:1.14.1
index.tenxcloud.com/jimmy/k8s-dns-dnsmasg-nanny-amd64:1.14.1
index.tenxcloud.com/jimmy/k8s-dns-sidecar-amd64:1.14.1
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1.€132Z kubernetes &%
WEPFFEEE

kubernetes RLMNBAHFTEFEA TLS IEBXBEHITINE, AXHEEFEM CloudFlare B PKI L
BE& cfssl RAERY Certificate Authority (CA) f1IEHEIEH;

A REY CA IEBFFBEASHNT

% TLS In&Z&E(ERY

ca-key.pem

ca.pem
kubernetes-key.pem
kubernetes.pem
kube-proxy.pem
kube-proxy-key.pem
admin.pem
admin-key.pem

(ERIEPRAHNT:

etcd: {#F ca.pem. kubernetes-key.pem. kubernetes.pem;
kube-apiserver: {£ ca.pem. kubernetes-key.pem. kubernetes.pem;
kubelet: {£F ca.pem;

kube-proxy: £ ca.pem. kube-proxy-key.pem. kube-proxy.pem;
kubectl: {£F ca.pem. admin-key.pem. admin.pem;

kube-controller . kube-scheduler HAIEEF kube-apiserver ESEBER—EN 2R LBFRIE
TEIROBE, BAEFEILED.

23 CFSSL
AFR—: BEEERAHBIEBERER

$ wget https://pkg.cfssl.org/R1.2/cfssl_linux-amd64
$ chmod +x cfssl linux-amdé64
$ sudo mv cfssl_linux-amd64 /root/local/bin/cfssl

$ wget https://pkg.cfssl.org/R1.2/cfssljson_linux-amd64

$ chmod +x cfssljson_linux-amd64

$ sudo mv cfssljson_linux-amdé4 /root/local/bin/cfssljson

$ wget https://pkg.cfssl.org/R1.2/cfssl-certinfo_linux-amd64
$ chmod +x cfssl-certinfo_linux-amdé4

$ sudo mv cfssl-certinfo_linux-amdé64 /root/local/bin/cfssl-certinfo

$ export PATH=/root/local/bin:$PATH

AR (FHgomIHRR


https://github.com/cloudflare/cfssl

BATNARRHPLRETGo1.7.5, FAUTHLLEERIE:

$go get -u github.com/cloudflare/cfssl/cmd/...
$echo $GOPATH

/usr/local

$1s /usr/local/bin/cfssl*

cfssl cfssl-bundle cfssl-certinfo cfssljson cfssl-newkey cfssl-scan
£ $GOPATH/bin HE TEEIBAcfssIFFINI T2,
BI# CA (Certificate Authority)
Bl CA BEE XY
mkdir /root/ssl
cd /root/ssl
cfssl print-defaults config > config.json

cfssl print-defaults csr > csr.json

cat ca-config.json

Faan W - T - S - N - S 2

"signing": {
"default": {
"expiry": "8760h"
s
"profiles": {
"kubernetes": {
"usages": [
"signing",
"key encipherment”,
"server auth",

"client auth"

1,
"expiry": "8760h"

FERIAR
® ca-config.json : AIATENXZ profiles, DRIIEEARRRTHIRT B, [FRIHRFSI L
FEZRIUEBERE profile;
® signing : RMZIEPARATERBREEIUSR; £ ca.pem IEFHH CA=TRUE ;
® server auth : Finclienta] AR1Z CA XtserveriZEAIIEH#1TI0UE;
® client auth : FRinxservern] LAAIZCAR clienti@EAIER H#1TIOUE;

Bl CAEBERIBR



$ cat ca-csr.json

{
"CN": "kubernetes",
"key": {
"algo": "rsa",
"size": 2048
s
"names": [
{
"C": "CN",
"ST": "Beiling",
"L": "Beiling",
"0": "k8s",
"ou": "System"
}
1
}

® "CN": Common Name , kube-apiserver MIEBHIRENZFERIENIEKRIIEAF B (User Name);
N 2ERIZFERBIENIEEE/E;
e "O": organization , kube-apiserver MiEPHIREUZFERENIBERBFFIEHIA (Group);

ARk CAEBFITAA

$ cfssl gencert -initca ca-csr.json | cfssljson -bare ca
$ 1s ca*

ca-config.json ca.csr ca-csr.json ca-key.pem ca.pem

2.613E kubernetes i

B3 kubernetes IFPERIFK



$ cat kubernetes-csr.json
{
"CN": "kubernetes",
"hosts": [
"127.0.0.1",
"172.20.0.112",
"172.20.0.113",
"172.20.0.114",
"172.20.0.115",
"10.254.0.1",
"kubernetes",
"kubernetes.default",
"kubernetes.default.svc",
"kubernetes.default.svc.cluster",
"kubernetes.default.svc.cluster.local"
1,
"key": {
"algo": "rsa",
"size": 2048
bs
"names": [
{
"C": "CN",
"ST": "Beiling",
"L": "BeiJding",
"0": "k8s",
"ouU": "System"

e R hosts FEANZENFERRERIERZIETH IP FFRIIR, AT IZEBELEW etcd
B kubernetes master EEHER, FRILALEDBIEET etcd EEE%¥. kubernetes
master EEEFHUEA IP 1 kubernetes BRFZAVARSS IP (—ARE kue-apiserver IETERY

service-cluster-ip-range MEZAYEE—IP, %0 10.254.0.1,

45} kubernetes iFHBF1FA%A
$ cfssl gencert -ca=ca.pem -ca-key=ca-key.pem -config=ca-config.json -
profile=kubernetes kubernetes-csr.json | cfssljson -bare kubernetes

$ 1s kuberntes*

kubernetes.csr kubernetes-csr.json kubernetes-key.pem kubernetes.pem

FEEEREGIT LIEERXSH:



$ echo '{"CN":"kubernetes","hosts":[""],"key":{"algo":"rsa","size":2048}}' | cfssl
gencert -ca=ca.pem -ca-key=ca-key.pem -config=ca-config.json -profile=kubernetes -
hostname="127.0.0.1,172.20.0.112,172.20.0.113,172.20.0.114,172.20.0.115,kubernetes,

kubernetes.default" - | cfssljson -bare kubernetes

8l admin iE$B
Bl admin IEFPERIEK

$ cat admin-csr.json

{
"CN": "admin",
"hosts": [],
"key": {
"algo": "rsa",
"size": 2048
bs
"names": [
{
"C": "CN",
"ST": "Beiling",
"L": "Beiling",
"0": "system:masters",
"OU": "System"
}
1
}

® [54E kube-apiserver {FM RBAC XWEFim(A kubelet . kube-proxy . Pod )IEXRFHITIR
e

® kube-apiserver FUEN 7—LE RBAC {£FHHY RoleBindings , W cluster-admin 1§ Group
system:masters 5 Role cluster-admin #§%E, 1% Role 2% T1HH kube-apiserver HIFRH
APIRIF R ;

e OU IBEIZIEFHI Group I system:masters , kubelet {EFIZIEPIAE kube-apiserver B
, BFIEP# CAER, FIIAEET, BENBEFIERAFANZIFIERE
system:masters , FTLA#RIZFIALATE APl RIXIR;

AR admin IEFFFALR
$ cfssl gencert -ca=ca.pem -ca-key=ca-key.pem -config=ca-config.json -
profile=kubernetes admin-csr.json | cfssljson -bare admin

$ 1s admin*

admin.csr admin-csr.json admin-key.pem admin.pem

83 kube-proxy iEF



B3 kube-proxy IEBERIEK

$ cat kube-proxy-csr.json

{
"CN": "system:kube-proxy",
"hosts": [],
"key": {
"algo": "rsa",
"size": 2048
¥
"names": [
{
"C": "CN",
"ST": "Beiling",
"L": "BeiJding",
"0": "k8s",
"ou": "System"
}
]
}

o CN3BFEZIEHHI User 4 system:kube-proxy ;
® kube-apiserver FIZENXHJ RoleBinding cluster-admin J§User system:kube-proxy 5 Role
system:node-proxier #J7E, 1% Role #2F 7i1HF kube-apiserver Proxy 183 APl B9ANFR;

A% kube-proxy & imIEHFFAE
$ cfssl gencert -ca=ca.pem -ca-key=ca-key.pem -config=ca-config.json -
profile=kubernetes kube-proxy-csr.json | cfssljson -bare kube-proxy

$ 1ls kube-proxy*

kube-proxy.csr kube-proxy-csr.json kube-proxy-key.pem kube-proxy.pem

RIGIIEH
M kubernetes iF+ 94l

{$F opsnssl @<



$ openssl x509 -noout -text -in kubernetes.pem

Signature Algorithm: sha256WithRSAEncryption
Issuer: C=CN, ST=Beiling, L=Beiling, 0=k8s, OU=System, CN=Kubernetes
Validity
Not Before: Apr 5 ©05:36:00 2017 GMT
Not After : Apr 5 05:36:00 2018 GMT
Subject: C=CN, ST=BeilJing, L=BeiJing, 0=k8s, OU=System, CN=kubernetes

X509v3 extensions:
X509v3 Key Usage: critical
Digital Signature, Key Encipherment
X509v3 Extended Key Usage:
TLS Web Server Authentication, TLS Web Client Authentication
X509v3 Basic Constraints: critical
CA:FALSE
X509v3 Subject Key Identifier:
DD:52:04:43:10:13:A9:29:24:17:3A:0E:D7:14:DB:36:F8:6C:EQ:EQ
X509v3 Authority Key Identifier:
keyid:44:04:3B:60:BD:69:78:14:68:AF:A0:41:13:F6:17:07:13:63:58:CD

X509v3 Subject Alternative Name:

DNS:kubernetes, DNS:kubernetes.default, DNS:kubernetes.default.svc,
DNS:kubernetes.default.svc.cluster, DNS:kubernetes.default.svc.cluster.local, IP
Address:127.0.0.1, IP Address:172.20.0.112, IP Address:172.20.0.113, IP
Address:172.20.0.114, IP Address:172.20.0.115, IP Address:10.254.0.1

e ffI\ Issuer FERIINBH ca-csr.json —3K;

o FAIA Subject FEXMIAZBAH kubernetes-csr.json —E;

® FAIA X509v3 Subject Alternative Name FERAJANZBF kubernetes-csr.json —F;
® fIA X509v3 Key Usage. Extended Key Usage FEXHIABH ca-config.json H

kubernetes profile —%{;

{#F cfssl-certinfo %<

$ cfssl-certinfo -cert kubernetes.pem

"subject": {
"common_name": "kubernetes",
"country": "CN",
"organization": "k8s",
"organizational_unit": "System",
"locality": "Beiling",
"province": "Beiling",

"names": [



"CN",
"Beiling",
"Beiling",
"k8s",
"System",
"kubernetes”
]
s
"issuer": {
"common_name": "Kubernetes",
"country": "CN",
"organization": "k8s",
"organizational_unit": "System",
"locality": "BeilJing",
"province": "Beiling",
"names": [
"CN",
"Beiling",
"BeiJing",
"k8s",
"System",
"Kubernetes"
]

¥
"serial_number": "174360492872423263473151971632292895707129022309",

"sans": [
"kubernetes",
"kubernetes.default",
"kubernetes.default.svc",
"kubernetes.default.svc.cluster",
"kubernetes.default.svc.cluster.local",
"127.0.0.1",
"10.64.3.7",
"10.254.0.1"
1,
"not_before": "2017-04-05T05:36:00Z",
"not_after": "2018-04-05T05:36:00Z",
"sigalg": "SHA256WithRSA",

2RI
SRR (FREH pen) HMHFEEN /etc/kubernetes/ssl BRTF&M;

$ sudo mkdir -p /etc/kubernetes/ssl
$ sudo cp *.pem /etc/kubernetes/ssl



® Generate self-signed certificates

e Setting up a Certificate Authority and Creating TLS Certificates
® (lient Certificates V/s Server Certificates
o

Fhr =

HEH K CA BNIHE N

2.81% kubeconfig 3§

kubelet . kube-proxy % Node #l23 ERI#HTZS Master #1230 kube-apiserver HIZBEINEE
INIERRAN

kubernetes 1.4 FFIax#5MH kube-apiserver NZEFIHARL TLS IEHAY TLS Bootstrapping IHEE, X
HRASZENENEFIHERIER T ZINEEHBNSZIFN kubelet ARLIEH;

83 TLS Bootstrapping Token

Token auth file

TokenP] LAZIERRIRIR 128 bitkhFFeE, AILMERZTEMIRENEUR E23EM .

export BOOTSTRAP_TOKEN=$(head -c 16 /dev/urandom | od -An -t x | tr -d ' ')
cat > token.csv <<EOF

${BOOTSTRAP_TOKEN}, kubelet-bootstrap,10001, "system:kubelet-bootstrap"

EOF

BE=11R—1), EREH EEMMAEITENR,

YGtoken.csvE RIFTEH2: (Master 1 Node) B9 /etc/kubernetes/ BHF.

$cp token.csv /etc/kubernetes/

8l#2 kubelet bootstrapping kubeconfig {4


https://coreos.com/os/docs/latest/generate-self-signed-certificates.html
https://github.com/kelseyhightower/kubernetes-the-hard-way/blob/master/docs/02-certificate-authority.md
https://blogs.msdn.microsoft.com/kaushal/2012/02/17/client-certificates-vs-server-certificates/
http://blog.jobbole.com/104919/
https://kubernetes.io/docs/admin/kubelet-tls-bootstrapping/

H©B B B B

cd /etc/kubernetes

export KUBE_APISERVER="https://172.20.0.113:6443"
# IRESHDE

kubectl config set-cluster kubernetes \
--certificate-authority=/etc/kubernetes/ssl/ca.pem \
--embed-certs=true \

--server=${KUBE_APISERVER} \
--kubeconfig=bootstrap.kubeconfig

# REEFIRIAESE

kubectl config set-credentials kubelet-bootstrap \
- -token=${BOOTSTRAP_TOKEN} \
--kubeconfig=bootstrap.kubeconfig

# RE LTINS

kubectl config set-context default \
--cluster=kubernetes \

--user=kubelet-bootstrap \
--kubeconfig=bootstrap.kubeconfig

# IREFALTX

kubectl config use-context default --kubeconfig=bootstrap.kubeconfig

--embed-certs A true BYRTIF certificate-authority UEPEAZILEREY
bootstrap.kubeconfig X14H1;
REEFPIRIMNES I SBIEEMWMIBFIEY, F4EH kube-apiserver Bm4ERL;

172 kube-proxy kubeconfig {4

HYB A B

B B

“©B A

“©B A

export KUBE_APISERVER="https://172.20.0.113:6443"

# IREEHSH

kubectl config set-cluster kubernetes \
--certificate-authority=/etc/kubernetes/ssl/ca.pem \
--embed-certs=true \

--server=${KUBE_APISERVER} \
--kubeconfig=kube-proxy.kubeconfig

# IREEFPIRALESE

kubectl config set-credentials kube-proxy \
--client-certificate=/etc/kubernetes/ssl/kube-proxy.pem \
--client-key=/etc/kubernetes/ssl/kube-proxy-key.pem \
--embed-certs=true \
--kubeconfig=kube-proxy.kubeconfig

# RE LTINS

kubectl config set-context default \
--cluster=kubernetes \

--user=kube-proxy \
--kubeconfig=kube-proxy.kubeconfig

# REBMIALTX

kubectl config use-context default --kubeconfig=kube-proxy.kubeconfig



o LEEMSHINEFPIHIMESIET --embed-certs A true , XEJE certificate-
authority . client-certificate F client-key IEMANIEPRBNXHEHRNBTE ANRIERKA] kube-
proxy . kubeconfig X{FH;

® kube-proxy.pem UEFH CN 5 system:kube-proxy , kube-apiserver FIIENH
RoleBinding cluster-admin JY§User system:kube-proxy 5 Role system:node-proxier #§
T, % Role % FTVA kube-apiserver Proxy tHx API B9XFR;

2 & kubeconfig {4
B kubeconfig X453 & ZIFfE Node #2389 /etc/kubernetes/ B

$ cp bootstrap.kubeconfig kube-proxy.kubeconfig /etc/kubernetes/

3.8 57T etcd £

kuberntes ZLHEMA etcd FHEFABEIE, AXHENBHBE—T=T RS TA etcd KNP T, X=
T =EH kubernetes master #1285, o388 N sz-pg-oam-docker-test-

001.tendcloud.com . sz-pg-oam-docker-test-002.tendcloud.com . sz-pg-oam-docker-test-

003.tendcloud.com

® sz-pg-oam-docker-test-001.tendcloud.com: 172.20.0.113
® sz-pg-oam-docker-test-002.tendcloud.com: 172.20.0.114
® sz-pg-oam-docker-test-003.tendcloud.com: 172.20.0.115

TLS IMEX ¥
BEN etcd EHCIEMBBERI TLS IEH, XEERLARIEIER kubernetes IEH
$ cp ca.pem kubernetes-key.pem kubernetes.pem /etc/kubernetes/ssl
e kubernetes iIEBH) hosts FRIIKFEE LE=EHEMN IP, BNELIEBREEEY;
TETHBINX G
2l nhttps://github.com/coreos/etcd/releases TUE FEiSFTARAAY IS0

$ https://github.com/coreos/etcd/releases/download/v3.1.5/etcd-v3.1.5-1inux-
amd64.tar.gz

$ tar -xvf etcd-v3.1.4-linux-amd64.tar.gz

$ sudo mv etcd-v3.1.4-1linux-amd64/etcd* /root/local/bin

B2 etcd B systemd unit {4

EEEH eTcD NAME F1 INTERNAL_IP ZEAVHE:



$ export ETCD_NAME=sz-pg-oam-docker-test-001.tendcloud.com
$ export INTERNAL_IP=172.20.0.113

$ sudo mkdir -p /var/lib/etcd /var/lib/etcd

$ cat > etcd.service <<EOF

[Unit]

Description=Etcd Server

After=network.target

After=network-online.target

Wants=network-online.target

Documentation=https://github.com/coreos

[Service]

Type=notify
WorkingDirectory=/var/lib/etcd/
EnvironmentFile=-/etc/etcd/etcd.conf
ExecStart=/root/local/bin/etcd \\

--name ${ETCD_NAME} \\

--cert-file=/etc/kubernetes/ssl/kubernetes.pem \\

--key-file=/etc/kubernetes/ssl/kubernetes-key.pem \\

--peer-cert-file=/etc/kubernetes/ssl/kubernetes.pem \\

--peer-key-file=/etc/kubernetes/ssl/kubernetes-key.pem \\

--trusted-ca-file=/etc/kubernetes/ssl/ca.pem \\

--peer-trusted-ca-file=/etc/kubernetes/ssl/ca.pem \\

--initial-advertise-peer-urls https://${INTERNAL_IP}:2380 \\

--listen-peer-urls https://${INTERNAL_IP}:2380 \\

--listen-client-urls https://${INTERNAL_IP}:2379,https://127.0.0.1:2379 \\

--advertise-client-urls https://${INTERNAL_IP}:2379 \\

--initial-cluster-token etcd-cluster-0 \\

--initial-cluster sz-pg-oam-docker-test-
001.tendcloud.com=https://172.20.0.113:2380,sz-pg-oam-docker-test-
002.tendcloud.com=https://172.20.0.114:2380,sz-pg-oam-docker-test-
003 .tendcloud.com=https://172.20.0.115:2380 \\

--initial-cluster-state new \\

--data-dir=/var/lib/etcd
Restart=on-failure
RestartSec=5
LimitNOFILE=65536

[Install]
WantedBy=multi-user.target
EOF

® BT etcd MITIERRN /var/lib/etcd , BUEE RN /var/lib/etcd , EEBNRSZHIE!
XA TER;

o NTRIDBERE, FEIET etcd HAFATH(cert-fileFkey-file), Peers BISHIATAEAF CA I
F(peer-cert-file, peer-key-file. peer-trusted-ca-file). BEFIHAICAIER (trusted-ca-file) ;

o 6ll## kubernetes.pem IEPFHRHMFEMAA kubernetes-csr.json XHH) hosts FERBIERE
etcd TS INTERNAL_IP, SNRERBREES T



® _-initial-cluster-state BN new BI, --name HISEVENINIT --initial-cluster

F&RA;

SEE unit XL etcd.service

Bz etcd RS

sudo mv etcd.service /etc/systemd/system/
sudo systemctl daemon-reload
sudo systemctl enable etcd

sudo systemctl start etcd

R R L Y

systemctl status etcd

EFTBR kubernetes master TREE FEMNFPE, HRFENZHRMN etcd BRBEEFEN.
ISEARSS
Eff— kubernetes master #l22 FHITUI T H S

$ etcdctl \
--ca-file=/etc/kubernetes/ssl/ca.pem \
--cert-file=/etc/kubernetes/ssl/kubernetes.pem \
--key-file=/etc/kubernetes/ssl/kubernetes-key.pem \
cluster-health
2017-04-11 15:17:09.082250 I | warning: ignoring ServerName for user-provided CA
for backwards compatibility is deprecated
2017-04-11 15:17:09.083681 I | warning: ignoring ServerName for user-provided CA
for backwards compatibility is deprecated
member 9a2ec640d25672e5 is healthy: got healthy result from
https://172.20.0.115:2379
member bc6f27ae3be34308 is healthy: got healthy result from
https://172.20.0.114:2379
member e5c92ea26cdedba® is healthy: got healthy result from
https://172.20.0.113:2379
cluster is healthy

ZFEREFE—1{TH cluster is healthy BIRTRERRSZIEER.

4. TFTHIEE kubectl €17 TH
T & kubectl




$ wget https://dl.k8s.io/v1.6.0/kubernetes-client-linux-amdé4.tar.gz
$ tar -xzvf kubernetes-client-linux-amd64.tar.gz
$ cp kubernetes/client/bin/kube* /usr/bin/

$ chmod a+x /usr/bin/kube*

72 kubectl kubeconfig {4

$ export KUBE_APISERVER="https://172.20.0.113:6443"
# WERBHSHW

$ kubectl config set-cluster kubernetes \

h2)

--certificate-authority=/etc/kubernetes/ssl/ca.pem \
--embed-certs=true \
--server=${KUBE_APISERVER}

$ # REFFPIHIALISE

$ kubectl config set-credentials admin \
--client-certificate=/etc/kubernetes/ssl/admin.pem \
--embed-certs=true \
--client-key=/etc/kubernetes/ssl/admin-key.pem

$ # IRELTXS4

$ kubectl config set-context kubernetes \
--cluster=kubernetes \
--user=admin

$ # IREMINLTX

$ kubectl config use-context kubernetes

® admin.pem iEP OU FEXEN system:masters , kube-apiserver FIiEXHJ RoleBinding
cluster-admin 4§ Group system:masters 5 Role cluster-admin 487, 1% Role %% T
A kube-apiserver tHXx APl BIAR;

o AR kubeconfig #{R1FZ ~/.kube/config X{4;

5.28& = " F kubernetes master §2%

kubernetes master T A B S HYE Y :

® Kkube-apiserver
e kube-scheduler
® kube-controller-manager

BRI =THAFESEER—alEL.

® kube-scheduler . kube-controller-manager #1 kube-apiserver =FHWIINEEEZHK,
o [EITRBEE— kube-scheduler . kube-controller-manager HIZATFTIEIRS, WRIBT
24, WEEETIEZETE— leader;

AR E— N =T 25T A kubernetes master E8#4H1E,  (FEERIE— load
balancer 3{{Hi48) kube-apiserver HJiERK)



TLS iEF XY
pem#ltoken.csviE B X EHHNIETLSUE B EX—FPHEREIZIT T, HIIBRE—T,
$ 1s /etc/kubernetes/ssl

admin-key.pem admin.pem ca-key.pem ca.pem kube-proxy-key.pem kube-proxy.pem
kubernetes-key.pem kubernetes.pem

T EEFTARASEY 6l XX 14

B TEAN
AR—
M github release T T#A&%hR tarball, BREFBRIT FHMA

$ wget
https://github.com/kubernetes/kubernetes/releases/download/v1.6.0/kubernetes.tar.gz
$ tar -xzvf kubernetes.tar.gz

$ cd kubernetes

$ ./cluster/get-kube-binaries.sh

AR
M CHANGELOG T1[E &\ client Y server tarball 3X{&

server By tarball kubernetes-server-linux-amdé4.tar.gz EABET client ( kubectl ) —j#f
B2, PRATFHEREIE T3 kubernetes-client-linux-amdé64.tar.gz X1&;

$ # wget https://dl.k8s.io/v1.6.0/kubernetes-client-linux-amdé64.tar.gz
$ wget https://dl.k8s.io/v1.6.0/kubernetes-server-linux-amdé64.tar.gz

$ tar -xzvf kubernetes-server-linux-amdé64.tar.gz

$ cd kubernetes

$ tar -xzvf kubernetes-src.tar.gz
1 ZFH B IE N RIEE B’

$ cp -r server/bin/{kube-apiserver,kube-controller-manager,kube-
scheduler, kubectl, kube-proxy, kubelet} /root/local/bin/

Ec & 25 kube-apiserver

8l kube-apiserverfservicefit & X {4


https://github.com/kubernetes/kubernetes/releases
https://github.com/kubernetes/kubernetes/blob/master/CHANGELOG.md

serivcefe & X4 /usr/lib/systemd/system/kube-apiserver.service AR :

[Unit]

Description=Kubernetes API Service
Documentation=https://github.com/GoogleCloudPlatform/kubernetes
After=network.target

After=etcd.service

[Service]

EnvironmentFile=-/etc/kubernetes/config

EnvironmentFile=-/etc/kubernetes/apiserver

ExecStart=/usr/bin/kube-apiserver \
$KUBE_LOGTOSTDERR \
$KUBE_LOG_LEVEL \
$KUBE_ETCD_SERVERS \
$KUBE_API_ADDRESS \
$KUBE_API_PORT \
$KUBELET_PORT \
$KUBE_ALLOW_PRIV \
$KUBE_SERVICE_ADDRESSES \
$KUBE_ADMISSION_ CONTROL \
$KUBE_API_ARGS

Restart=on-failure

Type=notify

LimitNOFILE=65536

[Install]
WantedBy=multi-user.target

/etc/kubernetes/config XIFHNABNN:



FHHE
# kubernetes system config

The following values are used to configure various aspects of all

kubernetes services, including

kube-apiserver.service
kube-controller-manager.service

kube-scheduler.service

H OH OH O OHF O OH O

kubelet.service

#  kube-proxy.service

# logging to stderr means we get it in the systemd journal
KUBE_LOGTOSTDERR="--1logtostderr=true"

# journal message level, © is debug
KUBE_LOG_LEVEL="--v=0"

# Should this cluster be allowed to run privileged docker containers
KUBE_ALLOW_PRIV="--allow-privileged=true"

# How the controller-manager, scheduler, and proxy find the apiserver
#KUBE_MASTER="--master=http://sz-pg-oam-docker-test-001.tendcloud.com:8080"
KUBE_MASTER="--master=http://172.20.0.113:8080"

ZECE X RIS #kube-apiserver, kube-controller-manager. kube-scheduler, kubelet, kube-
proxyf£fi.

apiserverfc EXf4 /etc/kubernetes/apiserver AB N



FHHE

## kubernetes system config

##

## The following values are used to configure the kube-apiserver

H#H#

#

## The address on the local server to listen to.
#KUBE_API_ADDRESS="--insecure-bind-address=sz-pg-oam-docker-test-001.tendcloud.com"
KUBE_API_ADDRESS="--advertise-address=172.20.0.113 --bind-address=172.20.0.113 --
insecure-bind-address=172.20.0.113"

#

## The port on the local server to listen on.

#KUBE_API_PORT="--port=8080"

#

## Port minions listen on

#KUBELET_PORT="--kubelet-port=10250"

#

## Comma separated list of nodes in the etcd cluster

KUBE_ETCD_SERVERS="--etcd-
servers=https://172.20.0.113:2379,172.20.0.114:2379,172.20.0.115:2379"

#

## Address range to use for services
KUBE_SERVICE_ADDRESSES="--service-cluster-ip-range=10.254.0.0/16"

#

## default admission control policies

KUBE_ADMISSION_CONTROL="--admission-
control=ServiceAccount,NamespacelLifecycle,NamespaceExists,LimitRanger,ResourceQuota
#

## Add your own!

KUBE_API_ARGS="--authorization-mode=RBAC --runtime-
config=rbac.authorization.k8s.io/vlbetal --kubelet-https=true --experimental-
bootstrap-token-auth --token-auth-file=/etc/kubernetes/token.csv --service-node-
port-range=30000-32767 --tls-cert-file=/etc/kubernetes/ssl/kubernetes.pem --tls-
private-key-file=/etc/kubernetes/ssl/kubernetes-key.pem --client-ca-
file=/etc/kubernetes/ssl/ca.pem --service-account-key-file=/etc/kubernetes/ssl/ca-
key.pem --etcd-cafile=/etc/kubernetes/ssl/ca.pem --etcd-
certfile=/etc/kubernetes/ssl/kubernetes.pem --etcd-
keyfile=/etc/kubernetes/ssl/kubernetes-key.pem --enable-swagger-ui=true --
apiserver-count=3 --audit-log-maxage=30 --audit-log-maxbackup=3 --audit-log-
maxsize=100 --audit-log-path=/var/lib/audit.log --event-ttl=1h"

® --authorization-mode=RBAC 1EEELZEImI{ER RBAC AR, 1EHERBIEINAVIEK;

e kube-scheduler. kube-controller-manager —f&#l kube-apiserver B3BEER—&NRLE, E
IMERIERLIHOF kube-apiserveri&fs;

® kubelet, kube-proxy. kubectl SFBEHTE Node Tim Lk, MRBEIRLIHOIAE kube-
apiserver, MAZSEEIE TLS iIEBIAME, Bi@id RBAC #B1%;

e kube-proxy. kubectl B EFERIIEREIETEEHXM User. Group SRIAZET RBAC XY



Eo
=

T B A B

BaY;
WRERAT kubelet TLS Boostrap #l#l, MIABEBIEE --kubelet-certificate-
authority . --kubelet-client-certificate 1 --kubelet-client-key &I, FHNIFLE
kube-apiserver 58 kubelet JEFHES H I "x509: certificate signed by unknown authority” &
x5

--admission-control {EMZINEE ServiceAccount ;

--bind-address EEN 127.0.0.1 ;

runtime-config BLE A rbac.authorization.k8s.io/vibetal , F/niz{THTAJapiVersion;
--service-cluster-ip-range 8 Service Cluster IP HbtEER, 1Z3ht ERNBERSHIRTIA;
BRE1ER T kubernetes RIRTFFE etcd /registry BET, PIIBIE --etcd-prefix S¥

BITIAZE;

unit 7 kube-apiserver.service

5T
jashkube-apiserver

systemctl daemon-reload
systemctl enable kube-apiserver
systemctl start kube-apiserver

systemctl status kube-apiserver

fic & /35 kube-controller-manager

8l kube-controller-managerfiserivcefit & X {4

N2 /usr/1lib/systemd/system/kube-controller-manager.service

Description=Kubernetes Controller Manager

Documentation=https://github.com/GoogleCloudPlatform/kubernetes

[Service]

EnvironmentFile=-/etc/kubernetes/config

EnvironmentFile=-/etc/kubernetes/controller-manager

ExecStart=/usr/bin/kube-controller-manager \

$KUBE_LOGTOSTDERR \
$KUBE_LOG_LEVEL \
$KUBE_MASTER \
$KUBE_CONTROLLER_MANAGER_ARGS

Restart=on-failure
LimitNOFILE=65536

[Install]
WantedBy=multi-user.target

FeE X4 /etc/kubernetes/controller-manager ,



fizizia

# The following values are used to configure the kubernetes controller-manager
# defaults from config and apiserver should be adequate

# Add your own!

KUBE_CONTROLLER_MANAGER_ARGS="--address=127.0.0.1 --service-cluster-ip-
range=10.254.0.0/16 --cluster-name=kubernetes --cluster-signing-cert-
file=/etc/kubernetes/ssl/ca.pem --cluster-signing-key-file=/etc/kubernetes/ssl/ca-
key.pem --service-account-private-key-file=/etc/kubernetes/ssl/ca-key.pem --root-
ca-file=/etc/kubernetes/ssl/ca.pem --leader-elect=true"

® __service-cluster-ip-range SEUIEE Cluster H Service FCIDRSEE, 1ZME7ES Node (g
HIERHEARRL, HAF kube-apiserver RESSE—E

® --cluster-signing-* IEERNERFIFABAERREZRA TLS BootStrap ElIiZAVIERFFALE;

® --root-ca-file FI3RXY kube-apiserver IEFH#HITRIE, IBEZSEE, FTR7EPod a3
ServiceAccount i EiZ CA iE B XX1EF;

® --address BN 127.0.0.1 , EAHFI kube-apiserver HJEE scheduler 1 controller-
manager EE—&72s, TN:

$ kubectl get componentstatuses

NAME STATUS MESSAGE
ERROR
scheduler Unhealthy Get http://127.0.0.1:10251/healthz: dial tcp
127.0.0.1:10251: getsockopt: connection refused
controller-manager Healthy ok
etcd-2 Unhealthy Get http://172.20.0.113:2379/health:
malformed HTTP response "\x15\x03\x01\x00\x02\x02"
etcd-0 Healthy {"health": "true"}
etcd-1 Healthy {"health": "true"}

22 https://github.com/kubernetes-incubator/bootkube/issues/64

522 unit It kube-controller-manager.service

J55h kube-controller-manager

$ systemctl daemon-reload
$ systemctl enable kube-controller-manager

$ systemctl start kube-controller-manager

e B FBEN kube-scheduler

8li kube-schedulerfyserivceft EX {4


https://github.com/kubernetes-incubator/bootkube/issues/64

N2 /usr/1lib/systemd/system/kube-scheduler.serivce ,

[Unit]
Description=Kubernetes Scheduler Plugin
Documentation=https://github.com/GoogleCloudPlatform/kubernetes

[Service]

EnvironmentFile=-/etc/kubernetes/config

EnvironmentFile=-/etc/kubernetes/scheduler

ExecStart=/usr/bin/kube-scheduler \
$KUBE_LOGTOSTDERR \
$KUBE_LOG_LEVEL \
$KUBE_MASTER \
$KUBE_SCHEDULER_ARGS

Restart=on-failure

LimitNOFILE=65536

[Install]
WantedBy=multi-user.target

ECE {4 /etc/kubernetes/scheduler ,

#H#H
# kubernetes scheduler config

# default config should be adequate

# Add your own!
KUBE_SCHEDULER_ARGS="--leader-elect=true --address=127.0.0.1"

® --address {EWIA 127.0.0.1 , EAZHBI kube-apiserver HJEE scheduler 1 controller-
manager fEE—&1.8§;

522 unit I kube-scheduler.service

Bl kube-scheduler

$ systemctl daemon-reload
$ systemctl enable kube-scheduler
$ systemctl start kube-scheduler

ISE master T IhEE



$ kubectl get componentstatuses

NAME STATUS MESSAGE ERROR
scheduler Healthy ok

controller-manager Healthy ok

etcd-0 Healthy  {"health": "true"}

etcd-1 Healthy  {"health": "true"}

etcd-2 Healthy  {"health": "true"}

6.2 =Z kubernetes nodeT 51

kubernetes node T 2 BI S U1 4R

® Flanneld: BEH ZAIGMIXEKubernetesEFFlannelfIMNERLE, ZALRKBEETLS, WES
EfEserivcefe B X HFHIGITLSEE.

e Docker1.12.5: dockerfZ&EREE, XEHRIRT,

® kubelet

® kube-proxy

TEEEW kubelet Fl kube-proxy MR%E, EREEEZAIREMNannel&EMTLSIIE,

B RN
BINBRE—F=ANBAL, SO/ RNRERS,

$ 1s /etc/kubernetes/ssl

admin-key.pem admin.pem ca-key.pem ca.pem kube-proxy-key.pem kube-proxy.pem
kubernetes-key.pem kubernetes.pem

$ 1s /etc/kubernetes/

apiserver bootstrap.kubeconfig config controller-manager kubelet kube-

proxy.kubeconfig proxy scheduler ssl token.csv

fEd&Flanneld

SERZBIENXEKubernetesEFFlannel(YMERLE, ZRNRBECETLS, MAEFEEEserivcelc B
XA HINTLSECE .

serviceBc & X4 /usr/1lib/systemd/system/flanneld.service ,


http://rootsongjc.github.io/blogs/kubernetes-network-config/
http://rootsongjc.github.io/blogs/kubernetes-network-config/

[Unit]

Description=Flanneld overlay address etcd agent
After=network.target
After=network-online.target
Wants=network-online.target

After=etcd.service

Before=docker.service

[Service]

Type=notify

EnvironmentFile=/etc/sysconfig/flanneld
EnvironmentFile=-/etc/sysconfig/docker-network

ExecStart=/usr/bin/flanneld-start $FLANNEL_OPTIONS
ExecStartPost=/usr/libexec/flannel/mk-docker-opts.sh -k DOCKER_NETWORK_OPTIONS -d
/run/flannel/docker

Restart=on-failure

[Install]
WantedBy=multi-user.target

RequiredBy=docker.service

/etc/sysconfig/flanneld Bo& X145,

# Flanneld configuration options

# etcd url location. Point this to the server where etcd runs
FLANNEL_ETCD_ENDPOINTS="https://172.20.0.113:2379,https://172.20.0.114:2379,https:/
/172.20.0.115:2379"

# etcd config key. This is the configuration key that flannel queries
# For address range assignment
FLANNEL_ETCD_PREFIX="/kube-centos/network"

# Any additional options that you want to pass
FLANNEL_OPTIONS="-etcd-cafile=/etc/kubernetes/ssl/ca.pem -etcd-
certfile=/etc/kubernetes/ssl/kubernetes.pem -etcd-

keyfile=/etc/kubernetes/ssl/kubernetes-key.pem"

7EFLANNEL_OPTIONSHEZANTLSAIER & .

TZRMEE kubelet

kubelet Fnpft[a kube-apiserver &% TLS bootstrapping 18X, TE5TIE bootstrap token X {4
#9 kubelet-bootstrap FIFP ¥ system:node-bootstrapper cluster f&(role),
ARG kubelet 7 BEE R BIEIAIETE K (certificate signing requests):



$ cd /etc/kubernetes
$ kubectl create clusterrolebinding kubelet-bootstrap \
--clusterrole=system:node-bootstrapper \

--user=kubelet-bootstrap

® __user=kubelet-bootstrap s=fE /etc/kubernetes/token.csv XHHIEENAF R, ERH
EANT /etc/kubernetes/bootstrap.kubeconfig Xf{&;

TH A kubelet 1 kube-proxy — i# #3214

wget https://dl.k8s.io/v1.6.0/kubernetes-server-linux-amd64.tar.gz
tar -xzvf kubernetes-server-linux-amdé4.tar.gz
cd kubernetes

tar -xzvf kubernetes-src.tar.gz

R i oY

cp -r ./server/bin/{kube-proxy,kubelet} /usr/bin/

8l kubelet Bservicefid B3 {t

XHAIE /usr/lib/systemd/system/kubelet.serivce ,

[Unit]

Description=Kubernetes Kubelet Server
Documentation=https://github.com/GoogleCloudPlatform/kubernetes
After=docker.service

Requires=docker.service

[Service]

WorkingDirectory=/var/lib/kubelet

EnvironmentFile=-/etc/kubernetes/config

EnvironmentFile=-/etc/kubernetes/kubelet

ExecStart=/usr/bin/kubelet \
$KUBE_LOGTOSTDERR \
$KUBE_LOG_LEVEL \
$KUBELET_API_SERVER \
$KUBELET_ADDRESS \
$KUBELET_PORT \
$KUBELET_HOSTNAME \
$KUBE_ALLOW_PRIV \
$KUBELET_POD_INFRA_CONTAINER \
$KUBELET_ARGS

Restart=on-failure

[Install]
WantedBy=multi-user.target

kubeletfEC & X4 /etc/kubernetes/kubelet ., EFAYIPHIIE B XN RIOE & node™ s AYIPHE,



FHHE
## kubernetes kubelet (minion) config

#

## The address for the info server to serve on (set to ©.0.0.0 or "" for all
interfaces)

KUBELET_ADDRESS="--address=172.20.0.113"

#

## The port for the info server to serve on

#KUBELET_PORT="--port=10250"

#

## You may leave this blank to use the actual hostname
KUBELET_HOSTNAME="--hostname-override=172.20.0.113"

#

## location of the api-server
KUBELET_API_SERVER="--api-servers=http://172.20.0.113:8080"

#

## pod infrastructure container
KUBELET_POD_INFRA_CONTAINER="--pod-infra-container-image=sz-pg-oam-docker-hub-
001.tendcloud.com/library/pod-infrastructure:rhel7"

#

## Add your own!

KUBELET_ARGS="--cgroup-driver=systemd --cluster-dns=10.254.0.2 --experimental-
bootstrap-kubeconfig=/etc/kubernetes/bootstrap.kubeconfig --
kubeconfig=/etc/kubernetes/kubelet.kubeconfig --require-kubeconfig --cert-
dir=/etc/kubernetes/ssl --cluster-domain=cluster.local. --hairpin-mode promiscuous-

bridge --serialize-image-pulls=false"

--address NBEIREAN 127.0.0.1 , H[NE4E Pods 5[0 kubelet B9 APl ORI SKM, EXH

Pods iA[a]# 127.0.0.1 SMESMARE kubelet;

o WNRIZRE T --hostname-override &I, M kube-proxy tWEEZEFIZIEIN, [TNSHIKA
£ Node B91&R;

® - -experimental-bootstrap-kubeconfig #5[@ bootstrap kubeconfig X4, kubelet {EH1ZX
R & #0 token [@ kube-apiserver &% TLS Bootstrapping 153K ;

o BERBEIT CSRIEKE, kubelet BHTE --cert-dir BRBIZIEPBIFAEIMH( kubelet-
client.crt 1 kubelet-client.key ), SAIFE N --kubeconfig N f14;

o FINTE --kubeconfig FEENHHIETE kube-apiserver Hbllb, WNRKRIEE --api-servers
IR, MATIEE --require-kubeconfig I MECE X {4EH1EEY kube-apiserver B9ith
ft, BN kubelet BEhfE¥1% A2 kube-apiserver (HEH IR AILE API Server) ,  kubectl
get nodes AEIREIXNEY Node (5/2;

® --cluster-dns IEXE kubedns #4 Service IP(AJ S D ER, fE4EEIEE kubedns BREZEIIEEZ

IP), --cluster-domain IEEEHBEL, XA TSHENIEEGETSEN;

S22 unit IL kubelet.service

Bohkublet




systemctl daemon-reload
systemctl enable kubelet
systemctl start kubelet
systemctl status kubelet

R i

BT kublet B9 TLS iEHiE>

kubelet BVREaIIY @ kube-apiserver ZIXIEFHERZIEKR, DIEIG kubernetes R4t 21§14
Node MONZIEEEE,

BEERRMNAY CSRIEK

$ kubectl get csr

NAME AGE REQUESTOR CONDITION
csr-2b308  4m kubelet-bootstrap Pending

$ kubectl get nodes

No resources found.
BT CSRiEK

$ kubectl certificate approve csr-2b308
certificatesigningrequest "csr-2b308" approved
$ kubectl get nodes

NAME STATUS AGE VERSION
10.64.3.7 Ready 49m vl.6.1

B4R T kubelet kubeconfig SXHEFI/AFA%R

$ 1s -1 /etc/kubernetes/kubelet.kubeconfig

-PW------- 1 root root 2284 Apr 7 02:07 /etc/kubernetes/kubelet.kubeconfig

$ 1s -1 /etc/kubernetes/ssl/kubelet*

-rw-r--r-- 1 root root 1046 Apr 7 02:07 /etc/kubernetes/ssl/kubelet-client.crt

-PW-=-=-=-=--- 1 root root 227 Apr 7 02:04 /etc/kubernetes/ssl/kubelet-client.key
-rw-r--r-- 1 root root 1103 Apr 7 02:07 /etc/kubernetes/ssl/kubelet.crt
-PW------- 1 root root 1675 Apr 7 02:07 /etc/kubernetes/ssl/kubelet.key

Ao & kube-proxy

£l kube-proxy Hiservicefit & 4

N4 &1 /usr/lib/systemd/system/kube-proxy.service ,



[Unit]

Description=Kubernetes Kube-Proxy Server
Documentation=https://github.com/GoogleCloudPlatform/kubernetes
After=network.target

[Service]
EnvironmentFile=-/etc/kubernetes/config
EnvironmentFile=-/etc/kubernetes/proxy
ExecStart=/usr/bin/kube-proxy \
$KUBE_LOGTOSTDERR \
$KUBE_LOG_LEVEL \
$KUBE_MASTER \
$KUBE_PROXY_ARGS
Restart=on-failure
LimitNOFILE=65536

[Install]
WantedBy=multi-user.target

kube-proxyBg & X4 /etc/kubernetes/proxy .

S

# kubernetes proxy config
# default config should be adequate

# Add your own!
KUBE_PROXY_ARGS="--bind-address=172.20.0.113 --hostname-override=172.20.0.113 --
kubeconfig=/etc/kubernetes/kube-proxy.kubeconfig --cluster-cidr=10.254.0.0/16"

® --hostname-override SEEMNINS kubelet BIE—EK, BN kube-proxy Boifa S AE1Z%
Node, MMASBIEE] iptables FM;

e kube-proxy iR#E --cluster-cidr FIBFEEB¥NERFISMERIRE, #8E --cluster-cidr Y --
masquerade-all JEIffS kube-proxy 7F &331518] Service IP BB SNAT;

® - _kubeconfig IETERIELEXMHEHRAT kube-apiserver gutthiit, FEF &, IEH. WBZHIEKRM
NEER

o FE XA RoleBinding cluster-admin §User system:kube-proxy 5 Role system:node-
proxier #BZE, 1% Role % TVHA kube-apiserver Proxy 8% API B94XPR ;

522 unit I kube-proxy.service

I35 kube-proxy




systemctl daemon-reload
systemctl enable kube-proxy
systemctl start kube-proxy

H©T B B B

systemctl status kube-proxy

B E T

BATBIE—"niginxiserviceld —FTEHE T H,



$ kubectl run nginx --replicas=2 --labels="run=load-balancer-example" --image=sz-
pg-oam-docker-hub-001.tendcloud.com/library/nginx:1.9 --port=80

deployment "nginx" created

$ kubectl expose deployment nginx --type=NodePort --name=example-service

service "example-service" exposed

$ kubectl describe svc example-service

Name: example-service
Namespace: default

Labels: run=load-balancer-example
Annotations: <none>

Selector: run=load-balancer-example
Type: NodePort

IP: 10.254.62.207

Port: <unset> 80/TCP

NodePort: <unset> 32724/TCP
Endpoints: 172.30.60.2:80,172.30.94.2:80
Session Affinity: None

Events: <none>

$ curl "10.254.62.207:80"
<!DOCTYPE html>

<html>

<head>

<title>Welcome to nginx!</title>

<style>
body {
width: 35em;
margin: © auto;
font-family: Tahoma, Verdana, Arial, sans-serif;
}
</style>
</head>
<body>

<hl>Welcome to nginx!</h1>
<p>If you see this page, the nginx web server is successfully installed and

working. Further configuration is required.</p>

<p>For online documentation and support please refer to
<a href="http://nginx.org/">nginx.org</a>.<br/>
Commercial support is available at

<a href="http://nginx.com/">nginx.com</a>.</p>

<p><em>Thank you for using nginx.</em></p>
</body>
</html>

1508) 172.20.0.113:32724 B 172.20.0.114:32724 & 172.20.0.115:32724 #AJLAFEINginxAYTT
[iE18
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Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

7. 2EEEE kubedns ¥4t

BANyamIXX B3R kubernetes/cluster/addons/dns ,

ZifTEiR{ERkubernetesiiE, EAMNBEEXNFHESUTER:

gcr.io/google_containers/k8s-dns-dnsmasqg-nanny-amd64:1.14.1
gcr.io/google_containers/k8s-dns-kube-dns-amd64:1.14.1

gcr.io/google_containers/k8s-dns-sidecar-amd64:1.14.1

FcloneT ERRg, EEFHNMERECE:

sz-pg-oam-docker-hub-001.tendcloud.com/library/k8s-dns-dnsmasq-nanny-amd64:1.14.1
sz-pg-oam-docker-hub-001.tendcloud.com/library/k8s-dns-kube-dns-amd64:1.14.1
sz-pg-oam-docker-hub-001.tendcloud.com/library/k8s-dns-sidecar-amd64:1.14.1

B LET - ERESED:

index.tenxcloud.com/jimmy/k8s-dns-dnsmasq-nanny-amd64:1.14.1
index.tenxcloud.com/jimmy/k8s-dns-kube-dns-amd64:1.14.1

index.tenxcloud.com/jimmy/k8s-dns-sidecar-amd64:1.14.1

M FyamlEeEX 4P ERNED T RECETRIHRER.

kubedns-cm.yaml
kubedns-sa.yaml
kubedns-controller.yaml

kubedns-svc.yaml

BE2EHIFH yaml X dns



RAHIE XM RoleBinding

FiE X HJ RoleBinding system:kube-dns 4§ kube-system s B8] kube-dns ServiceAccount
5 system:kube-dns Role 4f7E, 1% Role BEAH1i4la) kube-apiserver DNS 8% API H94XBR ;

$ kubectl get clusterrolebindings system:kube-dns -o yaml
apiVersion: rbac.authorization.k8s.io/vlbetal
kind: ClusterRoleBinding
metadata:
annotations:
rbac.authorization.kubernetes.io/autoupdate: "true"
creationTimestamp: 2017-04-11T11:20:42Z
labels:
kubernetes.io/bootstrapping: rbac-defaults
name: system:kube-dns
resourceVersion: "58"
selflLink:
/apis/rbac.authorization.k8s.io/vlbetal/clusterrolebindingssystem%3Akube-dns
uid: e61f4d92-1lea8-11e7-8cd7-f4e9d49f8edo
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: system:kube-dns
subjects:
- kind: ServiceAccount
name: kube-dns

namespace: kube-system

kubedns-controller.yaml HRAEM A Pods BT kubedns-sa.yaml XH4EMH) kube-dns
ServiceAccount, FTIABRETAIE) kube-apiserver DNS 18k API B9AXBR

Bd & kube-dns ServiceAccount

FTEEH,

BdE® kube-dns RS

$ diff kubedns-svc.yaml.base kubedns-svc.yaml
30c30
< clusterIP: _ PILLAR__DNS__ SERVER _

> clusterIP: 10.254.0.2

e spec.clusterlP = 10.254.0.2, ENBRFAIEE T kube-dns Service IP, X4 IP BEF] kubelet £y
-cluster-dns SEE—;



Bic& kube-dns Deployment

$ diff kubedns-controller.yaml.base kubedns-controller.yaml

58c58

< image: gcr.io/google_containers/k8s-dns-kube-dns-amd64:1.14.1

> image: sz-pg-oam-docker-hub-001.tendcloud.com/library/k8s-dns-kube-dns-
amd64:v1.14.1

88c88

< - --domain=__ PILLAR__DNS__ DOMAIN_ .

> - --domain=cluster.local.

92¢92

< __PILLAR__FEDERATIONS__ DOMAIN_ _MAP__

> # PILLAR__FEDERATIONS _DOMAIN _MAP__

110c110

< image: gcr.io/google_containers/k8s-dns-dnsmasq-nanny-amd64:1.14.1

> image: sz-pg-oam-docker-hub-001.tendcloud.com/library/k8s-dns-dnsmasq-
nanny-amdé64:v1.14.1

129¢129

< - --server=/__PILLAR__DNS_ DOMAIN /127.0.0.1#10053

> - --server=/cluster.local./127.0.0.1#10053

148c148

< image: gcr.io/google_containers/k8s-dns-sidecar-amd64:1.14.1

> image: sz-pg-oam-docker-hub-001.tendcloud.com/library/k8s-dns-sidecar-
amd64:v1.14.1

161,162c161,162

< - -

probe=kubedns,127.0.0.1:10053, kubernetes.default.svc._PILLAR__DNS__DOMAIN_ ,5,A
< - =--
probe=dnsmasq,127.0.0.1:53,kubernetes.default.svc._ PILLAR__ DNS__ DOMAIN_ ,5,A

> - -
probe=kubedns,127.0.0.1:10053, kubernetes.default.svc.cluster.local.,5,A
> - --probe=dnsmasq,127.0.0.1:53,kubernetes.default.svc.cluster.local.,5,A

o FRHARKELZM T RoleBinding #J kube-dns ServiceAccount, iZlkF E&1518) kube-
apiserver DNS 18X API B94X R ;

WMATARBE X X+



$ pwd
/root/kubedns
$ 1s *.yaml

kubedns-cm.yaml kubedns-controller.yaml kubedns-sa.yaml kubedns-svc.yaml

$ kubectl create -f .

& kubedns IfEE

#rE—" Deployment

$ cat my-nginx.yaml
apiVersion: extensions/vlbetal
kind: Deployment
metadata:
name: my-nginx
spec:
replicas: 2
template:
metadata:
labels:
run: my-nginx
spec:
containers:

- name: my-nginx

image: sz-pg-oam-docker-hub-001.tendcloud.com/library/nginx:1.9

ports:

- containerPort: 80

$ kubectl create -f my-nginx.yaml

Export 1% Deployment, &5 my-nginx BRZS

$ kubectl expose deploy my-nginx
$ kubectl get services --all-namespaces |grep my-nginx
default my-nginx 10.254.179.239

42m

BB — Pod, EZF /etc/resolv.conf ZEHEE kubelet ECEM --cluster-dns F1 --

cluster-domain , =HBEIEIGARSS my-nginx fETE] Cluster IP 10.254.179.239 ,



$ kubectl create -f nginx-pod.yaml

$ kubectl exec nginx -i -t -- /bin/bash

root@nginx:/# cat /etc/resolv.conf

nameserver 10.254.0.2

search default.svc.cluster.local. svc.cluster.local. cluster.local. tendcloud.com

options ndots:5

root@nginx:/# ping my-nginx
PING my-nginx.default.svc.cluster.local (10.254.179.239): 56 data bytes
76 bytes from 119.147.223.109: Destination Net Unreachable

AC--- my-nginx.default.svc.cluster.local ping statistics ---

root@nginx:/# ping kubernetes

PING kubernetes.default.svc.cluster.local (10.254.0.1): 56 data bytes
AC--- kubernetes.default.svc.cluster.local ping statistics ---

11 packets transmitted, @ packets received, 100% packet loss

root@nginx:/# ping kube-dns.kube-system.svc.cluster.local

PING kube-dns.kube-system.svc.cluster.local (10.254.0.2): 56 data bytes
~C--- kube-dns.kube-system.svc.cluster.local ping statistics ---

6 packets transmitted, @ packets received, 100% packet loss

MERFKE, serviceBFRE]AEE R,

8.Bc Ef1Z %% dashboard

BEAXEFER: kubernetes/cluster/addons/dashboard

BAWERRIX

$ 1s *.yaml

dashboard-controller.yaml dashboard-service.yaml dashboard-rbac.yaml

B2ZFRY yaml X4 dashboard

BT kube-apiserver BT RBAC 11X, MEAHRIBEZRMN dashboard-controller.yaml XBE
WIS HY ServiceAccount, FRLARZETAE] kube-apiserver BY APl BYSiKIEHE, webHiR:

Forbidden (403)

User "system:serviceaccount:kube-system:default” cannot list jobs.batch in the
namespace "default". (get jobs.batch)

¥8H0T — dashboard-rbac.yaml Xff, EX—"1%7 dashboard #J ServiceAccount, A EH
Cluster Role view #i%E,

fdc&dashboard-service



$ diff dashboard-service.yaml.orig dashboard-service.yaml
10al1l
>  type: NodePort

o IETIRZEEN NodePort, XiFFNR AT DB i nodelP:nodePort 35(8) dashboard;

B &dashboard-controller

$ diff dashboard-controller.yaml.orig dashboard-controller.yaml
23c23

< image: gcr.io/google_containers/kubernetes-dashboard-amd64:v1.6.0

> image: sz-pg-oam-docker-hub-001.tendcloud.com/library/kubernetes-

AT E U

$ pwd

/root/kubernetes/cluster/addons/dashboard

$ 1s *.yaml

dashboard-controller.yaml dashboard-service.yaml
$ kubectl create -f

service "kubernetes-dashboard" created

deployment "kubernetes-dashboard" created

MERITER
BEDHEH NodePort

$ kubectl get services kubernetes-dashboard -n kube-system
NAME CLUSTER-IP EXTERNAL-IP PORT(S)
kubernetes-dashboard  10.254.224.130  <nodes> 80:30312/TCP

e NodePort 3031253%! dashboard pod 80if [

¥E& controller

$ kubectl get deployment kubernetes-dashboard -n kube-system

NAME DESIRED CURRENT UP-TO-DATE AVAILABLE
kubernetes-dashboard 1 1 1 1

$ kubectl get pods -n kube-system | grep dashboard
kubernetes-dashboard-1339745653-pmn6z  1/1 Running ©

ihlaldashboard

AGE
25s

AGE
3m

4m



BUT=MAE:

e kubernetes-dashboard fRZ5%5 T NodePort, BJLA{EMH http://NodeIP:nodePort ithiltij[a)
dashboard;

e @i kube-apiserver i8] dashboard (https 6443ifOF1http 8080i% A=)

e J&1T kubectl proxy 118 dashboard:

i#3d kubectl proxy i5(a) dashboard
e

$ kubectl proxy --address='172.20.0.113"' --port=8086 --accept-hosts=""*$"
Starting to serve on 172.20.0.113:8086

o FEIEE --accept-hosts &I, HNRIBELE5(8) dashboard TIEAYHER “Unauthorized”;

MYTE3IAI8) URL:  http://172.20.0.113:8086/ui
B&ipkiERl: http://172.20.0.113:8086/api/v1/proxy/namespaces/kube-

system/services/kubernetes-dashboard/#/workload?namespace=default

BT kube-apiserver ihlaldashboard

SRENSR2# AR S5 1R IR

$ kubectl cluster-info

Kubernetes master is running at https://172.20.0.113:6443

KubeDNS is running at https://172.20.0.113:6443/api/v1/proxy/namespaces/kube-
system/services/kube-dns

kubernetes-dashboard is running at
https://172.20.0.113:6443/api/v1/proxy/namespaces/kube-system/services/kubernetes-
dashboard

X' 2875(8] URL: https://172.20.0.113'6443/api/v1/proxy/namespaces/kube—
system/services/kubernetes-dashboard (NIMEERRIE@RIERINNE, AABIINZEE, MUKHRIA
[BIE, FERISANIEREIMROITENS) . XERIANEXERNG: 8T kube-apiserver /(5]

dashboard, #EmRUser "system:anonymous" cannot proxy services in the namespace "kube-
system". #5, BEAR,

SNIEH
A R AYadmin.pemiEBHERIE R

openssl pkcsl2 -export -in admin.pem -out admin.pl2 -inkey admin-key.pem

YELERRY admin.p12 IEBSNAMRAVERM, SEMNMERICEMRENEZE, SANMEREERET,


https://github.com/opsnull/follow-me-install-kubernetes-cluster/issues/5

MRIRAIRERhttpshViE, I EEABlinsecure port 80801
[: http://172.20.0.113:8080/api/v1/proxy/namespaces/kube-system/services/kubernetes-

dashboard
= kubernetes Admin > Namespaces > kube-system + CREATE
Admin
Details
Namespaces
Nodes Name: kube-system

Persistent Volumes Creation time: 2017-04-11T11:20

Storage Classes Status: Active

Namespace
default Events
Workloads Message Source Sub-object Count First seen Last seen

Deployments
Replica Sets
Replication Controllers
Daemon Sets
Stateful Sets
Jobs
Pods
Services and discovery
Services
Ingresses
Storage
Persistent Volume Claims
Config

Secrets

Killing container with id docker://c857a
23eb359fb5f46c080b0404f41731d7be
47d9729eb1e5ae9d8b2be123d5f:Need
to kill Pod

Deleted pod: kubernetes-dashboard-17
52429380-7vk0t

assigned d
hboard-3966630548-61b48 to 172.20.
0.113

Container image "sz-pg-oam-docker-hu
b-001.tendcloud.com/library/kubernete
s-dashboard-amd64:v1.6.0" already pre
sent on machine

Created container with id c36e4cc8e11
08805a34affd872449442a3bf628466b
8ea2da3c99caf1d7cec23

Started container with id c36e4cc8e11
08805a34affd872449442a3bf628466b
8ea2da3c99caf1d7cec23

Error creating: pods "kubernetes-dashb
0ard-3966630548-" is forbidden: servic

a annannt biha.cuctam wae

kubelet 172.20.0.114

replicaset-controller

default-scheduler

kubelet 172.20.0.113

kubelet 172.20.0.113

kubelet 172.20.0.113

spec.containers{kubernetes-

dashboard}

spec.containers{kubernetes-

dashboard}

spec.containers{kubernetes-

dashboard}

spec.containers{kubernetes-

dashboard}

2

2017-04-12T06:51 UTC

2017-04-12T06:51 UTC

2017-04-12T06:56 UTC

2017-04-12T06:57 UTC

2017-04-12T06:57 UTC

2017-04-12T06:57 UTC

2N17.0AA9TNABA LT

HF &R/ Heapster #fif, 2@ dashboard AN8ERR Pod. Nodes #9 CPU, RFESH

9.Bc EMZ % Heapster

Bl heapster release T1HE & &FTRZASE heapster,

$ wget https://github.com/kubernetes/heapster/archive/v1.3.0.zip

$ unzip v1.3.0.zip

$ mv vi.3.0.zip heapster-1.3.0

XHHEZR:

heapster-1.3.0/deploy/kube-config/influxdb

$ cd heapster-1.3.0/deploy/kube-config/influxdb

$ 1s *.yaml

2017-04-12T06:51 UTC

2017-04-12T06:51 UTC

2017-04-12T06:56 UTC

2017-04-12T06:57 UTC

2017-04-12T06:57 UTC

2017-04-12T06:57 UTC

2N17NAAITNARA 1ITO

metric B#.,

grafana-deployment.yaml grafana-service.yaml heapster-deployment.yaml heapster-

service.yaml

influxdb-deployment.yaml

BB 2 8IEZE T heapsterfyrbacBic & heapster-rbac.yaml ,

B84 yaml XL : heapster

fic & grafana-deployment

influxdb-service.yaml heapster-rbac.yaml


https://github.com/kubernetes/heapster/releases

$ diff grafana-deployment.yaml.orig grafana-deployment.yaml

16c16

< image: gcr.io/google_containers/heapster-grafana-amd64:v4.0.2

> image: sz-pg-oam-docker-hub-001.tendcloud.com/library/heapster-grafana-
amd64:v4.0.2

40,41c40,41

< # value: /api/vl/proxy/namespaces/kube-system/services/monitoring-
grafana/

< value: /

> value: /api/vl/proxy/namespaces/kube-system/services/monitoring-
grafana/

> #value: /

o WRFE(FEMA kube-apiserver & kubectl proxy i}i8] grafana dashboard, MAFE
GF_SERVER_ROOT_URL IXEN /api/vl/proxy/namespaces/kube-
system/services/monitoring-grafana/ , FNE4EABlgrafanaffihElifiRnixA
Bl http://10.64.3.7:8086/api/v1/proxy/namespaces/kube-system/services/monitoring-
grafana/api/dashboards/home T1[H;

Bic & heapster-deployment

$ diff heapster-deployment.yaml.orig heapster-deployment.yaml

16cl6
< image: gcr.io/google_containers/heapster-amd64:v1.3.0-beta.1
> image: sz-pg-oam-docker-hub-001.tendcloud.com/library/heapster-

amd64:v1.3.0-beta.1

Bt & influxdb-deployment
influxdb BE7ZZIER&<L1TE HTTP APHZOREGEUERE, M v1.1.0 lRAFFIGEAIAK A admin
Ul, SR SERATTSH admin Ul .

FEHRGH admin UINIMNEINT : ESHEGFR influxdb BEEEXH, FH/3 admin &S, BISE
BEXMHRAS A ConfigMap, &EEHIRETR, RHEBESRIGEKENEN:

AR manifests BREZERM T Z2UEH ConfigMap E N {4



https://github.com/opsnull/follow-me-install-kubernetes-cluster/blob/master/manifests/heapster/influxdb-cm.yaml

$ # SHBEBHBN influxdd BEEXH

$ docker run --rm --entrypoint ‘cat

-ti lvanneo/heapster-influxdb-amd64:v1.1.1
/etc/config.toml >config.toml.orig

$ cp config.toml.orig config.toml

$ # 18 BHA admin &

$ vim config.toml

$ diff config.toml.orig config.toml

35c35

< enabled = false

> enabled = true

$ # REENEESAE ConfigMap WHRH

$ kubectl create configmap influxdb-config --from-file=config.toml -n kube-system
configmap "influxdb-config" created

$ # 1§ ConfigMap FRRVECEHHERE Pod H, AREZRCEENEMN

$ diff influxdb-deployment.yaml.orig influxdb-deployment.yaml

16cl6

< image: grc.io/google_containers/heapster-influxdb-amd64:v1.1.1
> image: sz-pg-oam-docker-hub-001.tendcloud.com/library/heapster-influxdb-
amdé4:v1.1.1

19a20,21

> - mountPath: /etc/

> name: influxdb-config

22a25,27

> - name: influxdb-config

> configMap:

> name: influxdb-config

Bic & monitoring-influxdb Service

$ diff influxdb-service.yaml.orig influxdb-service.yaml

12313

> type: NodePort
15a17,20

> name: http

> - port: 8083

> targetPort: 8083
> name: admin

o TENUIEMZEEAY NodePort, ZA/MENNT admin UFOMET, FAFELEEN%E 22359 influxdb B
admin Ul 7@

WMATARBE X X4



$ pwd

/root/heapster-1.3.0/deploy/kube-config/influxdb

$ 1s *.yaml

grafana-service.yaml heapster-rbac.yaml influxdb-cm.yaml
influxdb-service.yaml

grafana-deployment.yaml heapster-deployment.yaml heapster-service.yaml influxdb-
deployment.yaml

$ kubectl create -f

deployment "monitoring-grafana" created

service "monitoring-grafana" created

deployment "heapster" created

serviceaccount "heapster" created

clusterrolebinding "heapster" created

service "heapster" created

configmap "influxdb-config" created

deployment "monitoring-influxdb" created

service "monitoring-influxdb" created

MERITER
12 Deployment

$ kubectl get deployments -n kube-system | grep -E 'heapster|monitoring’

heapster 1 1 1 1 2m

monitoring-grafana 1 1 1 1 2m

monitoring-influxdb 1 1 1 1 2m
& Pods

$ kubectl get pods -n kube-system | grep -E 'heapster|monitoring'

heapster-110704576-gpg8v 1/1 Running © 2m
monitoring-grafana-2861879979-9z89f 1/1 Running © 2m
monitoring-influxdb-1411048194-1zrpc 1/1 Running © 2m

& kubernets dashboard 5, EE2E7& Nodes, Pods i CPU., AR, REHSFARMLE:;



= kubernetes Workloads > Deployments + CREATE

Admin
CPU usage Memory usage @

Namespaces

Nodes

Persistent Volumes

Storage Classes = 0.0005

Memory (bytes)

0
Namespace 19:58 19:58 19:59 19:57 19:57 19:58 19:59

Time Time
default

Workloads
Deployments
Deployments

. Name Labels Pods Age Images
Replica Sets

RenlieaonContolers @ mynginx run: my-nginx 2/2 7 hours sz-pg-oam-docker-hub-001.tendclo.

Daemon Sets
Stateful Sets
Jobs

Pods
Services and discovery

Services

Ingresses
Storage

Persistent Volume Claims
Config

i510) grafana

1. 83T kube-apiserver jj[g):

$XKEY monitoring-grafana AR$3 URL

$ kubectl cluster-info

Kubernetes master is running at https://172.20.0.113:6443

Heapster is running at https://172.20.0.113:6443/api/v1l/proxy/namespaces/kube-
system/services/heapster

KubeDNS is running at https://172.20.0.113:6443/api/v1/proxy/namespaces/kube-
system/services/kube-dns

kubernetes-dashboard is running at
https://172.20.0.113:6443/api/v1/proxy/namespaces/kube-
system/services/kubernetes-dashboard

monitoring-grafana is running at
https://172.20.0.113:6443/api/v1/proxy/namespaces/kube-
system/services/monitoring-grafana

monitoring-influxdb is running at
https://172.20.0.113:6443/api/v1/proxy/namespaces/kube-
system/services/monitoring-influxdb

To further debug and diagnose cluster problems, use 'kubectl cluster-info
dump'.

T 231ha URL:  http://172.20.0.113:8080/api/v1/proxy/namespaces/kube-

system/services/monitoring-grafana
2. 83T kubectl proxy iAa]:
B



$ kubectl proxy --address='172.20.0.113"' --port=8086 --accept-hosts="'"*$'
Starting to serve on 172.20.0.113:8086

BT 28TH18) URL:  http://172.20.0.113:8086/api/vl/proxy/namespaces/kube-

system/services/monitoring-grafana

{9 - @ cCluster- ®© o < zoomout » OLast30minutes &

nodename 172.20.0.113 ~

Overall Cluster CPU Usage

Millicores

19:32 19:34

— Usage = Limit = Request

CPU Usage by Node

4
8
B

19:32 19:34 19:36 19:38 19:40 19:42 19:44 19:46 19:48 19:50 19:52 19:54 19:56
== Usage 172.20.0.113 == Usage 172.20.0.114 == Usage 172.20.0.115 == Limit 172.20.0.113 Limit 172.20.0.114 Limit 172.20.0.115 Request 172.20.0.113 Request 172.20.0.114 Request 172.20.0.115

Individual CPU Usage: 172.20.0.113

Millicores

iAlial influxdb admin Ul
$XEY influxdb http 8086 BR&1HY NodePort

$ kubectl get svc -n kube-system|grep influxdb
monitoring-influxdb 10.254.22.46 <nodes> 8086:32299/TCP,8083:30269/TCP
9m

B kube-apiserver RY3ER w8 influxdb A9 admin Ul R E:
http://172.20.0.113:8080/api/v1/proxy/namespaces/kube-system/services/monitoring-
influxdb:8083/

FETIEAY “Connection Settings” Y Host A4\ node IP, Port A%\ 8086 ARETAY nodePort 4 &
ERY 32299, =i “Save” BIA] (FAVEEEFHAVENERE172.20.0.113:32299)



Documentation Database: _internal ~ &

Query:  SHOW STATS

Generate Query URL Query Templates ~

Alloc Frees HeapAlloc Heapldle HeaplnUse HeapObjects HeapReleased HeapSys Lookups Mallocs NumGC NumGoroutine PauseTotalNs Sys TotalAlloc
23863080 1218254 23863080 23699456 24633344 59978 0 48332800 325 1278232 15 36 7932812 60901624 175351688
queriesActive queriesExecuted queriesFinished queryDurationNs

1 59 58 253464302

shard

database:_internal, engine:tsm1, id:1, path:/data/data/_internal/monitor/1, retentionPolicy:monitor, walPath:/data/wal/_internal/monitor/1

diskBytes fieldsCreate seriesCreate i wri intsDropped wrif i i intsOk writeReq writeReqErr writeReqOk

193635 101 18 0 0 0 1074 64 0 64

tsm1_engine

database:_internal, engine:tsm1, id:1, path:/data/data/_internal/monitor/1, retentionPolicy:monitor, walPath:/data/wal/_internal/monitor/1

cacheCompactionDuration cacheC i cacheC i cacheC i i tsmFullCi ionDuration tsmFullC i tsmFullC i tsmFullComg
0 0 0 0 0 0 0 0

database:_internal, engine:tsm1, id:1, path:/data/data/_internal/monitor/1, retentionPolicy:monitor, walPath:/data/wal/_internal/monitor/1

10.Ec & F1% %% EFK

BEANHEEZE: cluster/addons/fluentd-elasticsearch

$ 1s *.yaml
es-controller.yaml es-service.yaml fluentd-es-ds.yaml kibana-controller.yaml

kibana-service.yaml efk-rbac.yaml

EHFEFKARSEE— efk-rbac.yaml X, EZ&serviceaccounty efk ,

ELEHITH yaml XL : EFK

Bic & es-controller.yaml

$ diff es-controller.yaml.orig es-controller.yaml

24c24
< - image: gcr.io/google_containers/elasticsearch:v2.4.1-2
> - image: sz-pg-oam-docker-hub-

001.tendcloud.com/library/elasticsearch:v2.4.1-2

Ao & es-service.yaml

THREE;

fic & fluentd-es-ds.yaml



$ diff fluentd-es-ds.yaml.orig fluentd-es-ds.yaml

26c26
< image: gcr.io/google_containers/fluentd-elasticsearch:1.22
> image: sz-pg-oam-docker-hub-001.tendcloud.com/library/fluentd-

elasticsearch:1.22

Bi & kibana-controller.yaml

$ diff kibana-controller.yaml.orig kibana-controller.yaml

22c22
< image: gcr.io/google_containers/kibana:v4.6.1-1
> image: sz-pg-oam-docker-hub-001.tendcloud.com/library/kibana:v4.6.1-1

8 Node iz iRz

E X DaemonSet fluentd-es-vi.22 BJI®E T nodeSelector beta.kubernetes.io/fluentd-ds-
ready=true , FRLAFEEEHAEIETT fluentd B9 Node HI&EIZIRE;

$ kubectl get nodes
NAME STATUS AGE VERSION
172.20.0.113  Ready 1d v1.6.0

$ kubectl label nodes 172.20.0.113 beta.kubernetes.io/fluentd-ds-ready=true
node "172.20.0.113" labeled

AR Anodes] LRI,
PATE X X ¥

$ kubectl create -f .

serviceaccount "efk" created

clusterrolebinding "efk" created

replicationcontroller "elasticsearch-logging-v1l" created
service "elasticsearch-logging" created

daemonset "fluentd-es-v1.22" created

deployment "kibana-logging" created

service "kibana-logging" created

WERITER



$ kubectl get deployment -n kube-system|grep kibana
kibana-logging 1 1 1 1 2m

$ kubectl get pods -n kube-system|grep -E 'elasticsearch|fluentd|kibana’

elasticsearch-logging-vl-mlstp 1/1 Running © im
elasticsearch-logging-vl-nfbbf 1/1 Running © im
fluentd-es-v1.22-31sm@ 1/1 Running © im
fluentd-es-v1.22-bpggs 1/1 Running © im
fluentd-es-v1.22-gmn7h 1/1 Running © Im
kibana-logging-1432287342-0gdng 1/1 Running © im

$ kubectl get service -n kube-system|grep -E 'elasticsearch|kibana'

elasticsearch-logging 10.254.77.62 <none> 9200/TCP
2m
kibana-logging 10.254.8.113 <none> 5601/TCP
2m

kibana Pod S—)% E oY= AR 8)(10-207 $h) L F1 Cache JRSTIE, AU tailf 1% Pod B9 H
EUEHE:

$ kubectl logs kibana-logging-1432287342-0gdng -n kube-system -f
ELASTICSEARCH_URL=http://elasticsearch-logging:9200

server.basePath: /api/vl/proxy/namespaces/kube-system/services/kibana-logging
{"type":"log","@timestamp":"2017-04-12T713:08:06Z", "tags":
["info","optimize"],"pid":7,"message" :"Optimizing and caching bundles for kibana and
statusPage. This may take a few minutes"}

{"type":"log", "@timestamp":"2017-04-12713:18:172","tags":
["info","optimize"],"pid":7,"message" :"Optimization of bundles for kibana and
statusPage complete in 610.40 seconds"}
{"type":"log","@timestamp":"2017-04-12713:18:17Z2","tags":
["status","plugin:kibana@l.0.0","info"],"pid":7,"state":"green", "message":"Status
changed from uninitialized to green -

Ready", "prevState":"
{"type":"log","@timestamp":"2017-04-12713:18:18Z2", "tags":

["status","plugin:elasticsearch@l1.0.0","info"],"pid":7,"state":"yellow", "message":"S

uninitialized", "prevMsg":"uninitialized"}

tatus changed from uninitialized to yellow - Waiting for

Elasticsearch","prevState":"uninitialized", "prevMsg":"uninitialized"}
{"type":"log","@timestamp":"2017-04-12713:18:192", "tags":

["status","plugin:kbn_vislib_vis_types@1.0.0","info"],"pid":7,"state":"green", "messa

ge":"Status changed from uninitialized to green -

Ready", "prevState":"uninitialized", "prevMsg":"uninitialized"}
{"type":"log", "@timestamp":"2017-04-12713:18:192","tags":

["status","plugin:markdown_vis@1.0.0","info"],"pid":7,"state":"green", "message":"Sta

tus changed from uninitialized to green -

Ready", "prevState":

uninitialized","prevMsg":"uninitialized"}
{"type":"log","@timestamp":"2017-04-12713:18:192", "tags":

["status","plugin:metric_vis@1.0.0","info"],"pid":7,"state":"green", "message":"Statu

s changed from uninitialized to green -



Ready", "prevState":
{"type":"log","@timestamp":"2017-04-12713:18:19Z2", "tags":
["status","plugin:spyModes@1.0.0","info"],"pid":7,"state":"green", "message":"Status

uninitialized","prevMsg":"uninitialized"}

changed from uninitialized to green -

Ready", "prevState":
{"type":"log","@timestamp":"2017-04-12713:18:192", "tags":

uninitialized","prevMsg":"uninitialized"}

["status","plugin:statusPage@1.0.0","info"],"pid":7,"state":"green", "message": "Statu

s changed from uninitialized to green -
Ready", "prevState":"
{"type":"log","@timestamp":"2017-04-12713:18:192", "tags":

["status","plugin:table vis@1.0.0","info"],"pid":7,"state":"green", "message":"Status

uninitialized", "prevMsg":"uninitialized"}

changed from uninitialized to green -
Ready", "prevState":"
{"type":"log","@timestamp":"2017-04-12713:18:19Z2", "tags":

["listening","info"],"pid":7,"message":"Server running at http://0.0.0.0:5601"}

{"type":"log","@timestamp":"2017-04-12713:18:24Z","tags":

uninitialized","prevMsg":"uninitialized"}

["status","plugin:elasticsearch@l1.0.0","info"],"pid":7,"state":"yellow", "message”:"S

tatus changed from yellow to yellow - No existing Kibana index

found", "prevState"”:"yellow", "prevMsg":

{"type":"log","@timestamp":"2017-04-12T713:18:292", "tags":

Waiting for Elasticsearch"}

["status","plugin:elasticsearch@l.0.0","info"],"pid":7,"state":"green", "message":"St

atus changed from yellow to green - Kibana index

ready", "prevState":

yellow","prevMsg":"No existing Kibana index found"}

1518) kibana

1. @33 kube-apiserver ij8]:

$XEY monitoring-grafana AR URL



$ kubectl cluster-info

Kubernetes master is running at https://172.20.0.113:6443

Elasticsearch is running at
https://172.20.0.113:6443/api/v1/proxy/namespaces/kube-
system/services/elasticsearch-logging

Heapster is running at https://172.20.0.113:6443/api/v1/proxy/namespaces/kube-
system/services/heapster

Kibana is running at https://172.20.0.113:6443/api/v1l/proxy/namespaces/kube-
system/services/kibana-logging

KubeDNS is running at https://172.20.0.113:6443/api/v1l/proxy/namespaces/kube-
system/services/kube-dns

kubernetes-dashboard is running at
https://172.20.0.113:6443/api/v1/proxy/namespaces/kube-
system/services/kubernetes-dashboard

monitoring-grafana is running at
https://172.20.0.113:6443/api/v1/proxy/namespaces/kube-
system/services/monitoring-grafana

monitoring-influxdb is running at
https://172.20.0.113:6443/api/v1/proxy/namespaces/kube-

system/services/monitoring-influxdb

5T 231ha) URL:  https://172.20.0.113:6443/api/v1/proxy/namespaces/kube-
system/services/kibana-logging/app/kibana

2. 3&d kubectl proxy ihl8):
B

$ kubectl proxy --address='172.20.0.113"' --port=8086 --accept-hosts="'"*$"
Starting to serve on 172.20.0.113:8086

X' 231ha) URL: http://172.20.0.113:8086/api/v1/proxy/namespaces/kube-

system/services/kibana-logging

£ Settings -> Indices TIEBIZE—" index (HHZHTF mysql FAI— database) , & Index
contains time-based events , ﬁfFH%KiAE@ logstash-* pattern, i Create ;

AJHEBEIRYa) =R

MRIREXE R CreateiZHIR R B TERT, BTime-filed namedi&HEIXIM, fluentdZEiE

BX /var/log/containers/ B FTHlogHE, XEHER

M /var/lib/docker/containers/${CONTAINER_ID}/${CONTAINER_ID}-json.log P&i&id A, R
#dockerfcE, -log-dirver FEIZENjson-fileigzl, EXIARITIEERjournald, %%docker

logging,


https://docs.docker.com/engine/admin/logging/overview/#examples%5D(https://docs.docker.com/engine/admin/logging/overview/%23examples)

I . ana Discover Visualize Dashboard Settings

Indices Advanced Objects Status About

Index Patterns

E)eewnme  Configure an index pattern

1 tinue. . . . . . . . .
one fo continue. In order to use Kibana you must configure at least one index pattern. Index patterns are used to identify the Elasticsearch index to run search and analytics against. They are also

used to configure fields.

Index contains time-based events
| Use event times to create index names [DEPRECATED]

Index name or pattern

Patterns allow you to define dynamic index names using * as a wildcard. Example: logstash-*
logstash-*

| Do not expand index pattern when searching (Not recommended)

By default, searches against any time-based index pattern that contains a wildcard will automatically be expanded to query only the indices that contain data within the
currently selected time range.

Searching against the index pattern logstash-* will actually query elasticsearch for the specific matching indices (e.g. logstash-2015.12.21) that fall within the current time
range.

Time-field name @ refresh fields

o«

@timestamp

BlZIndexf5, FJLATE Discover T&Z| ElasticSearch logging FICRIBEE;
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