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一、实验简介

搭建 SDN 环境少不了 SDN 交换机，SDN 交换机跟普通交换机最大的区别就是将普

通交换机的数据平面和控制平面相分离，SDN 交换机只负责数据的转发，而控制指令

则由更上一级的控制器下发。由此实现控制层和转发层面的分离。

Open vSwitch（下面简称 OVS）是一个高质量的、多层虚拟交换机。OVS 遵循开源

Apache2.0 许可，通过可编程扩展，OVS 可以实现大规模网络的自动化（配置、管理、

维护），同时支持现有标准管理接口和协议（比如 NetFlow、sFlow、SPAN、RSPAN、CLI、

LACP、802.1ag 等）。此外 OVS 支持多种 linux 虚拟化技术，包括 Xen/XenServer， KVM，

和 VirtualBox 等。

Floodlight 是目前主流的 SDN 控制器之一，它的稳定性、易用性已经得到 SDN 专

业人士以及爱好者们的一致好评，并因其完全开源，这让 SDN 网络世界变得更加有活

力。控制器作为 SDN 网络中的重要组成部分，能集中地灵活控制 SDN 网络，为核心网

络及应用创新提供了良好的扩展平台，本文档主要介绍基于 Java 语言的开源 SDN 控制

器 Floodlight 的安装部署。

本文通过 Ubuntu 平台安装部署 OVS 和 Floodlight，并介绍 OVS 和 Floodlight 上的

一些常用操作，让读者进一步了解 OpenFLow 交换机和 Floodlight 控制器配合实现简单

的控制和转发 SDN 实验的演示。
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二、实验环境

★虚拟机 Vmware Workstat ion 11.0，下载地址如下：

https://download3.vmware.com/software/wkst/f i le/VMware-workstat ion-ful l -1

1.0.0-2305329.exe

激活码： 1F04Z-6D111-7Z029-AV0Q4-3AEH8

★OVS 系统需求：Ubuntu13.10（内核版本 3.11）， Ubuntu Linux 下载地址如下：

http://re leases.ubuntu.com/

★OVS 选择较新的 Open vSwitch 2.3.0 版本。目前最新版本为 2.3.1；

★ Floodl ight 系统需求：Ubuntu 10.04（ Natty）及以上版本（运行 Ant1.8.1 及

以下版本）；

★ 实 验 中 OVS 我 们 选 择 ubuntu13.10 桌 面 版 / 服 务 版 ， Floodl ight 选 择

ubuntu13.10 服务版。

★OVS安装包和 Floodl ight安装包在试验中下载到虚拟机内，均来自官网下载。

https://download3.vmware.com/software/wkst/file/VMware-workstation-full-11.0.0-2305329.exe
https://download3.vmware.com/software/wkst/file/VMware-workstation-full-11.0.0-2305329.exe
http://releases.ubuntu.com/
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三、Open vSwitch 安装部署和基本操作

1.准备工作

（ 1）安装虚拟机 Vmware Workstat ion 11.0

（ 2）在虚拟机下安装 Ubuntu13.10（可以在官网下载到）

（ 3）在正式下载安装 OVS 之前我们需要安装一些系统组件及库文件以作为

OVS 正确运行的环境依赖。请切换至 root 用户进行操作。然后更新系统。

# apt-get update

# apt-get install -y build-essential

安装完 ubuntu13.10 桌面版登陆界面

（ 4）做实验之前，在需要安装 ovs（虚拟交换机）的虚拟机上添加几块虚拟

网卡 eth1、 eth2、 eth3,方便后续虚拟出几台主机做实验观察，添加完网卡需

要重启虚拟机，添加方法如下图所示：
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（ 5）添加完网卡，启动虚拟机后，需要在网卡配置文件 /etc/network/interfaces

中添加如下内容

auto eth0

iface eth0 inet dhcp

auto eth1

iface eth1 inet dhcp

auto eth2

iface eth2 inet dhcp

auto eth3

iface eth3 inet dhcp

2.下载我之前就准备好的 ovs 安装和部署脚本，令其自动执行，直至安装结

束，脚本内容及其步骤如下：

提示：将脚本存放在根目录下的 ovs.sh 文件内，然后使用 source ovs.sh 指令

执行该文件即可完成 ovs 的安装，第一次实验建议按照后续的步骤安装。
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#!/b in/bash

# Make sure only root can run our scr ipt

if [ "$( id -u)" != "0" ]; then

echo "You need to be 'root' dude." 1>&2

exi t 1

fi

apt-get update

apt-get insta l l -y bui ld-essentia l fakeroot

#apt-get instal l -y gcc uml-ut i l i t ies l ibtool bui ld-essentia l \

#pkg-conf ig python-qt4 python-twisted-conch debhelper \

#python-al l

echo "====================INSTALL

openvswitch-2.3 .0===================="

if [ -f openvswitch-2.3 .0 .tar.gz ]

then

echo "openvswitch-2.3 .0.tar.gz has exist"

else

wget http://openvswitch.org /re leases/openvswitch-2.3 .0 .tar.gz

fi

if [ -d openvswitch-2.3 .0 ]

then

rm -r openvswitch-2.3 .0

fi

tar -xzf openvswitch-2.3 .0 .tar.gz

# Insta l l openvswitch

cd openvswitch-2.3 .0

make clean

./conf igure --with- l inux=/ l ib/modules/`uname -r`/bui ld 2>/dev/nul l

make && make insta l l
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# insta l l Open vSwitch kernel module

#rmmod openvswitch

#modprobe libcrc32c

#modprobe gre

#insmod datapath/l inux/openvswitch.ko

make modules_instal l

/sbin/modprobe openvswitch

mkdir -p /usr/ local/etc/openvswitch

ovsdb-tool create /usr/ local/etc/openvswitch/conf.db

vswitchd/vswitch.ovsschema 2>/dev/nul l

#ovsdb-server --remote=punix :/usr/ local/var/run/openvswitch/db.sock \

# --pr ivate-key=db:Open_vSwitch ,SSL ,pr ivate_key \

# --cert i f icate=db:Open_vSwitch,SSL ,cert i f i cate \

# --bootstrap-ca-cert=db:Open_vSwitch,SSL,ca_cert \

# --pidf i le --detach

ovsdb-server --remote=punix:/usr/ local/var/run/openvswitch/db.sock \

--remote=db:Open_vSwitch ,Open_vSwitch ,manager_options \

--pr ivate-key=db:Open_vSwitch ,SSL ,pr ivate_key \

--cert i f icate=db:Open_vSwitch,SSL ,cert i f i cate \

--bootstrap-ca-cert=db:Open_vSwitch,SSL,ca_cert \

--pidf i le --detach

ovs-vsct l --no-wait ini t

ovs-vswitchd --p idf i le --detach

ovs-vsct l show
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Ovs 安装脚本步骤如下（可以放在脚本中一次性执行）：

（ 1）下载 OVS 2.3.0 安装包。

# wget

http://openvswitch.org/releases/openvswitch-2.3.0.tar.gz

（ 2）解压 OVS 2.3.0 安装包。

# tar -xzf openvswitch-2.3.0.tar.gz

（ 3）构建基于 Linux 内核的交换机。

# cd openvswitch-2.3.0

# make clean

# ./configure --with-linux=/lib/modules/`uname -r`/build

2>/dev/null

（ 4）编译并安装 OVS 2.3.0。

# make && make install

（ 5）如果需要 OVS 支持 VLAN 功能，还需要加载 openvswitch.ko 模块，如果

不需要，此步可以忽略。

# modprobe gre

http://openvswitch.org/releases/openvswitch-2.3.0.tar.gz
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# insmod datapath/linux/openvswitch.ko

（ 6）我们需要安装并加载构建的内核模块。

# make modules_install

# /sbin/modprobe openvswitch

（ 7）使用 ovsdb 工具初始化配置数据库。

# mkdir -p /usr/local/etc/openvswitch

# ovsdb-tool create /usr/local/etc/openvswitch/conf.db

vswitchd/vswitch.ovsschema 2>/dev/null

至此，如果没有报错的话 OVS 的部署已经成功完成。如果中间步骤出现问题，

请仔细检查是否按步骤进行或有无单词拼写错误。

（ 8）在启动 OVS 之前，我们需要先启动 ovsdb-server 配置数据库。注意后面

的命令大部分是由两个短“ -”组成的。

# ovsdb-server -v

--remote=punix:/usr/local/var/run/openvswitch/db.sock

--remote=db:Open_vSwitch,Open_vSwitch,manager_options

--private-key=db:Open_vSwitch,SSL,private_key

--certificate=db:Open_vSwitch,SSL,certificate

--bootstrap-ca-cert=db:Open_vSwitch,SSL,ca_cert --pidfile

--detach

（ 9）首次用 ovsdb-tool 创建数据库时需用 ovs-vsct l 命令初始化下数据库。

# ovs-vsctl --no-wait init

（ 10）启动 OVS 主进程

# ovs-vswitchd --pidfile --detach

（ 11）查看 OVS 进程是否启动。

# ps –ef |grep ovs

（ 12）我们可以通过如下命令查看所安装 OVS 的版本号。

# ovs-vsctl --version

Ovs 进程和版本号显示如下图所示：



- 10 -



- 11 -

四、Floodlight 安装及其部署及其常用指令

1.安装 JDK， Ant

# sudo apt-get install build-essential default-jdk ant python

-dev eclipse

2.安装 git

# sudo apt-get install git-core
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3.安装 Floodl ight

# git clone git://github.com/floodlight/floodlight.git

# cd floodlight

# ant
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4.运行 Floodl ight

# java -jar target/floodlight.jar

5.查看 Floodl ight 进程

# ps-ef |grep floodlight
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6.运行 Floodl ight 后可以通过登录 http:// localhost:8080/ui/ index.html 使用

Floodl ight 提供的 web 管理界面查看里面的信息，包括交换机、主机等等，

因为我们没有接什么设备，页面没有什么信息。

http://192.168.88.129:8080/ui/ index.html

7. 配置 Floodl ight

Floodl ight 提 供 了 两 个 配 置 文 件 ： floodl ightdefau lt .propert ies 和

learningswitch.properties，路径都位于 floodl ight/src/main/resources/。通过

这两个配置文件可以查看 Floodl ight 已经加载的子模块以及控制器的侦听端

口、web 端口，默认的侦听端口是 6633，web 端口是 8080。如有必要用户可

以自定义加载子模块和修改侦听端口，通过 vi 命令修改配置文件后，在

Floodl ight 目录下执行 ant 编译后重启 Floodl ight 即可。

8. 常用 Floodl ight 命令

Floodl ight 将自己的 API 通过 Rest Api 的形式向外暴露，关于 Rest Api，就是

将程序的 API 封装成为通用的 http GET/PUT 的形式，这样的话无需关注程序
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实现细节，通过发送 http 请求即可完成 AP I 操作。所以用户可以通过 Floodl ight

的 Restful ap i 来向 Floodl ight 请求各种信息，包括交换机状态、能力、拓扑等。

需要注意，通过 Floodl ight 的 Restful ap i 返回的信息以 json 格式封装。REST Ap i

信息用户访问 http://www.projectf loodl ight .org /f loodl ight/来获得。

（ 1）请求该控 制器上所有的 switch 的 DPID，可以参 考如下命令，其 中

localhost :8080 要换成控制器的 ip 和 port。

# curl http://localhost:8080/wm/core/controller/switches/json

（ 2）加入流表项 switch 的 Mac 地址为 00:00:00:0c:29:51:08:4c

# curl -d '{"switch":"00:00:00:0c:29:51:08:4c", "name":"Open_

vSwitch", "cookie":"0", "priority":"32768","ingress-port":"1",

"active":"true","actions":"output=2"}' http://localhost:8080/

wm/staticflowentrypusher/json

（ 3）读取流表项

# curl http://localhost:8080/wm/staticflowentrypusher/list/al

l/json

（ 4）删除流表项

# curl -X DELETE –d '{"name":"Open_vSwitch"}' http://localhos

t:8080/wm/staticflowentrypusher/json

假如要删除所有的流表项，使用如下命令：

# curl http://localhost:8080/wm/staticflowentrypusher /clear/

<dpid>/json

http://localhost:8080/wm/core/controller/switches/json
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五、Open vSwitch 基本操作

1.ovs 连接 Floodl ight 控制器

首先添加一个名为 br0 的网桥。

ovs-vsctl add-br br0

2.列出所有网桥。

ovs-vsctl list-br

3.启用该网桥

ifconfig br0 up

4.我们可以用下面的命令将 br0 网桥连接至一个指定的控制器。

ovs-vsctl set-controller br0 tcp:<controller IP>:<port>

这里我门使用 Floodl ight 的虚拟机 IP 地址，默认端口号为 6633，由于虚拟机

的问题，在我试验中 6633 端口被占用，我使用的是 6653 端口

ovs-vsct l set-control ler br0 tcp:192.168.88.133:6653
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5.查看 OVS 是否连接上控制器。

# ovs-vsctl show

如下图所示，我们可以看到， ovs 已经连接至 Floodl ight 控制器了

6.此时我们再打开 Floodl ight 的 Web 界面能看到控制器、已连接至该控制器

的交换机以及主机的信息。 Floodlight 控制器 Web 界面的 url 为：

http://192.168.88.133:8080/ui/ index.html

如下图所示，我们的 ovs 已经连接到了 Floodl ight 控制器上

7.交换机的相关操作

（ 1）查看虚拟交换机的信息。

# ovs-ofctl show br0

http://192.168.88.133:8080/ui/index.html
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（ 2）查看 br0 上各交换机端口的状态。

# ovs-ofctl dump-ports br0

（ 3）查看 br0 上所有的流规则

# ovs-ofctl dump-flows br0

8.网桥管理

（ 1）之前已经添加了一个名为 br0 的网桥。

现在可以将网络接口 eth1 挂接到网桥 br0 上。（这里要注意，如果在虚拟机

中将 eth0 挂接到网桥 br0 上虚拟机会断网）

# ovs-vsctl add-port br0 eth1

（ 2）列出挂接到网桥 br0 上的所有网络接口。

# ovs-vsctl list-ports br0

Eth1 网卡详细信息如下，请注意观察 Mac 地址
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在 Floodl ight 控制器页面显示到的主机 Mac 与 Eth1 的 Mac 相同，至此，挂在

本台虚拟 ovs 交换机下的主机就显示出来了

Floodl ight 页面显示拓扑图如下
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（ 3）查看结果，如图所示：

# ovs-vsctl show

（ 4）删除网桥 br0 上挂接的 eth0 网络接口。

# ovs-vsctl del-port br0 eth0

（ 5）删除名为 br0 的网桥。

# ovs-vsctl del-br br0

9.OVS 其它常用命令及选项如下表所示：

（ 1） ovs-vsct l 常用命令及选项
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（ 2） ovs-ofct l 常用命令及选项
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