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B—F 7% ¢

KVM INIFES3EH

15 MIERIET S KVM 14
B2 JHAECIE G REIL

» 535 CPU. WARIINEAREN M5
w 4T PISSEIMEER SN T

m BB 5 EE KVM WARLERMEER 5N 5
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AR HIEEES KVM 7148

FERIEEE AR D 2008 FFF kR idh, Zead — D RERE BB, BHATC 42l 1T M5
AR, fEFZl B i, BEPLIINECEC Lz K YL, 28R —8, Bl
e o3 RIS AR AR . KVM & —For IR LR AR, ARZ0K i34 40 KVM 2R
AT R . KVM AT 8 M KVM I 5t o

1.1 KVM #5547k
WE 1-1 fras, K4 OpenStack -4 | 2013 4E 10 H #0465 | 5 2 458 A4 18 25 48 B0l
KVM B £:7E OpenStack -5 (5 2] 71% I35

OpenStack’s Hypervisor of Choice
OpenStack user survey result
Hypervisors

T —
ESX

8%
Xen

KVM Other 8%

7 1% 29% Xen;oe/rver

Lxc 5%
Hyperv 3%

Kl 1-1  OpenStack “FH HEMES %, P A S5
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KVM & — R LA AR, 7 A B I st W B T Ho A R LA 4 AR B4 5, LA
KVM FI4EF0 T 5, B 7 e aamk, PERER B .
AN —TF KVM R T

1. EEIRAR RIS

REAUEE AR BTSSR ] LA 3L B AR B . A B L =R B B
b, HEAUMEJZE B ST LAY A -

Q FRPmAR B, RO Ak .

Q HoE LR G NAZ I IL)Z B, RIS R

Q SR SR RE A= B, BIRE PR SRR A AL
A — NI LR AT

(1) BABAURYE AT 2

AR T 8 AU, CPU . S 2 . MR AETTHIRDLEESE, &l 1-2 Fon.

[ TR IvAzESR L TR
JE AL JE S JE AL

i

REELRE] =3 | et |

1 R s et | s et |

Il foi] | W | | W |

CPURLH | crug | | crug |

EX

PIFRE A
# 1-2 QEMU [ REIINLEER

DROA SRR, BT ABEIS b o] LISl e, B 3 R R AR . E PR R i
J7 R AEFRRAPARIE A, B AR E AL, — B TR 5 . SR AR AR )
RIp= A Bochs, QEMU %,

(2) BRILE#E

TN H—F X86 VAT HEARK 4y anlE 1-3 fifn, X86 & 1548440 4 4
BB Ring 0, Ring 1. Ring 2. Ring 3. #ERZF—AM A Ring 0 200, B AT H
Ring 3 251, 9Kah# 7 FH Ring 1 il Ring 2 25, X86 -5 78 R Ak 7 1T At — 1M s st 2 2
EESV BRI ERHITRE.

VMware /A d 4% ) T e R0 e, & 1-4 Fos Jf s HLEE A 00488 IR 4 T4 35 3
PR ER
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Ring 3 MR ‘ MR ‘ R ‘

AL E VMM

S
-/

Ring 1

Ring 0 } ] BIEZ S

Y )

X86 CPU3S 441 31 ] [ My B ]
K 1-3 X86 CPU 5444 K 1-4 32 A 7 2408

W AT I, KR MLAE 4, JFE TR, XA A ATE AL - AR H]
Bl —FE R FE 4, (ER RIS REXTRE R AT A E R I, e e J3 R AL 255 i
18 FHUE TS o PR T St I R 2 e Ak 7 %8

(3) PG AR E RS R 7L

I A S | B T e AR AR R Oy SRR AR AT AT, (HRAE R L2 B O R ) T
fE, Xen Wi HERHE 7 53 S —Fp BB, WX RN EAE RGN T0E, MR C
XPRER TR 2 TR ek, SRS FERMEE —RECE T, X2 Xen P —H 2 H—1FF
PRI, JF HASSZEF Windows RGUEMAL . H0E A9 ERIDLE SR A BRI, BlE L
BRI, AR R AT AR =, XA AR R AT R

(4) X} CPU 54 #ATH0E

2005 4%, Intel #EH T BEFRRY 758, X CPU $5 & # 17 i, B VT-x, W& 1-5 fros.
VT-x #5007 R EAEEL=L: VMX root operation A1 VMX non-root operation, VMM iz 17 7E
VMX root operation #2,, FEIIHLIZFTE VMX non-root operation #x,, 3X P Fh g /ERE 2 H S2
Ff Ring 0 ~ Ring 3 iX 4 ALK .

(s ) (] | (s ) [
‘

(ringo | [ s | [ngoJ T |

[ VMM ]

[ VMX root operation J [ VMX non-root operation ]

[ X86 CPUSS & 4 % 45VT ]
K 1-5 R CPU 8410
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XA SRR TREOE, BT RICRARR R, R SRR B SCRp i 4 R LA T
%, WK 1-6 FiR. BAER— AR IBEHSEAL CPU 18- A iR T 5, 1O M fE tA il
PHRITTSE, FER VT-d; MZEEUAEIHRRITE, FO8 VT-co

B FIRLF \ B FIRLF \

( HEBILEI VMM )
( B —— e P B )

Kl 1-6  MEfFA AT AU

j_%_ LRTe AT, MR ARG ENNERT R, FERFTNRERAE &
R — S B MR, DL AL E LR kB AT R AR, Mo

—’_il:f?o

(5) ZesEL

s AU 2 LT CGroups . Namespace 58 AW HEFERR 5, ARG —6&
HPR AR IAL—FE, A A O HORER, A AR B ML iR g . e
BRINAEAS ] o BT A0 LA AT DASEBRAE B — N A% st 20, DR — sl
R BTSRRI A R AR R Docker, Docker IPLHE AT DL —ATF &
WEEHATAT AL, IRITEHAE 5 Ab— 1 R4 Ligdrdeok, I HAMRARKMS, v LIAERT— AN
AR EER BN, {HE Docker 7EA4E 7 MG I A F7 22— #2, FEEMERL . W4 ERE
sz BR Z BRI

2. KVM B9 SR

KVM ( Kernel-based Virtual Machine) ##] & i1 LA 6.5 1923 &) Qumranet JF % 1, KVM
£ 2007 4 2 A9 EA 18] Linux 2.6.20 B0, ok WAZ RIS —EB 4. 2008 459 H 4
H, RedHat A HYZ T Qumranet, FF4A7E RHEL H1H KVM £ Xen, 2E— 1% KVM
Jfi A /& RHEL 5.4. M RHEL 6 Ff#f, KVM WA BRI EIIME S, KVM W20 7E H 45 Intel
VT 5 AMD-V Jjfghy X86 V-5 Lizf7. BB E] S/390. PowerPC 5 1A-64 -5 |, 7E
Linux 4% 3.9 B, AT X ARM 2410 32 HE .

KVM A1 — > R A BRER S0 2 A . a2k (A% OB kvmuko (kvm-intel.ko B§
kvm-amd.ko), i ] QEMU ( QEMU-KVM) 1E kUM b2 #= 1] T.H . KVM A 2 A8
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Linux 8¢ Windows R4 skAEIZ T,

3. KVM HY928Hg

KVM B3 65 8, &l 1-7 fr, KVM gt J& R 59 — SR be, F P 24 1) 5 2ot
QEMU FURE RS BIALAE ], — & B AMLEEE — 30 1Y Linux SR, S 0d 54k
FEROATER, 5t nT LASE O RERPLA A B, SePr RS EAG RN FIIF A T — M E B4 Proxmox
VE, Sl i KVM JE R A4 Bk SEB RE LAY BRI

Normal Normal Guest Guest
User User mode mode

Process Process

Qemu I/O Qemu I/O

Driver

K 1-7 KVM 2

DRI S f R B4 457 BRI PR AT, RedHat &2 A 1T — D JFIRIUH Libvirt, Libvirt 5 API, 1
BH—EmAT TH, aTLLER B E R, R BT 548 @1 Libvirt X 58 B
KVM HEHIVLAYE EERY, Hll OpenStack . CloudStack ., OpenNebula 45 .

4. QEMU 5 KvM

QEMU &2 — MR H , PRt & — A AR, T LUSERIF 28 F, 145 X86 42
FALBRES . AMDG64 2R 4bBEZSE | MIPS R4000, ARM v6/v7 (Cortex-A8, A9, Al5), SPARC
sun3 5 PowerPC 2244, 2 RFHAMZEH, AILI QEMU F DUk BUE RIS .

QEMU #] DAZE A5 384T Linux (RET, AT LU BOR JFUB ML TR, ] L)
A, M. £ CPU, IDE 4. Ik, R, Bk, ZMHIF0E&. ZfHE
Higs . 2 USB 4. PC MW\, PS/2 f#RAr (BRIAN) A1 USB BEAL bR . A4

QEMU AN # DHCP, DNS, SMB. TFTP flR5#%.

oA BER R, A AEE QEMU %iié il Windows MUA, 7 Windows -5 L Hinl Lz
7 QEMU,

QEMU (47 b 2 PRA ARSI, JIr LA RT LAFE SRR SR R 3 4, Hlid
NFIH QEMU 7E4% 5L |*5%¢—> Windows XP HEHUBLI K .

QEMU 1l s R R 2 gl R, A JE % 12 . QEMU 1.0 I — 4~ QEMU F1
KVM 456195332 KVM HE— AN, A H P2 EE T H, KVM BRI
AT B QEMU AU HL T HORAEHE . QEMU i n] LIS BY KVM Kk, 27 SIHLAYPERE .
QEMU-KVM M43 A &A1 3 AMEMMA 1.1, 1.2, 1.3, FfifEH QEMU i ERRAS I,
W EVLPAE Y QEMU RUAERIA S 3 KVM, QEMU Ml KVM B4 BB HiZs 4k 1.
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KVM 87— H 2 BRAS & KVM 83, FifiJo RN RRAS — 8 KA, R R AR 5-f
Fr—80, Pl KVM BsGRRAS, B2 Eof i .

5. Libvirt 5 KVM

Libvirt 2 —EFFJEA LS I T H, F2H 3 4.

Q —£& API 19 lib &, ZRFEMMMFEET, 635 C. Python. Ruby %,

Q Libvirtd AZ 55 .

Q 417 T H virsh,

Libvirt (9311 H bRt Af R i 7 2 B R A LS 1 %8, et KVM., Xen. HyperV.,
VMware ESX 5. {HJ2 HA7SEPr 28037504 H Libvirt ()& KVM, 1 Xen. HyperV., VMware
ESX #1& A A T A,

Libvirt 7] LSRN B RIPLATAE B, L an@BBIpLAala . mah. X, B, R . &
. W, UISJBRALN R M8 CPU., WAFSEZFE & 1Fa N,

Libvirt i S RFm R 15 EAUEHE, H¥AE1E ML S 30 Libvirtd IR 55 IF-Aar o e, winl
PAE i Libvirt ST BIAPLAECE . @3E 0] DOZ DL R 2

Q SSH.,

Q TCP.

Q %F TCP 9 TLS.

Libvirt ¥ B4R B R LA R LA 51 -

B, ARSI, SRRSO R E SR . IR, lvm, nfs, isesi F Tl 7R
FEMLRE 244 X S2RF qcow2 . vmdk . raw ZFH%

W, PR IRAS TR, 0 Linux HF. VLAN. Z MRS, HLBSH i MA I 3 4
Open vSwitch, Libvirt if 37 £ nat F1#& i 5 RAGRILS, Libvirt 7] LU i B 5511 g P H L i
5 EHLEEST M4 EIE, FAMBA M TR

1.2 KVM 5% H M ERUL ™ ik PK

1. BREWREIMT @A

AR WA R0 AL AT 4 3K 43002 VMware, HyperV, Xen, KVM,

(1) VMware

VMware fZ i 71 X86 V-5 LB EIILT 1, 1999 4 A 18 —30™ i, &+ IUAE
B R AT GRS, =l e, AW AR . VMware 17= 4B W 2 H, AU
MEMERIfR LT %8, 7F laaS, SaaS. PaaS)Z#RA H O™ . I H VMware 7ERIZ% | £4i# )5
THIARAT FHOC IR 7 58, VMware FIIZEAAGE T BT AR DMSUZ A — LR BN, 72 £
B R SR VMware —28 L I HMY, F VMware —id2fE L T — MRS .
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VMware HAT#E EMC #J1, ML i 4 247 %4> A ff A9 VMware Workstation,
FEXTEH P 9 VMware Fusion, £F%F L H F 9 VMware ESXi ilR55#% . ST H 322
VMware vSphere 1,

VMware [77 i 3EA_EARRAEFFIR ™ o, IF BRI 2 7=, — eG4 AT
LA e 2 —2 FE/ BRI I AL A AR s b — i

(2) HyperV

HyperV SR AL 7 0, it JLAR & JRJE# U, 78 Windows Server 2012 R2
B HyperV SR ZAEH BT B L EE . HyperV 0 Z0{d H 64 IitAY Windows 7=/, HyperV
W 3CHF Linux RGERY UL

HyperV W & — B TFE W 287 i, HyperV U RE BT B SCVMM It & k3 52 4%,
T 2B E Windows 3. Windows Server 4, SRGABRE L 518 ML, A HyperV 1AL
AAAXT LA, Fr ARG JUAE T A R e T, B — 26 fii 1] Windows R4t 1 4l
HItE %

(3) Xen

Xen &R ELACTIE, RO KT &, FRP B SR Xen P42 T
B, Xen Jow EASW Ny, HEH T —F& M /E XenServer I BT H., XenServer T 2013 44F
JEE AL, Xen BUOAHED BYIFE] A, SeastE . RUEMEEA R, BHATHEH Xen 19 3202
—I7E Xen FIHIE AR ERZ M.

(4) KVM

KVM HEAESRS, it DL Az 08 B 5 W BB 1 At i LA B AR A DA, —FF B st SRR i
BRMEEAR, WA DA, Frh KVM HEd R EE, taestdEw . Hir, KvM
J& OpenStack “F- & FEEELATIZE ., BHPH U AH = 25RH KVM AEREZE 1§
MG, KVM B &80 BT 2819 Tk

2. KVM i35

KVM M35 = ZRIAE LR LA

(1) JHiE

KVM & — MNP E, Xk E T KVM — 2T A2, 2 R L B H R &L

JEESETE KVM BN, R HAb R AT 3 4

FE UL — B 48 R AR E S . IZ T T, SRIOV $EAR MR I Sere KVM _F5Ea A,
SRIG PR B HAL LS 12 . FEL A SDN., Open vSwtich 1X 28 L BSHT AU A, AR SCHE
KVM EASEIH .

WEREDT T, HET SSD 3 EHR, #d i AL KVM B33 .

KVM 75 % Linux X BRAHS, 1 Linux R4 E LG, 7F Linux L AHE AR AT LS -
N HE KVM o B%E KVM 92— D IF IR A 888, MIIK)Z B Linux 248, 2 EZEmR
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Libvirt T H, 2| AE 5 OpenStack, HAZEUNLL,

(2) g

KVM W 5117 2 Af I — s g2 g, ZERIFERRE 45T, Rt At 4y i i 421
HLPERE, FEREF N KVM B, (U A 2 0fr, — IR scR i ff i liib, sl
AREFEAUE T KVM BIPERE

(3) g%

KVM AR, 48K 0 KVM I ZER i 5, Mid KVM A&,
KVM REFUBLBRR BAGE , HReAPEtBORBgy, Pl it s 2Bk b 22 19 1 H

(4) TR EAR R

AN EIRE KVM WA FARZ R, 78 KVM T IEAE X, s B R B KVM $R 32
FEEAR AT LIBRHE KVM BORCRe . J04h, WRTGEERDIGSCRE, tn] DUWSELLE 2> /A iR 55 o

1.3 Wi & & A KVM I b i

1. \l5338

HAETFE LB AT, KVM R E AR ) 2 /9, B B R AT A X AR A
Kagehzh . B MSL B ERE T KVM BAR, FOB T KVM AR E S A5 MG

WA REE Al A AGE A KVM W7 AT LR B4 . KVM KA & A Linux i 4=
B, MR RME R Linux 937y, wie] A KVM, KVM KA Linux 78—,

2. AR ARIKIERE

BE& K LI TLAR R PRGE R g, FEA i 1T Bhirh, BT &= — MRt B AR
HEAUAEAT AR A AF A 2 R, AL ECIESCBE T3 IRtAL, i o et Ak T LUK Iz 55 4 B Uk
Fromsl, A GEIRREIE , AR RS, P TR A AR

KVM BB AR 2 JUAF R A R, B 2AEF iy, i KVM BOR AT 275 M U4
i S AT RANA TR, AT LA — B8 Al i 1T jliAs

3. RAIFRIFEBERIRIEE

REMLIE A — D EHER I REUR PR & . EVURINE, BRPLETE — 85
F, RS — GBI, HEER B GO — i nT LT, 5 R L e ik
WA )7 A E — GBI, SOl AR — /N sl 2R R EOR, E ] USRS
GLERUE AL

i MR, 3 AT LS B R A R e vl A E LR IE RS . DAL Z A8 v T R &
GUZMA AT, TR HZ A Al R S AR 2 . UL TE R IR, B AL
PoRMMA FB. e LT, WENLLED . REERLED . M R4Ed, AR DUSEIA
TGS, e 1k 55 R AT T
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PR JT ) R DAL S A ] F) R ALRE A, S8 T BB P2 G bm e, BT A Bl Ak i x
B, IREGDEEMAEENAN G, Pl PR, RE5 LU kg

Q BHEM A sh A A BIARSS .

Q BEIR AT Bl

Q R IARTELL .

Q GO PRy T ARG AR

14 ARG

ARBENG T BPME K KVM BRI EIEE R, AT KVM BRI, AT LG A
5. A Linux 24050, R FERPLIHE, $tRKESHH KVM BRI AR .

T—FRA AU A C R — G RN, TEZEREE — G R IHLAY A WIS 3 5 Ly
T

Eiy
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FinE CRIE—a R

WALEE 1 TR KVM A& 2844 SIS St 4, 13238 % KVM SRR TR
BT AR . AT A AT AEE— & KVM BN, D IR B X T AR sl il
Fit KVM AR 82, A B P 2 T PR e 155k 2 b et

2.1 Jlk554% BIOS ¥t

KVM (R FH 04 0 1m0k S 4, Bt AT 24T IF CPU MOREE ik e, X Tk £
HR% 45, WiDell, HP, IBM, JR# . BAE . R, EIFHUE ShIEE— A& A —Lt
PR IHEE, 1K 2-1 TR 2 Dell R610 FFHLIS 81 A A5 — N W 1 .

[ idrac—8Y¥453X, PowerEdge B610, ¥ui528%ub23TWuFFlAroet, 32.T fps

F2 = System Setup

F10 = System Services
F11 = BIOS Boot Manager
F12 = PXE Boot

www.dell .com
PowerEdge R610

BIDS Revision 3.0.0

&l 2-1 Dell R610 FFHLIE sl A5 — 4~ m [
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ZAERAE T A0 LA eI

Q #% F2 #7E A System Setup, #E2:2J5 il LAiEAT—2E BIOS AHICHIBCE o

Q % F10 #&i A System Services, #FEAZJGAIDIALE —EL RS MRS, EEHTRSAM
BE AR

Q % F11 gk A BIOS Boot Manager, it A ZJ5 Al ISR E s i,  Lban AR 4% 5 30
HE DVD #45. USB #t5%, %45,

Q % F12 §E A PXE, #FAZJG RSG5

B OREG AR, DR AT —BES, TR T R,

I~

TE4%¢ KVM MERALZ 1T, 5 2 eifiih CPU JEIME SRR G IT IR o TEIIET 2-1 Fis ik
S IFHLIC I F2 48, SRJ51F A BIOS L, BE#E Processor Setting, % Enter #ilf A T3¢
o Horf—J0 Virtualization Technology #4701 it & & Enabled (EFESEHLIN, )7 [n] 5 A7 B m]
HRFECE ), Wk 2-2 iR

{Eidrac—BY¥453X, PowerEdge B610, %¥uT528%ub237%uFFlAroat, 16.9 fps

Dell Inc. (www.dell.com) - PowerEdge R610
BIOS Version 3.0.0

Service Tag: 8WU453X Asset Tag: CG104493

System Time
System

Memory| Core Speed

Proces| Bus Speed oo ... 9.86 GT/s
Logical Processor 0o ... Enabled

3ATA S| Virtwalization Technology .... b ... Enabled
Aid jacent Cache Line Prefetch . oo ... Enabled

Boot S| Hardware Prefetcher Enabled
DCU Streamer Prefetcher oo ... Enabled

Integr| Data Reuse oo ... Enabled

PCI IR| Intel(R) QPI Bandwidth Priority oo ... Compute
Execute Disable Enabled

Serial

Embedded Server Management <ENTER>

Power Management <ENTER>

Up,Down Arrow to select SPACE, +,— to change ESC to exit Fl=Help

& 2-2  JFR CPU ik 3cd:

@2_% TR B8 44, CPU Virtualization Technology 7F < L & & ¥ = |, — 4 &
NERBEEE 2T, HERRSHE LN CPU — 8 X CPU M, ERAFT
PLFHAT egrep '(vimx|svm)' /prov/CPUinfo &4 & &, R A A&, A CPU £ X
FEMA
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2.2 fEEML CentOS 6.5. CentOS 7 Z 55 %% Hid ¥ 1y

it 2.1 WAL E, TR TR %% CPU XFERIMEAY S HE, N miF A 23508 FALAY
EZR S, CentOS 6.x J& H AUl FH ELiL L 1978 EHEAE RGEMUA, YRTHEOH A CentOS 6.6,
CentOS 7 MR GLEE KL, J& CentOS 1Y — N KIMA T, v J2 BEALHF AL RRUAS 11 578
CentOS 6.x RFNMH A 2.6.32.x BN, CentOS 7.x MIHF 3.10.x M,

1. CentOS 6.5 BEHNEHRLENES

TEA PR, 2245 CentOS 6.5 RGEHITE ML, 2EH KM pxe I 2k se it =AY 4 EHL
HE . pxe BUE A BRMTERRE , RBMABIENMNRA T, FHERIHZE—1E EHLLSE kickstart
SO NZE, LB PR PRI BE R

# Kickstart file automatically generated by anaconda

¥ RAEE B E R kickstart XH

install

url --url=http:/10.10.10.1/system/Cent0S6564

FHEREGEMEE, TURTEANRAEBREFRNGER, XHETUTRSMRHELE

lang en_US.UTF-8

L CERE- DTS

keyboard us

network --onboot yes --device eth0 --mtu=1500 --bootproto dhcp

network --onboot yes --device ethl --noipv4 --noipvé6

# LB R %, £EH5ENNHE, — %AW KEA dhep 28 1P, F AW KXH. EHTUREE T
LIRFERATE R

rootpw cEmXc2pkKets # BE ZRAKD

text

reboot

#FXAT R LR, ¥REER

firewall --disabled

authconfig --useshadow --passalgo=shab12

# P %A % seLinux --disabled # % M| SELinux

G

# Installation logging level

logging --level=info

# Do not configure the X Window System

skipx

G

timezone Asia/Shanghai # BE KX

bootloader --location=mbr --driveorder=sda --append="crashkernel=auto rhgb quiet"

clearpart --all --initlabel # VEWH# 5, FEIEHN LK

part /boot --fstype ext3 --size=256

part pv.3 --size=40960

part pv.4 --size=100 --grow

volgroup datavg --pesize=32768 pv.4

volgroup KVMvg --pesize=32768 pv.3

logvol /datapool --fstype ext4d --name=datapool --vgname=datavg --size=10240

-—grow # WARIET -MEFE, HFHEKREMNI, £FTHEEEE /datapool
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logvol swap --fstype swap --name=swap --vgname=KVMvg --size=8192
logvol / --fstype ext4 --name=root --vgname=KVMvg --size=30720
%packages
FRERNNFENE, TEA:
@virtualization
@Base
@Core
@additional-devel
@base
@large-systems
@storage-client-iscsi
@system-management-snmp
@virtualization
@virtualization-client
@virtualization-platform
@virtualization-tools
FHEHHF AR R
%end

i FH T Kickstart Bt & SO L2568 EHLASGE, Al LAEL rpm -q iy 2K — T BARZ
% T B4,

[root@localhost ~]# rpm -gal|grep -E 'gemu|libvirt|virt'
libvirt-client-0.10.2-29.el6.x86 64

$Libvirt WA P ¥, RE W2 — B EE EHE AR T B0 & B AL AL,
#EENRGZER RN, TAZHEF RN, & REAEE X
gpxe-roms-gemu-0.9.7-6.10.el6.noarch # EMAHL iPxE B s B, XFFEMINM L B 5
libvirt-python-0.10.2-29.e16.x86 64 #libvirt X Python & ft# APT
python-virtinst-0.600.0-18.el6.noarch # —% Python W E N LK THE
gemu-KVM-0.12.1.2-2.415.e16.x86 64 #KVMZEF P & FZ(THEF
Virt-manager-0.9.0-19.e16.x86_64 # & T Libvirt & E&MLEMIEE LK
libvirt-0.10.2-29.e16.x86 64  # A THEENN, CEET —FENINEME APT
virt-viewer-0.5.6-8.e16.x86 64 # BT EHHMEH & console
virt-top-1.0.4-3.15.e16.x86_64 # XWUT top #4, &&ENILFIFEAFL
virt-what-1.11-1.2.e16.x86_64 # EEMUIAHHAT, EFENUINEATHENLF &
gemu-img-0.12.1.2-2.415.e16.x86_64 # A THREEMNE LS GO GRE, EHEREREL

£ KVM B, DL b rpm ALERE DA 1. 1238 T LAKS A 2 Al R 48 L 2 15 B4 L%
pm, WSREA, AIEA] “yum install AFZFR” S LR

2. CentOS 7 BENERLEREE

CentOS 7 15 EWLIYZLHEE CentOS 6 M RGLHE T KM, RALKTZ A, HIAD S

TR rpm AL, Libvirt 05 TRZ T HAYEE, vl LUMHEH yum install libvirt* fy4
ﬁ%o

[root@KVM-host-Cent0S7 ~]# rpm -galgrep -E 'gemu-img|libvirt-[0-9]|virt-install’

gemu-img-1.5.3-60.e17 0.10.x86_64

virt-install-0.10.0-20.el7.noarch
libvirt-1.1.1-29.el7 0.3.x86_ 64
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[root@KVM-host-Cent0S7 ~]# lsmod |grep KVM # &% KVMBEHREERHAN
KVM intel 138567 6
KVM 441119 1 KVM intel

Libvirt & guestfish #3561 T HAEF-0f 19 iz et fe vp 2 S 2, @210 yum install

libguest* libvirt* #7455 .

2.3 B GMERPLR R

AN BT IR LR — B UM, E 5 20— G UL, SRl i an iy 2L
LRI RO AN LR AR R G (e — B 2] pxe. cobbler &5 [ 45 5| & J5 2%,
PR X R BN R GE R T B ILAR L T 8L, Horh— Ut gt pr
LA, — AR i 1SO SfG U225 — B EAUNL, SRJ5 KX &5 JEIALISUSUE AL, =~
Jei B R P S R o AR A A . SR TSR 16 TS PRI A 4 BIHUBEAR A R . A A
ZMA KVM e B B TR, e PRI B L.

@Tj_ﬁj EREBASEEN TP EFER, L LRSS FE DR B LEMR TR E KRG,
fir G WBENBFLRERN, ANEERFEAAHET NS, HENAH
JE, T Bt TRAMEMR,

1. Virt-Manager {3
Virt-Manager f&— ™ EEAL I EIIILE BT 5, B8R 08 T —A4N% 5 69 B LA Bt i .
BT, TR RIVAL ARG, T L CentOS 6.5 RGN, B3 R4k,

[root@KVM-host ~]#yum groupinstall -y "Desktop" "Desktop Platform" "Desktop
Platform Development" "Fonts" "General Purpose Desktop" "Graphical Administration
Tools" "Graphics Creation Tools" "Input Methods" "X Window System" "Chinese Support

[zh]" "Internet Browser"

—JORUL, IS5 ARARIELE IDC HLE PR, A TR 206 BN AL AR, B 2
 VNC,

[root@KVM-host ~]#yum install -y tigervnc
[root@KVM-host ~]#yum install -y tigervnc-server
<!-— %% yNC BFH M tigervne 1 tigervnc-server -->
[root@KVM-host ~]#vim /etc/sysconfig/vncservers
VNCSERVERS="1:root" # &% £l vNC M B R EH 1, 3 U2 5901
VNCSERVERARGS [2]="-geometry 800x600 -nolisten tcp -localhost"
#EBHNETHE (2] BYTWIPRZ0.0.0.0, EMEFH (1] W97 127.0.0.1, FHELHEN 800X600
[root@KVM-host ~]# vncpasswd # %% VNC %
Password:
Verify:
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[root@KVM-host ~]# service vncserver restart # B3 vnc-server
Shutting down VNC server: [ OK ]
Starting VNC server: l:root xauth: creating new authority file /root/.Xauthority
New 'whcg-netinst-121:1 (root)' desktop is KVM-host:1
Creating default startup script /root/.vnc/xstartup
Starting applications specified in /root/.vnc/xstartup
Log file is /root/.vnc/ KVM-host:1l.log
[ OK ]

Ml B SEMZ )G, HH VNC Viewer & 5845 AL ETE A, 78 VNC Server ZH-GHE i A
o FHLEY “IP: 517, i 2 Z ATECE AT, ASFIh A 192.168.106.221:5901, 4nlE 2-3 Frs.

@Tj_%_ VNC Viewer & &, #H i 1% 42 H L VNC Viewer J 1 N B, 7 DL 5 B B 28 3%
EM AR AP, w24t E, BOH Yk E EAE, B B2 Best

quality.
i Opios
|| Basic
Display
[E] scale to window size
Full screen mode
. Enable toolbar
Adapt to network speed (recommended)
Best compression ’—D Best quality
UALATSE Comnecton
I n View-only
| c [] Pass spedal keys directly to VNC Server
Menu key:
UNC Server: [192.166.106.221:5801] -] e
Encryption: - |
Use these settings for all mew cormections
Pl 2-3 i VNC Viewer %5 5515 3 HLENE Ftii Kl 2-4  VNC Viewer Fit # [ 45 40%

VNC Viewer L B 5EZ )5, FEE 2-3 R 5, Hidi Connect #7240, HELANE 2-5
RS, PR AR, AL AR R 2 HiTE I vinepasswd A4 B Y VNC Server %54

'V VNC Viewer - Authentication oy

fom
| 'w geml VNCServer: 192.168.106.221:5930
e
l Password:

o J[eanad ]

[#] 2-5 VNC Viewer &35 AL

WA EW RS Z IS, ROZHT LU s 1, AN 2-6 FrR S
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|.,mﬁkp|icatims Places System @ & = & g Wed Dec 17, 7:05PM  root

Browse and run installed applications

L1
Ty

[VNC configl

K 2-6 15 EHL VNC B2 Ja Fhm

TESE R, E$ Applications 2 P 1 f{) System Tools T2, #E % T JI Virtual Machine
Manager, WM& 2-7 B, HAg) 7 240508 AL ERTA RRIUPL, SR TRFAY CPU FIF%R
HE . ERIEF TRl LI RIS PR, e, MR . iR, B0 E MO A R A A

virtual Machine Manager

File Edit View Help
K| Eopen > m @

Name ~ | CPU usage

- localhost (QEMU)

(O] o 0c7b3846-0815-422¢-9760-03636876013
— Running

(i3] ¢ 1854c93-5fe9-4118-bir2-11eb368446cd
== * Running

4 2068bGad-605b-44 37-8a2d-1

Running

(i3] o 597f4fea-acaf-de6c-Brec-a0afld681281
== * Running

|| cisco
Shutoff

[ 2-7  Virtual Machine Manager F 1l

2. virt-install S <${ERNA
virt-install /& —7Ear 217 8] 8 KVM ERIALAY T H, {1 virt-install it & — 500 E S
B, AR A2 xml BAHLES E SO

#virt-install --name=testvm --ram=2048 --vCPUs=4 --os-type=Windows --hvm
--cdrom=/root/W2003cnent.iso --file=/root/SDG100.img --file-size=10
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--bridge=br0 --vnc --vncport=5920

ZHUII R .

Q --name: WHEBIUILAFK.

Q --ram: FACEBPLNAE, HAE MB,

Q --vCPUs: BL'#E CPU M4,

Q --hvm: BCE 2B,

Q --os-type: FHEHAERSIA, U Linux., Windows.

Q --cdrom: ffif{] cdrom %3R4, $8E 1SO Vi'H .

Q -file: B MWL RL IR

Q --file-size: L E MEIHLAE R SCHER/N, FRAE GB.

Q --bridge: ML EHFHERIM R

Q --vne: FTHF VNC 37,

Q --vneport: ALE VNC ¥l o

PAT Fikdr A Z )5, virt-install 2362 — 5 44 4 testvm B UM, I8 H] W2003cnent.
iso BEAG M 255 AH# ] VNC Viewer, 7E VNC Server H#i A %5 341 ip:vneport,
APESE BRI S &, SR EERIPLIT IR N 1SO 515, 222k i 3HL 28 G 1) 285 TR 22 26 153 iR
RGN, XEATER T .

3. Windows RN Z2IEEE

BB — WK% Windows ERINLAGEIE , 285 Sal 2P JLAN R,

(1) qcow?2 #& = B Anfnr 4

Virt-Manager £k TA ] £ /9 # 4545 302 RAW T O
kX, AARTFEAH qeow2 A& ARG, L g oo - BT (o)

-
= VirtlO Disk 1

gemu-img create T~ T /oAl —14~ qcow2 # =N HE |4 *ﬁ i i
ﬁ%{%o Tl fﬂF:p :5 TrfdtEzl () ¢ [qeow2 v
-1 Windows— 2 —f 2 506 [= sy Eechi
gemu—1img create Windows—test.gcow: Qqcow. T » 10T (T)
SRIGNE 2-8 s, 7E Virt-Manager [ 48 & €] 2-8  Virt-Manager 75 2 T.
qeow2 %=, L+ geow2 Jrak

@2—%— ZEAE JF virt-install 4, AR A N qcow2 B, FE virt-install &4 P E 5 5l 45 1
HEAR, TNLEAEGREHNZEEMUNREL BT WAL, XAEEWFHR
5 AT

(2) D63 A shiH 2k )
Windows RGLFEME, BEiREHRAZDER
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KVM Bl B0, 26 —EEaBK, HEiRE HaER, XE—AhEE, L1148t
Linux £%t, {H/& Windows RG L IHMET LW ER, L H—RERE, &
PRANPE 2-9 Fr7s A AL, BT T H#E— F Windows R4t 1SO 414

B, Performance E#7i%4% : IDE CDROM 1
Eef Processor IERRAE : -
E= Memory A - (0
% Boot Options RiEE): @ revye
3 VirtlO Disk 1 W%E(B) : 0O E s
(®) IDE CDROM 1 PEFEG Rk
B NiC 31966 » BEET (o) ® 150 BRI E
i oRL): | o)., |
S O cp-ROM 8k DVD :
= LT Spice
B Sound: iche BENMED) : | v
2 A Bitc) || W)
Channel

[¥] 2-9  Virt-Manager 77 23 BN EIR—
W AT LME SR AIMLAY xm] BE e SCPF, JGIKAECE AY xml SCOFANTT -

<disk type='file' device='cdrom'>

<driver name='gemu' type='raw' cache='none'/>
<source file='/home/Cent0S-7.0-1406-x86 64-DVD.iso'/>
<target dev='hdb' bus='ide'/>

<readonly/>

</disk>

(3) BUbRA R

Windows 7£ KVM _F2x B EUBRAS A 26 0] 58, & 2-10 frs, AR In—4~ USB Blbnik
Fwnr Lk

3
(2 Storage

Q Network

TG R R AT iR A

#2U(T): | EvTouch USB B v |

[¥] 2-10  Virt-Manager 72T T4 USB 84114
BIN—A~ USB BAR A Y xml SCIFUITT

<input type='tablet' bus='usb'/>

@TE W R AR A K USB % 4%, Windows RAENHIZE B2 EF, AU RERM—K
USB TX%‘O

4. Linux BN ZEEFEEM
Linux RGEAYEHERR T 20l 3] Windows RGEL RN qeow2 BEEAK R, AR R A 1Y
[A]/8, Linux FEIHLAY 22500 0] LUE F—FP R A 2B =, ST DL %48 & WAz SCH:
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KVM AR S

HEAR, SRR EANE, i 2-11 FR.

23334V ECRED

Overview Yy

Performance ) Start virtual machine on host boot up

Processor

Memory

Boot device order

™ Enable boot menu

Boot Options

VirtlO Disk 1 o Hard Disk il
IDE CDROM 1 0 ® cbroM
NIC:d1:19:32

0 EFioppy &
Mouse =

0 & Network (PXE)

Display Spice
Serial 1 ~ Direct kernel boot
Channel

Kernel path: [Ihnmelvm\.muz
Video QXL

Controller USB Initrd path: [Ihnme!mitrd.img

Controller PCI Kernel arguments: Iks:httpﬂng.lG&O.IOVks:unﬁgIlI\:?‘cfg
Controller IDE

Controller Virtio Serial

B 2-11  JEad A e NAZ SR R AL

@Tj_% WAZ XA B | 42 % 45 P By images T B pxe W AZ X 1F .

RGG | AR ZA, SRS kickstart SUPFR P EARSE, KR, WA 2-12 FIET 2-13 Jim.

r
[
r
[

r

2268991 wvda: unknoun partition table
2269051 [drm] Currently using mode #0, list at 0x488
2269061 [drm] 12286 io pages at offset Ox1000000
2269061 [drm]l 16777216 byte drauw area at offset Ox0
2269071 [drml RAM header offset: Ox3ffed00
2269081 [drm] rom modes offset Ox488 for 128 modes
2269981 [TTM]1 Zone kerwel: Available graphics memory: 2024080 kiB
2269981 [TIM] Inmitializing pool allocator
2270301 [TTM] Imitializing DMA pool allocator
2270381 [drm] gx1: 16M of VURAM memory size
2270391 [drm] gx1: 631 of I0 pages menory ready C(URAM domain)
2457411 [drm] main mem slot 1 [f4000000,3ffe000)
2465981 [drml fb mappable at OxF4000000, size 3145728
2465991 [drm]l fb: depth 24, pitch 4096, width 1024, height 768
2531771 fbecon: gxldrmfb (fbO) is primary device
2797081 tsc: Refined TSC clocksource calibratiom: 2665.910 MHz
2826181 input: ImExPS/2 Generic Explorer Mouse as sdevicessplatformsiB04Z/seriolsinputsinputZ
3023781 Console: switching to colour frame buffer device 128x48
3047411 gx1 0000 Z.0: fhO: gxldrmfb frame buffer device
3047481 gx1 0000 2.0: registered panic wotifier
3047581 [drm] Initialized gx1 0.1.0 20120117 for 0000:00:02.0 on minor O
3481601 atal.00: ATAFI: QEMU DVD-ROM, 1.5.3, max UDMA-/100
3487961 ataZ.00: configured for MWDMAZ
3496271 scsi 1:0 + CD-ROM QEMU QEMU DUD-ROM 1.5. PQ: 0 ANSI: 5
3687801 sr0: scsid-mmc drive: 4xs4x cdsru xasformZ tray
3687941 cdrom: Uniform CD-ROM driver Revision: 3.20

Started dracut pre-trigger hook.

Starting udev Coldplug all Devices...

Mounting Configuration File System.

Started udev Coldplug all Devices.

Starting dracut initqueue hook...

Starting Show Plymouth Boot Screem...

Mounted Configuration File System.

Reached target System Initialization.

Started Show Plymouth Boot Screen.

Reached target Paths.

Reached target Basic System.

(LS ELRLET T ET RS FLRT AT R RT N NS N DR ET NT BT T FL R AT ¥

dracut-initqueue[5831: RTNETLINK amswers: File exists

dracut-initqueue[5831: » Total # Received » Xferd Average Speed Time Time Current
dracut-initqueue[5831: Dload Upload Total Spent Left Speed

100 1320 100 1320 (1] 0 433k (1] 644K : ]
dracut-initqueue[5831: ¥ Total # Received » Xferd Average Speed Time Time Current
dracut-initqueue[5831: Dload Upload Total  Spent Left Speed

100 1109 100 1109 o] 0 14788 o] =
dracut-initqueue[5831: » Total # Received x Xferd Average Speed i i me Current

0

dracut-initqueue[5831: Dload Upload Total Spent Left Speed
4 278M 4 11.1M (1] 0 470k 0 0:10:07 0:00:24 0:09:43 490k: ]

Kl 2-12 AL s GRS kickstart SCUFIEAR N 80228 S0
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ZREBRE CENTOS 7 &%
BEen

CentOS PRI

B 4 HIEe [E)(T) (9]

MM/ L BTX XiE

BERRL)

X (PE)
wit

LRIR0) RIFER(S)

http://mirrors.163.co -(sntos/7/ol§/x86, 64 ERFEEXSH
R

TR R (D) RERENEN)

A REBEFER R B (etho) BiEfE

iBH(@)

Emii “FEER" HHNBEITHF 2R EIHE,

L RERABELBRTHINASERLITT 5.

Kl 2-13  BEJE MR kickstart U403 R 55

2.4 ARFENG

ARFEA T UMY 22208 AL AT 222 JE AL R AL e ) A — L83 0T, e ]
PUIEATTG A C R B IMEIREREE 1, TERS i mi e, AP 2RO G2 TR, T30k
HNEEFEA G KVM UL CPU ., A7 T TAYHAR KW 3755
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CPU. ATFREMUURASNAD=

AT R TR A 4 KVM R UL B9 CPU RIINAE £ AR, L KB b 50 AR B9 v
Y.

KVM ML CPU BRI DL B e 75 2% NUMA SR —@ 1 T %, I E2TFB
U AU L CPU AN T T.455E .

CPU Y Nested FFPEM FHALRAR T A BRI — D4, KVM ERPLA R E £ 8E E ]
TRZEHRE T 2, HEYHILRITERE L6 .

A5 T B A0 T B 2 B KSML,  RIAH R N A7 0045 JF . AR UK BR B R it N A Y
fE

3.1 NUMA HAS5pH

NUMA & —Fhff sk 2 CPU LR TAERH AR TR, HER— £ CPU [ T/EH R
F2eR Iy s . Z CPU JLIH T/E 24 3 Fh2EH, 43%1J& SMP, MPP, NUMA %4244, SMP,
MPP., NUMA #BJEN T £ CPU H[R T AER IR,

1. SMP A

WG, GRS ARSI CPU, MIEH AR AR, LT £ CPU I TAENTE
K, RPEMZ CPUHARE SMP,

W 3-1 iz, SMP BIZA4~ CPU it —AN Bk Uil fefitidn . Rt SMP R G It gl Ak
F—BNAEVI (UMA) S5 R, — 88 Tietefh ant e, AbEs LGN A7 A4~
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B R ol I M —— U

s ub s A e
it 7 Yit7 %t
I |
e Wt

[ 3-1 £ CPU ¥y SMP %44

SMP [k e JRIEAER, OATEAF At TR BN AN A Itfe, s Ak BEZR I A REZRAT
HRAIPERE, it SMP J7 S5 1 CPU MR .

2. MPP #&x;

MPP FEC L —Fh o i A A AR, ARSI TE Z I BIER N A — N RGN PR . —
Aoy RAFE A A 2 0, BT A A O AEERS, TRARCE S SMP AL,
AT LUBCE N AE SMP #RE ., BRI AR B B R I i T — N B AR SE. MPP A LT B
PR AL—A~ SMP Hf 4 JREERE . MPP — i BARK S f4 5E 80

3. NUMA AR

ik 3-2 s, NUMA SN2 AN PRER A A C e, B abBasdon] KUY 5
R4 BE 2R B A4S o

e N N I a I
1 H i B i
Gt Gt it Gt
G J g J (G J \ J
Btz Wtz Wtz Wtz

& 3-2 £ CPU 1Y NUMA Zify

& 3-3 s J2 2 4% CPU 1 NUMA 2844,
NUMA-Q J& IBM fiz - ¥ NUMA AR B 3 1386 ERYRTML Jr 58, AT LASCRR 21 X86
CPU —i TAE,
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Core 2 | Core3
8.0GT/s QPI

CPUO CPU 1
8.0GT/s QPI

¥l 3-3  £4#% NUMA CPU 2245 (O A F Intel b 7R}

o
L
@)
©)
z
<
=
>
=z

NUMA NODE 1

3.1.1  KVM EHIHL NUMA 1B

1. BENBINUMA EEEESRE

K NUMA 4244 A~ Ab B ESA0RT LhsTa) 3 © MBI A BRER A6 25, U5 Inl A C R FEE
IRV A A AR 2, HEEAIZZ 10 ~ 100 %, BT NUMA JEAE R B bR il Ak 52
AU H CRAEEAS, DU e A B

WKl 3-4 7R, 38 4d numactl --hardware 74> 1l LA 2] 41 CPU B 4FAY1E 4L, CPU A
W, R 8 M, BMEA 64GB AR LMEH] .

[root@lacalhost ~J# mmactl —hardware

available: 2 nodes (0-1)

node 0 cpus: 01 23 4567 16 17 18 19 20 21 22 23

node 0 size: 65501 MB

node 0 free: 689 NB

node 1 cpus: 8 9 10 11 12 13 14 15 24 25 26 27 28 29 30 31
node 1 size: 65535 MB

node 1 free: 4829 NB

node distances:

node 01
0: 10 Z0
1: 20 10

% 3-4 CPUNUMA &

i F numastat 74 1] DA A BT S NAESE T

node0 nodel
numa_hit 4911255660 490070817 # AR mANFAREK
numa_miss 20552767 946830474 # TFRIME A A K A T O L E| T R #
numa_foreign 946830474 20552767 # TR AL K P9 T R A P9 A B
interleave hit 14625 14612 # % X WAL B A& TR AT R8N ERE
local node 911244851 490037204 # AT REATHEFEN AT ENFRE
other node 20563576 946864087 # FEH MY REBEATHR)FHEA AT A AHAH

numastat 72 -¢ ZE0T A B A ICHERE ) NUMA PNAEE FH IO



3% CPU. WEELWEARSNBIZS e 25

numastat -c gemu-kvm

Per-node process memory usage (in MBs)

PID Node 0 Node 1 Total
3135 (gemu-kvm) 2317 1443 3760
3187 (gemu-kvm) 2508 2454 4962
3245 (gemu-kvm) 4424 2287 6711
20830 (gemu-kvm) 942 1124 2066
31717 (gemu-kvm) 852 1114 1967
Total 11044 8422 19466

Linux REEIAE: H3h NUMA 7o ng . aniR25CH] Linux 2409 A sh 4y, ol LI
WMTaEe:

# echo 0 > /proc/sys/kernel/numa balancing

R EH IS A s NUMA A oeng, nf LE T 4.

echo 1 > /proc/sys/kernel/numa balancing

2. EWWLNUMA (EEBEESEE
{#i [ virsh numatune #y21] LA2r & sl EZ G0 R ALY NUMA Bl &

virsh # numatune 4
numa_mode : strict
numa_nodeset : 0-1

NUMA TAEF AT LI strict 5 CPU, #%3# auto {#i [ 241 numad IR 55 .

<numatune>

<memory mode='strict' placement='auto'/>
</numatune>
<numatune>

<memory mode='strict' nodeset='0,2-3'/>

</numatune>

Al LU numatune fiy4-Bc & EIHLA NUMA .

virsh numatune rhel7 --nodeset '0, 2-3'
vpeu HYBCE AN

<vcpu placement='auto'>8</vcpu>
<vcpu placement='static' cpuset='0-10, "5'>8</vcpu>

<vepu> Fll <numatune> 75 B AR FF—2L, <numatune> fit & A2 HE CPU, <vepu> Bt & Y
J& CPU WK%, AHHELRE L. <numatune> fifi Ff static #23X;, <nodeset> L 0AZIZE: .
A LA E —AN IS 32 L CPU, (H&—JF s HaefliH 8 4, ARJERIE RS ET),
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IR CPU 415 HIHL.

<vcpu placement='auto' current='=8'>32</vcpu>

WA A A P CPU 45

<cputune>
<vcpupin vcpu="0"
<vcpupin vcpu="1"
<vcpupin vcpu="2"
<vcpupin vcpu="3"
</cputune>

FEHARA PP CPU pinning JRH

cpuset="1-4,"2"/>
cpuset="0,1"/>
cpuset="2,3"/>
cpuset="0,4"/>

0] LAAd ] emulatorpin 8 )7 2. emulatorpin #5325 ] LIS 8 — R Y B CPU {5 1,
e —A~) 8 CPU INERIT A 1%, fd AL ) CPU RIAEAE &5 AR 7E — 1 HEHL CPU N

#B, xml SCHUNF -

<cputune>

<emulatorpin cpuset="1-3"/>

</cputune>

AR, a7 nh

virsh emulatorpin CentOS7

1-3

1 ~ 3 WEHEE— D3 CPU NP o n] LR E ERIHLYT NUMA %6 a8 H .

<cpu>

<numa>

<cell cpus='0-3' memory='512000"'/>
<cell cpus='4-7' memory='512000"/>

</numa>
</cpu>

PRI SR

QO cell: numa AY cell B{# numa 7 & .
Q cpus: —HE CPU n] LU FHIK CPU JEH .
QO memory: A DMIHBINAER/N, B4 KB,

3. EZHIHL NUMA 197 KSM

KSM AR LIS IR A A7 50, RIGERAFR NUMA 1568, AR Z5CH] S NUMA
W NAEA IR, B E /sys/kernel/mm/ksm/merge across nodes ZEh 0, & 1] LI AR E
JERUBLE KSM WAES I, FERIALAY xml Be & SR in LT st T R

<memoryBacking>
<nosharepages/>
</memoryBacking>
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3.1.2 CPU 4BER(EfSE

CPU P& Je— AR Ma B, oy A7 e ol ITEERIC S, JF HAZ BiA%, wf
DA R 7= 3158 CPU ISR = BN 2 i T

1.CPU EE&A&
i ] virsh vepuinfo fr2&F REIIAL VCPU A3 CPU RYXTI 2R .

virsh vcpuinfo 21
VCPU: 0

CPU: 25

State: running

CPU time: 10393.0s

CPU Affinity: -------- YYYYYYYY======== YYYYYYYY
VCPU: 1
CPU: 8

State: running
CPU time: 7221.2s

CPU Affinity: -------- YYYYYYYY——=====— YYYYYYYY
VCPU: 2
CPU: 26

State: running
CPU time: 7321.4s

CPU Affinity: -------- YYYYYYYY-—TTT—~ YYYYYYYY
VCPU: 3
CpPU: 8

State: running
CPU time: 6808.9s
CPU Affinity: -------- YYYYYYYY——====== YYYYYYYY

A LIFE ] VCPU 0 858 EE2Y3EHL CPU 25 |, HET MR, I E] 2 10 393.0s.
G472 CPU SERMERE A .

CPU Affinity: -------- YYYYYYYY————===- YYYYYYYY

yyyyyyy 2 0] LU 3 CPU IR H R, nTIERIX & RBIPLARIFES ~ 15,
24 ~ 31 XY CPU Z [RIARE . A AARBEMIH O ~ 7. 16 ~ 23 3X4E CPU We? JEHN RS
1 H 3l NUMA P RS AE A AEAER, — A EAUALEGA R g fi FH Rl CPU IR A% .
{8 ] emulatorpin Ai74 1J LLAE F MEAHL AT LAfHE FIHFLE Y B2 48 CPU .

virsh # emulatorpin 21
emulator: CPU Affinity

AIAER 0 ~ 31 ARl LA, 2ukE T ISR FIE: VCPU B 2T B CPU # |
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KVM SRR SR

2. TELHBEREUMAT CPU

(1) iEEHIPLH BEFE 5 P CPU Z [h] ] B
Al Lk i L EE ML R REAE SR 4> BE CPU 2 [B] &
B EEIIHL CPU 7F 26 ~ 31 X LLH CPU 22 [a]# & .

virsh emulatorpin 21 26-31 --live

BT M A I E R T AR

virsh emulatorpin 21

emulator:

FATAT LA vepuinfo fip 4>
1) & F B VCPU (5 8.

CPU Affinity

virsh wvcpuinfo 21

VCPU: 0
CPU: 28

State: running

CPU time:

CPU Affinity:

VCPU: 1
CPU: 28

10510.5s
—————————————————————————— YYYYYY

State: running

CPU time:

CPU Affinity:

VCPU: 2
CPU: 27

7289.7s
—————————————————————————— YYYYYY

State: running

CPU time:

CPU Affinity:

VCPU: 3
CPU: 27

7391.3s
—————————————————————————— YYYYYY

State: running

CPU time:

CPU Affinity:

6886.6s
—————————————————————————— YYYYYY

o HUNfE AR A4S, g 5o 21

FREAUAILAY xml B & SCFRIE

2) A EIALE xml e & SCEAE VCPU JE R B

virsh # dumpxml 21

<domain type='kvm' id='21"'>

<name>cacti-230</name>
<uuid>23a6455c-5cdl-20cd-ecfe-2ba89%be72c41</uuid>

<memory unit='KiB'>4194304</memory>

<currentMemory unit='KiB'>4194304</currentMemory>
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<vcpu placement='static'>4</vcpu>
<cputune>

<emulatorpin cpuset='26-31"'/>
</cputune>

(2) 38 VCPU FIH AL CPU —Xf—465E

B A1t n] LIsE ] VCPU A HAHL CPU —Xf — b8 . L ansi& il VCPU 0 Fi4 AL CPU
28 #f5E, s VCPU 1 AL CPU 29 46, il VCPU 2 FIYHEHL CPU 30 485, s il
VCPU 3 FIHHHL CPU 31 455, fd T .

virsh vcpupin 21 0 28
virsh vcpupin 21 1 29
virsh vcpupin 21 2 30
virsh wvcpupin 21 3 31

BE xml X, BAE <cputune> HHAY vepupin it B 15 E .

virsh # dumpxml 21
<domain type='kvm' id='21'>
<name>cacti-230</name>
<uuid>23a6455c-5cdl-20cd-ecfe-2ba89be72c41</uuid>
<memory unit='KiB'>4194304</memory>
<currentMemory unit='KiB'>4194304</currentMemory>
<vcpu placement='static'>4</vcpu>
<cputune>
<vcpupin vcpu='0' cpuset='28"'/>
<vcpupin vcpu='l' cpuset='29"'/>
<vcpupin vcpu='2' cpuset='30"'/>
<vcpupin vcpu='3' cpuset='31"'/>
<emulatorpin cpuset='26-31"'/>
</cputune>

BoiE— N BRI )G, BCERERIREER R EAUNLCHLETTL, R — TRCE R
—HAR, TUBERINCE — AR

virsh vcpuinfo 22
VCPU: 0

CPU: 28

State: running
CPU time: 1.8s

CPU Affinity: --—------—-----—————— - —— y-—-
VCPU: 1
CPU: 29

State: running

CPU time: 0.0s

CPU Affinity: ——-=—=—==""""""""—"—"—"—"—"——-"-—-—-~—-~———— y--
VCPU: 2

CPU: 30
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State: running

CPU time: 0.0s

CPU Affinity: ------"""""""""""""""-"-"-"-"-"—~—— y-
VCPU: 3

CPU: 31

State: running

CPU time: 0.0s

CPU Affinity: -----"-"-"""""""""""""-"-"-"-"-"--"--—-—— vy

3. CPU 4BERARIRE

CPU 4§ 52 bR I J2& Libvirt il 23 CGroup K SLHLHY, 4T CGroup H % A48 KVM [E
PR AT DL . 3833 CGroup AU LA CPU 4652, i n] ARR i EAUPLRE AL . 45 1096 %
i, AP 6 EITEAINZE CGroup 16 KVM KEE YA A

4. CPU SBERANN Bim S

fE CPU JJy bR B, S22 8 H CPU 48 HR . MIREHMAE, AR
k555, i CPU 4R A—FE, AL HERER 20% LU L AYHETE

EH RS, B 32 ENE EVLLE, A SRR IR, 1L
i 3/~ CPU FIHZIRE] T 90% LA I, HhiEJLA CPU M= 60% ~ 80%, JaTH4: 27 ~ 31
(1) 6 4~ CPU FI LA 40%, il ss B4 BibEaem i, @i e CPU 48 HiR,
BRI R BB IIMLEEE 2 T J5 T LA CPU b, fifdk 1 [al#

FFLA CPU B R ARG T LA T 5

Q &4 CPU JE ST H# k.

Q £ CPU K AF-Ar, nT LA cpu pinning $EAR A T #EF 7 IRIfC .

@fj_%_ NUMA ZEEE UK B FA Z MR TR -
U, i BAEE, HTRIEME, FEREEAZLSNNGE, WREARER
AH) NUMA H 3 P ws, H 8 — A CPUM NHFHHEL, B4 —1 CPULH K
BWABETUER, B2 A% L swap RMEF, # R M E B, #Hxk
WAEHFRRA AR, UL REEN RHH NUMA B 20 P 5K X .

5. CPU 4BExdt4ate FHavmh =4l

CPU 48 B XHMERESZ A 2K, EH AT 17— s,

(1) MEAFAEE

fififf: Intel(R) Xeon(R) CPU X5650 @ 2.67GHz 2 i,

AE: CentOS 7 B EIH 3.10.0-123.8.1.e17.x86_64.

JEFIAL: CentOS 7 B FE| M4% 3.10.0-123.8.1.€17.x86_64.

BIAL: CPU —Mi,

WX T H: unixbench 5.1.2 (ff 778k Ko op Wil SCAESR 15 AN .
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(2) kgl
1) A CPU 465 unixbench AYFS-47:

1 CPU in system; running 1 parallel copy of tests

Dhrystone 2 using register variables 28890881.0 1lps (10.0 s, 7 samples)
Double-Precision Whetstone 3880.4 MWIPS (9.0 s, 7 samples)
System Benchmarks Index Score 1444.7

2) T CPU 4B unixbench 191843 :

1 CPU in system; running 1 parallel copy of tests

Dhrystone 2 using register variables 29812559.6 1lps (10.0 s, 7 samples)
Double-Precision Whetstone 3928.7 MWIPS (8.9 s, 7 samples)
System Benchmarks Index Score 1464.1

(3) fAiFpEER
O unixbench ZE 451585 (PEREHRFF 1.34%): 4FE——1464.1; AIpE——1444.7,
Q CPU 77085 (MERERTE 1.24%): 8E—3928.7; AYFE—3880.4.

6. CPU ZRERI—MEF MR ERZA
Pl 3-5 FE 3-6 Firs & — 1 32 #0916 EHLBA i CPU 48E Z B AR, WS —1
Mg J— A% CPU AR LLB R aT LU 220K

40
30
20
10

percent
TOOL / TOBI OETIKER

\X(/)ed 12:00 Thu 00:00
E 3-5 KAl CPU 482 Z 1) CPU 1 FIF=

20

percent

10

TOOL / TOBI OETIKER

V\(I)ed 12:00 Thu 00:00
& 3-6  Aff CPU 4k Z Hif CPU 31 FIH%

& 3-7 FE 3-8 Fin 2 T CPUSBEZ R, H— M EAE/G— 1 CPU FI R E



32 +)» HF—H KVMBARERSLTH

298, P TR CPU FIFR

~
40 z
5 :
5 20 £
[=¥ =
10 S
S
0
Wed 12:00 Thu 00:00
& 3-7 i CPU 4BE 2 )5 CPU 1 FI R
&
X
5
5 e
5) m
g :
o =
o
o
=

V\(J)ed 12:00 Thu 00:00
[ 3-8 i CPU 4% 2 J5 CPU 31 FIHR

3.2 CPU #ishn 5 M

CPU FIS N f5c T (0 I 2 R AL b B9 RE A AR, Bl i — 2 g i Y X 86 IR 55 vt S -
) CPU AW, CPU IR EHAE RGN SCRE, TEMERME | CPU S IR A8 1545
5, BRI RG2S SR RO E SR T DL, N7 B AN e AR

CPU R IE CentOS 7 M— A H4EME, Linux REE R EHLAENLALE CentOS 7,
Windows MM FR G5B R J& Windows Server 2008 4 /.0 i 5k # Windows Server 2012 FrifE
AN i

1. Linux Z4t89 CPU AN
W& 3-9 firR, TEZEPIFLATEC CPU MYBHEE, SREH 8 L4509 CPU,

af@ 0@
g Overview CPU
ce

FHEM CPU: 12
BEmNE (1
emor

& Boot Options RASEE :

(&8 VirtlO Disk 1

rBE
(® IDE CDROM 1
B NIC:4d:49:5a » Fadt
il P E

& B

K 3-9 CPU IRl &



nkE 3-10 Fras, fEREIWLH AT LIE E] 4 4~ CPU,

(3% CPU.

REFEUUSRAR SN ETS

CPUO
123
10

3

0

0
4007
62
144
0
144
0
7342
0
205
0
294

1

0
205
0
205
0

=

CO000C000O0000O0000OCO00OCO0OK

[root@localhost ~]# cat /proc/interrupts
CPU2

0

O00000000000000O0O0O0000

(8]
9
(=
w

CO0O000000O0O00ONO0OO0000O00

I0-APIC-edge
I0-APIC-edge
I0-APIC-edge
I0-APIC-edge

I0-APIC-fasteoi
I0-APIC-fasteoi
I0-APIC-fasteoi

I0-APIC-edge
I0-APIC-edge
I0-APIC-edge
PCI-MSI-edge
PCI-MSI-edge
PCI-MSI-edge
PCI-MSI-edge
PCI-MSI-edge
PCI-MSI-edge
PCI-MSI-edge
PCI-MSI-edge
PCI-MSI-edge
PCI-MSI-edge
PCI-MSI-edge
PCI-MSI-edge

timer

18042

Tloppy

rtcQ

acpi

virtio3
uhci_hcd:usbl, gx1
18042

ata_piix
ata_piix
virtio2-config
virtio2-requests
virtio4-config
virtio4- requests
virtio0-config
virtio0-input.0Q
virtioO-output.0
virtio5-config
virtio5-requests
virtio6-config
virtio6b-requests
virtio7-config

L CPU fEABHUL 5 4>

Kl 3-10 CPU #ESnaitfT EHIML CPU & F

virsh setvcpus Cent0S7 5 --live
FEREAUAL L DA 5 A4S CPU 3
echo 1 >/sys/devices/system/cpu/cpu4/online
W 3-11 s, ATLAERERPLE CPU 22280 T 54>
[root@localhost ~]# cat /proc/interrupts |less
CPUO 1 CPU3 CPU4
123 0 0 0 0 I0-APIC-edge timer
10 0 0 0 0 I0-APIC-edge 18042
3 0 0 0 0 IO-APIC-edge floppy
0 0 0 0 0 I0-APIC-edge rtcO
1 0 0 0 0 I0-APIC-fasteoi acpi
4007 0 0 0 0 Io-APIC-fasteoi virtio3
64 35 0 0 0 I0-APIC-fasteoi uhci_hcd:usbl, qx1
144 0 0 0 0 IO-APIC-edge 1804
0 0 0 0 0 I0-APIC-edge ata p11x
144 0 0 33 0 I0-APIC-edge ata_piix
0 0 0 0 0 PCI-MSI-edge virtio2-config
7342 0 72 0 6 PCI-MSI-edge virtio2-requests
0 0 0 0 0 PCI-MSI-edge virtio4-config
205 0 0 0 0 PCI-MSI-edge virtiod-requests
0 0 0 0 0 PCI-MSI-edge virtioO-config
866 0 0 76 0 PCI-MSI-edge virtio0-input.0
1 0 0 0 0 PCI-MSI-edge virtioO-output.0
[} 0 0 0 0 PCI-MSI-edge virtio5-config
205 0 0 0 0 PCI-MSI-edge virtio5-requests
0 0 0 0 0 PCI-MSI-edge virtio6-config
205 o] 0 0 0 PCI-MSI-edge virtio6-requests
0 0 0 0 0 PCI-MSI-edge virtioZ-config
205 o] 0 0 0 PCI-MSI-edge virtio7- requests
0 0 0 0 0 PCI-MSI-edge virtio8-config
205 0 0 0 0 PCI-MSI-edge virtio8-requests
0 0 0 0 0 PCI-MSI-edge virtiol-config

=

—_
—_

EIN CPU #) 54

33




34+l H—E KVMEAREMRSTE

BATHAT LI T cpuinfo M5 EKHHIN CPU 4N T

cat /proc/cpuinfo

processor 4

vendor id : GenuinelIntel

cpu family : 6

model : 44

model name : Intel(R) Xeon(R) CPU X5650 @ 2.67GHz
stepping H

microcode : 0x1

cpu MHz 1 2665.908

cache size : 4096 KB

physical id H

siblings 1

core id 0

cpu cores 1

apicid 4

initial apicid 4

fpu : yes

fpu exception : yes

cpuid level 11

wp : yes

flags : fpu vme de pse tsc msr pae mce cx8 apic sep mtrr pge mca cmov

pat pse36 clflush mmx fxsr sse sse2 ss syscall nx pdpelgb
rdtscp 1m constant tsc arch perfmon rep good nopl pni
pclmulgdg vmx ssse3 cx16 pcid ssed4 1 ssed 2 x2apic popcnt aes
hypervisor lahf Im tsc adjust

bogomips : 5331.81

clflush size : 64

cache alignment : 64

address sizes : 40 bits physical, 48 bits virtual

power management:

R — G R A2 10 A, FTLARZ A9, rTLAAES I CPU 21 10 4>,
virsh # setvcpus ct7 10 --live

TEREAL AT a4

[root@localhost ~]# echo
[root@localhost ~]# echo
[root@Rlocalhost ~]# echo

1 >/sys/devices/system/cpu/cpud/online
1
1
[root@localhost ~]# echo 1 >/sys/devices/system/cpu/cpu7/online
1
1
1

>/sys/devices/system/cpu/cpu5/online
>/sys/devices/system/cpu/cpu6/online

[root@localhost ~]# echo
[root@localhost ~]# echo
[root@localhost ~]1# echo

>/sys/devices/system/cpu/cpu8/online
>/sys/devices/system/cpu/cpu9/online
>/sys/devices/system/cpu/cpu9/online

¥ cpuinfo, CLZJ& 10 CPU T,

cat /proc/cpuinfo |grep processor |wc -1
10
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HRA AR SR CPU B, T RAZE UL LI G CPU, AN R a4
echo 0 >/sys/devices/system/cpu/cpu4/online

HIZTETE FAL MR EAE CPU MU, AN SRR .

virsh # setvcpus ct7 4 --live

HiE. WHEE. DEEBRXAEE vepu TH

2. Windows ZFtHY CPU #u7siN
Windows &4t th—*FE, JFIEABHESL I E CPU, T8 A E R st el L 1.t
&l 3-12 ffizn, KA CPU Bz hT, A 44 CPU,

ooz %

Windows Server 2012 R2 Datacenter -

S BR. Windows Server2012R2

© 2013 Microsoft Corporation. RE

At

=5

A QEMU Virtual CPU version 1.5.3 2.67 GHz (4 {bEEE)
e

ZEEATF(RAM): 8.00 GB

EeER: 64 CASEESE , 2T x64 FAES

E=h g RETRTHS RSO

[ 3-12  Windows RN CPU Z 1y

H CPU FEZLIRINE] 6 1~
virsh # setvcpus window2012 6 --live

WK 3-13 s, IInZJa, BRWL CPU B4 780 6 1. Windows £4t CPU WS llG B %
AT LA E ShRGE ok, A SR ECE . [RIEE Windows R4t CPU LA RELELR IS/,

I

Windows Server 2012 R2 Datacenter am

A am_Windows Server2012R2

© 2013 Microsoft Corporation, &

et

=g

SN QEMU Virtual CPU version 1.5.3 2.67 GHz (b #HE=%)
i

=EPIF(RAM): 8.00 GB

ftmsil 64 SAEMEELE , BT «64 FHNES

S EAURTHSTREREEE N

& 3-13  Windows RGN CPU ZJ5

3. CPU #RIIHRIARRI R Y =
WRAE ML TR AR 8, AREEHLMIERE™ B A LAY E, CPU IR INAH;
ARE—MBEF AR TS . CPU BRI H AR SE LS IR, BRI AL, RaPLERLE
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RGIESH, EREA IR Th g P 5 B

3.3 CPU host-passthrough £ZA 5 H

1. XF KVM REHAIRY CPU BLSRIEN
F T PRUEEAALTEAS A 1E FEHLZ TR e 25 1, Libvirt X7 CPU BE8R AR HER JL
P2, ¥E /usr/share/libvirt/cpu_map.xml H1A] A 2], cpu_map.xml AUE CPU A%, A f
PR R R . RS R CPU Frtk e AR E B .
<cpus>
<arch name='x86"'>
<!-- vendor definitions -->

<vendor name='Intel' string='Genuinelntel'/>
<vendor name='AMD' string='AuthenticAMD'/>

<!-- standard features, EDX -->
<feature name='fpu'> <!-- CPUID FP87 -->
<cpuid function='0x00000001' edx='0x00000001"'/>
</feature>
<feature name='vme'> <!-- CPUID VME -->
<cpuid function='0x00000001' edx='0x00000002"'/>
</feature>
<!-- models -->

<model name='486"'>
<feature name='fpu'/>
<feature name='vme'/>
<feature name='pse'/>
</model>

<model name='Haswell'>
<model name='SandyBridge'/>
<feature name='fma'/>
<feature name='pcid'/>
<feature name='movbe'/>
<feature name='fsgsbase'/>
<feature name='bmil'/>
<feature name='hle'/>
<feature name='avx2'/>
<feature name='smep'/>
<feature name='bmi2'/>
<feature name='erms'/>
<feature name='invpcid'/>
<feature name='rtm'/>

</model>

CentOS 6.6 7 (1Y Libvirt FEHE T LUT JLF CPU A+ '486', 'pentium', 'pentium2', 'pe



3% CPU. WEEBWEARSHBIZS o 37

ntium3','pentiumpro’, 'coreduo', 'pentiumpro’,'n270', 'coreduo’' . 'core2duo’ . 'qemu32','kvm32', 'cpu64-rhels', 'cpu64-
rhel6'. 'kvm64', 'qemu64'. 'Conroe'. 'Penryn', 'Nehalem"Westmere', 'SandyBridge'. 'Haswell',
'athlon', 'phenom', 'Opteron_G1', 'Opteron_G2', 'Opteron_G3', 'Opteron_G4', 'Opteron_
G5'. 'POWER7', 'POWER7 v2.1'. 'POWER7 v2.3',

2. CPU BB E

CPU B &= n] LI LR LR
(1) custom F&=

xml Bt & ST

<cpu mode='custom' match='exact'>
<model fallback='allow'>kvm64</model>

<feature policy='require' name='monitor'/>
</cpu>

(2) host-model FE=;
YR H CPU BRI, 8 — e brifE CPU RIS @ % A 35 % CPU AR,
FROA A X RS, xml Bl & SCHFEAR .

<cpu mode='host-model' />

(3) host-passthrough =
HEH Y B CPU 282 40 B IUMLEE I, e ERIAL L 5¢ 2 nT LA 252 9 B CPU Ay Y
2, xml g BT

<cpu mode='host-passthrough'/>

i Ff} host-model &£ VCPU UWI'F .

processor : 3

vendor id : Genuinelntel

cpu family : 6

model : 44

model name : Westmere E56xx/L56xx/X56xx (Nehalem-C)

{ii Ff| host-passthrough F& £} VCPU 41T -

processor : 3

vendor_ id : Genuinelntel

cpu family : 6

model 44

model name : Intel (R) Xeon(R) CPU X5650 @ 2.67GHz

AILLAEE], ffiH host-model 5, Libvir MR IEH L CPU (LS, MALE [ CPU ik
F—pddZic i) CPU 45, 1ii{#i i host-passthrough #5 E LA 2 ALY BE CPU YIS
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3. CPU host-passthrough ¥ ARRIRN G S

HOST i ARE M T LU M5t

Q FEOR Y HL CPU () —SeRpPEAL 5 ERIMLET T, Lo anfff 1 4RI S 1 nested AR 11
A%

Q T ZAE R UL A 2R CPU —#i—F£ 1) CPU AL, XME—A M =R
AR, FAPRE T

@f_‘_%_ f# il CPU host-passthrough # K F £ &, B A 5 CPU 878 £ 4l 8 & DUALA &
Sl

3.4 CPU Nested £ SlE ¥ )i ik

Nested £ A, i, #E7EERINL LB TERIPL, B KVM on KVM., KVM KEHIHL
HRE A VMWare A, VMWare 85— )2 0& B RE (R BRI ELAR , 28 )20 58 A5
P, BTl VMWare HEEMIIZE . KVM 23 CPU B4R L 45 mipL, Fr
DIES BT IIRE N 22, (U2 BRI EHE, T WEsRCadEwg T

CentOS 7 B 7 B IE X HF Nested £2AR, At AT A4 B 2221 Fedora ML, 28
H I Y /& Fedora 21,

Nested Fit & 7 EU0F .

— . FTHF KVM N Nested R o

rmmode kvm-intel
modprobe kvm-intel nested=1

B E 1 modprobe.d, g% /etc/modprobe.d/kvm mod.conf, ML T HNZ

options kvm-intel nested=y

SR J5 A rmmod kvm-intel iy 4 MR kvm-intel #ikk , P38 15 modprobe kvm-intel iy 4/l
2 kvm-intel B, i modprobe.d FC'E S, S TR IR At S8
& 75 71 JF Nested Jfig, 1] LL# % /sys/module/kvm_intel/parameters/nested [ N %,
MY FIRFTIT Nested Hitk .

cat /sys/module/kvm intel/parameters/nested
Y

B0 BRI E SO, 2 Y RENL CPU R &R A B RIAL, i
CPU HOST A&,

<cpu mode='host-passthrough'/>
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1L,
A

3% CPU. AFEMHUERARSNAHR 39

B Mg EAL—FE, BB — B R INLIT R LR S, 2R AN AL, SR A RiRT
BB 2RI T .
Kl 3-14 fir/n 42 = )2 Fedora 21 xR (fedora2l on fedaro21 kvm on fedaro21 kvm) .

NENFAAEEE -

& [N

ENRRETES
XHHF) REE) FE(V) HBH)

) E=migF '

&

* localhost (QEMU)
E f21-on-f21
=T

f21-on-f21 FRHHL
XMHF) mM) BR(V) REERK)

u ! o (e - =]

Activities JWirtual Machine Manager ~ Sat 20:03

f21-on-f21-on-f21 Virtual Machine
File Virtual Machine View Send Key
s - 03 - %

Fedora release 21 (Twenty One)
[Kernel 3.17.1-30Z2.fcZ1.xB6_64 on an x86_64 (ttyl)

localhost login: _

%] 3-14 Fedora 21 "4 12 REFAHLAYTE B0

KSM $e A 5 H

1. BENRFSH (E48)

185 FHL N AE R 46 3 2% ) KSM ( Kernel SamePage Merging) £ A, JEFRAIER/ R 452
SRR AR A A7 L T 6 )F . KSM 7E CentOS 6, CentOS 7 FERIAEFTIF R, FE
&

Q KSM il % -

Q ksmtuned k55 .

B KSM,  SCHIAHIC B PSR 45 AT LA .

service ksm stop

service ksmtuned stop

chkconfig ksm off
chkconfig ksmtuned off

@Tj_ﬁj WRFETHRHE RN KSM, EEFTEFATULEELENE, FAREF &R

HEBEBAFT, SV HERAHHN, FULEENAFT R, 5T KSM 4
AR AT E




40 <3 FE—F KVM ARSI

2. FEIEA BRI TR R4 7T %
{iliJH] nosharepages S BH 17 EHURAEE B HEIHLNAF LB I, xml BCESCPFHANTE
<memoryBacking>

<nosharepages/>
</memoryBacking>

3. BE KSM 7RISR

£ /sys/kernel/mm/ksm/ AT LI £ KSM 1217 11O

Q pages_shared: A Z/>ILZPAETUELERL AT .

Q pages_sharing: how 5 2/ S =2 H 2/ D A7

Q pages_unshared: WAFHLA IFIA 20 NAE DOBRURHBR S5 9k £ o
Q pages_volatile: Z5/b A7 T U K PRBEICE

Q full_scans: Z/IAT LIS I XS4

4. KSM AN B35S

FEAE IR T — BB KSM R, BERFTIF KSM 2 T INAEBH, s fell 55 &
B, BRPLNE AR F I i, 1 S B AL,

O —EaHE—E M ENLE A T NEESR, InE CPU THAE.

Q = RBEENFEA, MNEAERBHE, JREEMZ T swap 220, FHUEH

PLMERE™ BT R

(RS AR PR 5% R T R ADLAE KR (9 37 50 h ARG & FH KSM R, BRI R 5 —
W S EBA K, BEA B RDLYERES R T, FTTF KSM i] AT RN AE, L8 —
SERE LI R . FESTE AL, TR BN E R SR —RERY, FTJF KSM, A4
MRl B s, s i g P A8 P A T R A 1

KSM W 5t B850 F

Q A= BT

O MRS

O SRR, (AR SC PRt i P AE A EE R

3.6 WA CERBEARTEM S N

1. BENRFSEIRAEE

KVM (AR ERFE AR BT LUAE B SUML 2 (8142 BE TG ZER T AR/, B AR R

fdi FH Y A, RE 0L L T B 2 3 virt balloon f BK 3, I #% JT i CONFIG_VIRTIO
BALLOON, CentOS 7 #RINC&TIF)T, I HERIAT £%3¢ virt balloon 3K3f, 4Nl 3-15 fios,
TERRIMLH AT LI 2 —4~4 M Virtio memory balloon ) PCI %4 .
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entDS Linux 7 (Core)
[Kernel 3.10.0-123.el7.xBb_64 on an xB6_b%

localhost login: root

Last login: Fri Sep 5 10:57:35 om tiyl

[root@localhost ~1# Ispci

00:00.0 Host bridge: Intel Corporatiom 440FX — 82Z441FX FMC [Natomal (rev 02)

00:01.0 ISA bridge: Intel Corporation 82371SB PIIX3 ISA [Natoma Tritom II1

00:01.1 IDE interface: Intel Corporation 82371SE PIIX3 IDE [NatomasTriton 111

00:01.2 USB controller: Intel Corporation 82371SB PIIX3 USB [NatomasTritom II1 (reu 01)
00:01.3 Bridge: Intel Corporation 82371AB/EB/ME FIIX4 ACPI (reu 03)

00:02.0 VUGA compatible controller: Red Hat, Imc. QXL paravirtual graphic card (rev 04)
00:03.0 Ethernet controller: Red Hat, Inc Virtio metwork device

00:04.0 Audio device: Intel Corporation B2801FB/FBM/FR/FW-FRU (ICH6 Family) High Definition Audio Con
00:05.0 Communication controller: Red Hat, Inc Virtio console

PO:06.0 SCSI storage controller: Red Hat, Inc Uirtio block device

00:07.0 Unclassified device [00ff]1: Red Hat, Inc Virtio memory balloon
[root@localhost ™ 1a

& 3-15  HEHIHLAY virt balloon i 7%
FEFIHL xml B & SO BB DA L &

<memballoon model='virtio'>
<alias name='balloonO'/>
</memballoon>

balloon A P FAE o

QK. BRALE N A SR 1 L.

Q FE45: 15 LR NAFIR 25 AL

SERBEAR BRI AR AT LU AT Bl U2 AT B N A A8 ]

2. EIWAFESEEE
(1) Linux R&HCHE
BE YN/, A virsh gemu-monitor-command f74 .

virsh gemu-monitor-command ct7 --hmp --cmd info balloon
balloon: actual=4096

BRI N AF /N 2GB JF A o

virsh gemu-monitor-command ct7 --hmp --cmd balloon 2048
virsh gemu-monitor-command ct7 --hmp --cmd info balloon
balloon: actual=2048

3-16 Fi7s A LE UM free A 220 F PIAF IR IR

[rootPlocalhost “1# free -m
used shared buffers cached
m: 1680 251 8 0 85
+ buffers-cache: 164
(1]

B 3-16  FREINFER/N N 2GB I IIHLNFES
R NFER/NR 4GB I .

virsh # gemu-monitor-command ct7 --hmp --cmd balloon 4096
virsh # gemu-monitor-command ct7 --hmp --cmd info balloon
balloon: actual=4096

K 3-17 Fnfe fE AL free fi & A NAFFRAIAICR o

e
2

=R
5

M PERE .

41
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[root@localhost ~1# free —m
total used shared buffers cached

lem : 3728 252 8 0 85

~+ buffers/cache: 166
Suap: 3983 9
[root@localhost “14 _

& 3-17  FRIEINAER/IN K 4GB I B HIAL N 1715 O

PR NAE AR/ N R 8GB IFAF -

virsh # gemu-monitor-command ct7 --hmp --cmd balloon 8192
virsh # gemu-monitor-command ct7 --hmp --cmd info balloon
balloon: actual=8192

&l 3-18 Fin e TEMEFUBLH I free TS A A NAFBRHIZCR .

[root@localhost "1 free -n
total used shared buffers cached

en: 7824 253 8 (1) 85

++ buffers/cache: 166
B 3983 0
[root@localhost ™1

K 3-18  BRIINAFR/NA 8GB I REAUAL A A1 1L

A RIS ERAY B 3h P, nTRURYSE A SRS, g5 IIA RSB .

(2) Windows RS0 E:

Windows Z ¢ il 7512 5 Linux R EGE2KM0, [H2 Windows F S¢REF BB 1A 7 L i 9
17, SR A SERE AR IR R 48 vl I BC I A7 . BARL BRI

85145 2% virt balloon WA IR, ZHSERUE, WK 3-19 fias, Hin] A R—A4 virt
balloon /Y] PCI 1545 .

a 8 E2HEE
8 ACPI Fixed Feature Button
M High Definition Audio SIS
8 Intel 82371SB PCI to ISA bridge
8 Intel 82441FX Pentium(R) Pro Processor to PCI bridge
% Microsoft ACPI-Compliant System
8 Microsoft System Management BIOS Driver
M Microsoft EEIKAREESR
1 NDIS (=¥ SRR
/8 PCI bus.
M System CMOS/real time clock
% UMBus Root Bus Enumerator
u-a VirtlQ Balloon Driver
8 VirtlO-Serial Driver
N SESEEER
S AR R B
o ERSmEEETRRESE

% 3-19 Windows &4t balloon % £

B2 ARENAFRERRS, Wl 3-20 s

D= \WINS \AMDE 4 >BLNSUR.EXE —i
service Installed
Kervice is starting...

[Service RUNNING.

D: \WIN8“AMD64 >,

K 3-20 Windows %%t balloon IR 423k
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Wt A SRR R INAESBR o 512MB . 2GB., 4GB, 8GB.,

virsh # gemu-monitor-command 14 --hmp --cmd balloon 512

virsh # gemu-monitor-command 14 --hmp --cmd balloon 2048

virsh # gemu-monitor-command 14 --hmp --cmd balloon 4096

virsh # gemu-monitor-command 14 --hmp --cmd balloon 8192

mE 3-21 fiR, wTRA A BINAFAR L. AfF 80 GB RAM
AFERE BOGB

3. REFSEEAN AR \
WERA PR TUM AR 55 1 A LTE R — 5
i EALE, AR R AEREAR, AR E | & 2

[

FRCAN AT SRR, | P

BLRBIHOR, WERE A, i e — e am e 18756 ...

Y fi 2 A P AL B SR P BE A7 TME 7368 Cwmwe %
i

o HEHRENAE 04 MB
0.9/99 GB 233 MB

3.7 WERRRIEA SN 703 MB 312 MB
&l 3- indows Z&%¢ balloon Ak,
1. IR AR 321 Windows A5 balloon P2

A LUK AL A BRE A —RE RSB, n] Ul virsh A 47 BRI AAE, o] L4
B xml 3CHF, At Alh

virsh memtune virtual machine --parameter size

AERSENT .

Q hard_limit: FEHLAT DA R A E R INAE, HA07h kibibytes (blocks of 1024 bytes)

Q soft limit: EFAFAYNTE, 7K kibibytes (blocks of 1024 bytes) .

Q swap_hard limit: FARNFENM swap, H{7 4 kibibytes (blocks of 1024 bytes) .

Q min_guarantee: ALRIEL BRIWLEFHIINAE, H4704 kibibytes (blocks of 1024 bytes) .
17 7R )

1) BRHUERIAL c7 S KM 9GB NAF, B RIFLE K/, N E G BRI

memtune c¢7 --hard-limit 9437184 --config

2) FRAIEEAUNL 7 240 7TGB INAT

memtune c7 --soft-limit 7340032 --config

3) BRI EEAUNL 7 AT LA IR fi 4L swap A id 10GB N7

memtune c7 --swap-hard-limit 10488320 --config

4) PRUEEIIHL 7 B/ bRl LU 4GB AT
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memtune c7 --min guarantee 4194304 --config

T, memtune AR A 3
Q --config: HR|MECIFH, NKESELWLIERER .
Q --live: FWIETEZITRREDAL, BIPLHFIE LS, ZOREK, 2.
Q --current : M ILFIERIZ AT EINL, AERBLNLETT, BOPLERE LS, 2%
ESIEPNE
WRIEMNLARIZTT, TS xml BCE A, XA xml SCAFF
<memory unit='KiB'>8388608</memory>
<currentMemory unit='KiB'>4194304</currentMemory>
<memtune>
<hard limit unit='KiB'>9437184</hard limit>
<soft limit unit='KiB'>7340032</soft limit>
<min_ guarantee unit='KiB'>4194304</min guarantee>

<swap_hard limit unit='KiB'>10488320</swap _hard limit>
</memtune>

T DL RR ) EE SRS 4 ML swap B, FE R xml SCHH <memoryBacking> #5
RS . <memoryBacking> b2l & — LT R M Mg EAL LN A U1 A S o
<memoryBacking>

<locked/>
</memoryBacking>

locked BH 1E 1 ALK swap NAFE (5CH 7 TTNAE) SrBELE B HIML, & locked 2%k,
NTE <memtune> PP E hard_limit.

2. RFRHBIFARIN AR
AT BRI AT IR N AF SRR GE &,  AT EREOR BRI E— R VE R, bk AT
WTERTCPR 4

3.8 BRLGTNAFEEAR S5

1. BRI S5ERERR

X86 BRINMINAF TR /N 4KB, (HJEtmT U ] 2MB 5% 1GB i E AT, KRG A
AT AE f AL, KVM LT LA i 43 fic B 25 0T 4 r%pf&MﬁSLﬁ T
FTEEEMIT, 7F CentOS 6 i H—Fn/EE I E AT AR, BRI REARITT, Jf
HATPL A Bl .

fift FHE A G0A] IR F NAE R A FC e, 8T R GerkRe. BRI DT TRCE, W] Lif
FHB A R U AR

FERTA AT TRCE AL . DAF TEE, BRMIAER . RN BIPLG S
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g CH TR EEBICE, I H AR swap.

it FH375 B . DT N AR B Ak

Q w7 LAfd ] swap, PNAF DT ERIA K /NS 2MB, 75 Bl ] swap O, INAEBE > E) A
4KB,

QXS PEN, AT EH P AR L

O AFZE root AR .

Q AT ZEA BT S A

2. BRERTAFERE
CentOS 6.x BRINE HIBHERI TN . &F IR

cat /sys/kernel/mm/transparent hugepage/enabled
[always] madvise never

1B I
echo never >/sys/kernel/mm/transparent hugepage/enabled

ZEULA AR

Q never: XM, Al FHENALE.

Qalway : REMHABWHNAG, BN, A 512 4 4KB Tl A, SiBAsm—1
2MB HY LI

Q madvise: #ERAEFAE S H .

(GOSN W

Al LI F /sys/kernel/mm/transparent_hugepage/khugepaged T 155 5. .

O pages_to_scan (ERIN 4096=16MB): — H BB 09 A7 0%k

Q scan_sleep millisecs (ERIA 10 000=10sec): Z K E]FIHE—IK

Q alloc_sleep millisecs (ERIA 60 000=60sec): 2K i [l & BE— UK HE H- o

Al LIAEF /proc/meminfo 155 B .

grep Huge /proc/meminfo

AnonHugePages: 266240 kB
HugePages_ Total: 0
HugePages Free: 0
HugePages_ Rsvd: 0
HugePages Surp: 0
Hugepagesize: 2048 kB

FEREEZER: BUWUAE EVERT 2R3 THP, XA LASRAG LA T 4f4k .
Q BHHLAY CPU 7] LI 2MB f TLB,

Q HHIFE AL

Q A7 F A
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Q HFR B N B

3. BEEFIRE

(1) MEAUHLE RO TR

A Y 5T AL AT LU Y Y GORcRE . Sl TC B AUML xml SO, ATLA
R HEFUAIL AT LAGE P 9 2 R

<memoryBacking>

<hugepages/>
</memoryBacking>

(2) BRI fd il A
BRSO, R 64 .

cat /proc/sys/vm/nr_ hugepages
EFEYHIMEMTUE, AT

View the current huge pages value:

# cat /proc/meminfo | grep Huge
AnonHugePages: 2048 kB
HugePages Total: 0
HugePages Free: 0
HugePages Rsvd: 0
HugePages Surp: 0
Hugepagesize: 2048 kB

(3) fEchs EHLE R ko
ERIBUBOA R/ INE 2MB, AT LU 4R Ay 2] LU HTAY E 2 508

echo 25000 > /proc/sys/vm/nr_ hugepages

B H M sysctl /4, N2 E A E A TR
sysctl vm.nr hugepages=N

HHEAT, ST

mount -t hugetlbfs hugetlbfs /dev/hugepages

TS libvirtd A% 55 HUEE AL -

systemctl start libvirtd
virsh start virtual machine

(4) KHE T
KHIERITT, AT

sysctl vm.nr hugepages=0
umount hugetlbfs
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4. AEERINESE

XFF A= BB JE CentOS 6, CentOS 7 AYfE ML, ERIAJEAT &I B & 5UIf H 2 A shid
By, IrORTEERAIMOS 2 M E . EJE AT A B R R, 78 A7 B B Y
e, AR

3.9 AFhG;

KA T KVM L CPU. WAAHEAR, GiRAEA =S5 i 3] CPU ) b 1
T, CPU MR SE— A E AR I T B, — e A =28, PIA7 BRI AR U
H F R 55 AR L e, U LAY A7 S e i e — 2

T3 N EN G KVM LA K0 5.



