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前言 
 

科学技术在不断发展并且总能够针对某一时段出现的问题，提供优质、简便、合算的解决方

案。在后网络 2.0 时代，数据通信多次加速，超过百分之五十的数据通信属于实时视频数据流，

因此，设计一个新的网络迫在眉睫。网络的发展需要跟上数据通信加速的步伐（从电路/数据包交

换到基于 100G 网速的复杂网络协议），网络发展的下一阶段即是软件定义网络（SDN）。 

在过去的几年里，就网络发展如何跟上服务器虚拟化的演变节奏，已经有许多相关研究。从

很多企业开始投入大量资金研发 SDN 起，互联网的发展趋势就已经逐渐显现。关于 SDN 的精确定

义仍在完善之中，但是 SDN 总的原则和基本协议已经明确了。 

作为 SDN 的学习辅导书，本书主要讨论了 SDN 最具发展前景的一种协议：OpenFlow。同时本书

也涉及到 SDN 的其他实现：虚拟可扩展局域网（VxLAN）。 

本书的编写基于 OpenFlow1.0.0 规范和 VxLAN 草案，希望广大读者积极提供意见建议，以便下个

版本的完善。我们的邮箱：sdnbook@outlook.com。 
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第一章  软件定义网络 

1.1 软件定义网络 

 

数据通信在过去的几年里经历了爆炸式的增长，这种增长逐渐暴露了传统数据网络的不足。软件

定义网络就是在这种背景下，为解决传统交换或基于路由的网络部署的瓶颈问题而发展起来的。

SDN 遵循下面三个原则： 

 把控制平面功能从交换专用集成电路（the switching ASIC，交换 ASIC）中分离出来（通

过将控制平面功能移入控制器），并使交换 ASIC 仅用于数据平面功能（这样，可以就使

得交换 ASIC 商品化并对特定 ASIC 的复杂性进行了简化） 

 中央集中控制器和网络部署（包括网络设备、服务器及虚拟机）的中心观点是将复杂的网

路进行具体细化地抽离（这需要基于复杂的路由/交换协议和虚拟机） 

 通过开放标准的验证得出的可扩展性能够借助简单的外部应用程序进行网络编程 

基于对 SDN 的不同理解，各生产商研发出几款不同的 SDN 应用产品。一些生产商专注基于

OpenFlow 协议的控制器，一些则试图从虚拟机的角度（实现网络交换机进行抽离）对网络进行改

进，例如基于 VxLAN 的方案。但是从本质上来说，SDN 均须满足上面三个原则。 

在图 1.1 中，左边部分代表了目前的网络部署，以彼此相连的交换机/路由器及外部设施（服务器

/虚拟机(VM)）为特征。目前的网络部署使用分布式协议来建立控制通路。一旦控制通路建立完

成，数据平面就已安装在硬件上，数据包一般通过已设定好的路径转发。在目前的网络部署中，

为建立控制和数据转发通道，控制协议分布在整个网络，主要分布在第二和第三层协议中，比如

BGP、OSPF、STP。 

右边部分代表 SDN 定义的网络，其中，网络操作系统（OS）只在单一实体中运行（比如控制

器），所有基于流的决策都由这种实体决定。决策做出后，控制器将对交换机的数据平面进行编

程以建立网络。图 1.1 中右边虚线表示控制器和网络设备之间的关系，在这些关系中，控制器可

以总揽所有的网络。实线表示交换/路由硬件安装完成后数据转发链路。 
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Figure 1.1.  

图 1.1. 

控制平面和数据平面的分离 

SDN 的目标是保证所有控制层面上的逻辑决策都由一个中心实体发出。而传统网络控制层面上的

决策是从其所在位置发出，因此每个交换机都需要智能化。SDN 的这种中心决策方法能够降低节

点拓扑内对智能节点数的需求量。 

SDN 的发展基于 ASIC 硬件商品化的事实，而且，现在建立不同网络需要的 ASIC 并没有很大的不

同，其真正的区别是软件。任何网络软件的使用都是通过编程，使数据通过特定的路径进行传

输。现在，随着硬件的逐渐商品化和软件对硬件依赖性的减弱，已经没有在所有节点处都运行智

能软件的必要了。SDN 概念的实现是通过在某个集中部件（比如控制器）进行软件的逻辑运行，

并通过使用南向协议/应用程序接口（API）对交换机（硬件商品）进行指令编程。 

SDN 控制器 

中央控制器（SDN 控制器）是一个软件实体，能够覆盖整个网络全局（包括虚拟机和业务流

量）。正如在图 1.1 中所阐释的，网络操作系统要想实现所有路径选择的逻辑运算，就须以 SDN

中央控制器为基础，因为控制器了解整个网络的部署，决定最优数据转发路径并对硬件中的条目

实现指令操作。现在，大多数的 SDN 控制器使用户图形界面，这样可以将整个网络以可视化的效

果展示给管理员。 

控制器可以被视为通过运行应用程序进而控制网络的平台。这些应用程序无需考虑控制器所管理

的复杂物理网络结构。对流量分析和事件触发进行网络应用编程，就是此种应用的典例。 

网络中可以有多个控制器，这样就使得控制平面的可用性增强。当网络中有多个控制器时，就可

以进行常规的同步化操作。 
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网络编程的可扩展性 

对物理网络拓扑和部署进行分离是 SDN 的主要优势之一。然而，SDN 最吸引人的地方却不在于

此。管理员可以编写运行在 OpenFlow 控制器最高层上的应用程序，而且控制器可以与布置数据

流的 OpenFlow 交换机进行对话，进而将实际的交换层从应用层分离出来。编写这些应用程序的

API 由控制器提供。 

举例来说，管理员可以编写应用程序，使其所在公司的 CEO 无论何时召开网络会议都能被赋予最

高的优先级。管理员可以编写一个含有简单触发条件的的基本应用程序，并保存在控制器中，控

制器与管理员编写的 API 进行对话，将程序译为控制平面流语言，当程序被触发时，就可以支持

该应用程序的运行。控制器可以控制网络硬件设备为 CEO 的组播服务器提供最大的缓冲区，而其

他的数据流缓冲区将减少。 

SDN 的逻辑层 

图 1.2 解释了 SDN 的三层逻辑层。最低层是硬件交换层，中间层是控制器层，最高层是应用层，

在最高层中用户可以自定义应用程序进而触发网络中的流定义。 

南向 API 

南向 API 或协议是工作在两个最底层（交换 ASIC 或虚拟机）和中间层（控制器）之间一组 API 和

协议。它主要用于通讯，允许控制器在硬件上安装控制平面决策从而控制数据平面。OpenFlow 协

议有足够多的标准来控制网络，因而是最具发展前景的南向协议。 

还有其他一些南向通讯实现方式正在研究中，比如 VxLAN。VxLAN 规范记录了终端服务器或虚拟

机的详细框架，并把终端站地图定义为网络。VxLAN 的关键假设是交换网络（交换机、路由器）

不需要指令程序，而是从 SDN 控制器中提取。VxLAN 对 SDN 的定义是通过控制虚拟机以及用 SDN

控制器定义基于这些虚拟机通信的域和流量而实现的，并不是对以太网交换机进行编程（这种假

定可以使用现有协议为以太光纤网路提供路径）。 

最后，在网络端到端视图方面（包括交换/路由设备和虚拟机/端节点），南向 API 需要改进，改

进后，管理员可以借助单一的 SDN 控制器对网络设备（交换 ASIC）和虚拟机进行指令控制。 
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图 1.2. 

北向 API 

在 SDN 的逻辑中层和高层存在一个 API 级别的通信，其特征是，用户可以定义应用程序，该应用

程序可以通过北向 API 与控制器实现通信，然后控制器将其编译后发送至最底层（比如硬件交换

层）。到目前为止，还没有太多关于北向 API 的使用，但是随着 SDN 的发展，越来越多的北向

API 将自然渐进的发展起来。就现在来说，Quantum API 是一个与许多 OpenFlow/SDN 控制器集成

在一起的开放的北向 API。 

可行性的技术 

总结下来，下面这些是支持 SDN 所有可行性的技术： 

 商品化（可编程）的交换机和服务器/虚拟机 

 南向 API/协议（OpenFlow 协议） 

 SDN 控制器 

 北向 API 

本书主要关注 OpenFlow 技术，也对 VxLAN 做了概念层面上的简述。 

1.2 什么是 OpenFlow？ 
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正如在 1.1 节中所阐释的，OpenFlow 是一种南向协议。下面介绍关于 OpenFlow 更多的内容。 

 OpenFlow 是软件定义网络的一个例子，顾名思义，OpenFlow 就是指两个端点之间的网络

连接是通过运行在外部电脑/服务器上的软件来定义的，而且硬件（交换机）上的指令行

为基于控制器的智能决策。 

 OpenFlow 是一个开放的，基于一定标准的协议。它定义了如何由一个中心部件（控制

器）对控制平面进行配置和控制。通过使用 OpenFlow，控制器可以管理数据包在网络中

的传输。 

 在传统网络中，交换机和路由器的信息以不同的形式（路由表、Mac 表等）进行储存，需

要在整个网络或一组网络中通过复杂的交换和路由协议进行计算才能得到。根据这些不同

的表，可以对数据平面进行指令操作。OpenFlow 协议将协议规范化并集中化，通过创建

和管理流信息表以代替其他所有的转发表。数据平面就是根据这些流信息表生成的。 

 

OpenFlow 组件 

 

如图 1.3 所示，OpenFlow 最主要的组件是： OpenFlow 控制器， OpenFlow 交换机， OpenFlow 协

议。 

 

图 1.3. 

OpenFlow 控制器 

这是该协议的大脑，使所有基于业务流的智能决策，并将这些决策发送给 OpenFlow 交换机。这

些决策以指令的形式存在于流表中。典型的每个流信息决策的形式可以是：添加、删除及修改

OpenFlow 交换机中的流表；通过配置 OpenFlow 交换机，可以将所有未知数据包转发给控制器；

也可以在 OpenFlow 流表进行其他一些指令。 
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定义流的时候需要考虑一些变量，这些变量叫做元组。根据 OpenFlow1.0 规范，在进行决策时，

需要考虑的变量有 12 个。 

OpenFlow 交换机 

在硬件层面，OpenFlow 交换机类似于现在网络中使用的典型网路交换机。但其中不包含智能软

件。在 OpenFlow 交换机中，OpenFlow 控制器管理硬件的流表，交换机的性能主要是数据平面上

的转发。控制通路由 OpenFlow 控制器控制管理，而数据通路则建立在由 OpenFlow 控制器编制的

ASIC 指令基础之上。 

OpenFlow 协议 

同其他网络协议一样，OpenFlow 协议的最终目标是实现对数据通路的程序指令，但是，OpenFlow

实现数据通路指令的方法却有所不同。OpenFlow 是客户端服务器技术和各种网络协议的融合。本

书通过深入研究数据包而对 OpenFlow 进行详细的阐述。第 2-5 章对 OpenFlow 进行了详细的阐

述。 

1.3 为什么发明 OpenFlow？ 

 

需求是发明的动力。要想知道 OpenFlow 缘何被发明出来，就需要从批判的视角来审视当前网络

技术的缺陷。 

目前的网络部署是基于大约 5000 个 RFC（注释请求文档）—或者是基于数以百计的专用硬件芯片

组等。下面列举的是现有网络技术中的典型应用和存在的问题。 

当前数据中心网络部署情况 存在的问题 

由大量的路由器/交换机组成的网络，每个机架

都安装 TOR 交换机用来连接服务器 

所有交换机需要管理和单独配置，大量复杂和

重复的工作， 随着数据中心服务器的不断更新

网络变化，维护工作量会递增。 

服务器的虚拟化技术让数据中心网络变得更复

杂 

服务器的虚拟化直接导致网络配置要经常地变

动以适应业务的变化 

数据中心网络设备多数是基于硬件与软件结构  灵活性和可扩展性不够 

网络设备有大量的供应商 需要管理不同厂商的设备，使用不同的网管，

相互的兼容性差，故障定位困难，对接问题

多，维护成本较高。 

 

表 1.1. 
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表 1.1 列举了目前网络部署的一些问题。其中绝大多数都可以通过 OpenFlow 协议解决： 

- 控制器做所有控制层面上的决策，减少对智能交换机的需求，进而减少购买智能交换

软件的巨大成本。 

- 由于交换机不需要分开配置或管理，网络自动化的花费将降低，同时，网络的平面化

视图使得管理更为简便。 

- 不依赖于复杂的路由或交换协议。 

 

根据 SDN 的概念，网络可以实现可编程，而管理员可以基于应用程序对网络编制程序。与

当前网络使用的离散方法相比，把网络中各部分集合起来是一种更为直接的方法。 
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第二章  OpenFlow 概述 
 

这一章从总体上对 OpenFlow 进行阐释。用一个很简单的例子解释当一个数据包进入 OpenFlow 交

换机的时候会发生什么。OpenFlow 协议的工作方式与服务器-用户端工作模式很相似，一个服务

器（运行控制器软件）通过程序指令告诉客户端（或是交换机）如果处理数据流。为了较快地了

解 OpenFlow 工作原理，在这一章中，我们将对基于 OpenFlow 流程图中的步骤进行逐一介绍。 

 

2.1 OpenFlow 协议概述 

 

在图 2.1 所示的流程图中，字母代表了步骤，步骤从 A 开始（步骤 0 是发现阶段）。为了简化该

流程图，我们假定其拓扑结构是 OpenFlow 交换机和 OpenFlow 控制器之间的单段链路。如果从步

骤 0 开始，那么需要连通 OpenFlow 交换机（纯 OpenFlow 模式下运行）和 OpenFlow 控制器。 

步骤 0 

这一步骤表示的是在 OpenFlow 交换机与 OpenFlow 控制器之间建立连接。一个控制器与一个交换

机之间的连接是一对一的（通过网络管理可以访问多个 OpenFlow 交换机）。用户端和服务器之

间的连接需要 TCP 协议。后面章节我们将详细讨论这个连接是怎样建立的。 

步骤 A 

这一步骤说明了一个数据包进入 OpenFlow 交换机的过程。在这一步骤中，我们假设 OpenFlow 交

换机在 OpenFlow 模式下运行，这样，当数据包进入交换机后，将被交给交换机中运行的

OpenFlow 模块。这个数据包可以是控制报文或数据报文。 

步骤 B 

在这一步骤中，交换机负责 PHY（物理层）级的处理—这取决于 OpenFlow 交换机使用的连接材料

的材质（光纤或者铜）。处理完毕后，数据包将交给在客户端交换机上运行的 OpenFlow 客户

端。 
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图 2.1. OpenFlow 协议流程图 

 

步骤 C 

当数据包在交换机内进行处理的时候，交换机内的 OpenFlow 协议将对数据包的数据头进行交换

分析，从而判定数据包的类型。通常方法是提取数据包的 12 个元组之一，这样就可以根据后面步

骤中安装的流表中对应元组进行匹配。 
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步骤 D 和 E 

当交换机获取了可进行匹配的元组信息后，就开始从头至尾对流表进行扫描。流表中的操作在扫

描过后就将被提取出来（下一节做详细解释）。可以通过不同的实现方式来优化扫描，减少扫描

量，提高流表使用效率。 

步骤 F 

元组匹配后，与特定流相关联的操作就完成了。这些操作通常包括转发数据包、丢弃数据包，或

者将数据包发送至控制器。如果执行的是从交换机中转发数据包的操作，那么数据包就将被交

换。如果没有针对流的操作，那么流就会被后台丢弃（从而数据包也将被丢弃）。如果流中没有

与数据包匹配的条目，数据包则将被发送至控制器（此数据报将会被封装在 OpenFlow 控制报文

中）。 

步骤 G 和 H 

如果从数据包中提取的元组与任何流表中的条目都不匹配，数据包则将被封装在数据包的数据头

中，并发送到控制器进行进一步的操作。按照协议，控制器需要决定对于这个新的流应该进行哪

些操作。 

注意：关于数据头中数据包会在后面章节做进一步阐释。 

步骤 I 

控制器根据自身配置，决定如何处理数据包。处理方式包括丢弃数据包（不进行任何操作）、安

装或修改 OpenFlow 交换机内的流表，或者修改控制器的配置。 

步骤 J 

控制器通过发送 OpenFlow 消息来对交换机中的流表进行增添或修改的处理。 

当流表安装结束后，下一个数据包将从步骤 F 开始处理。对于每个新的流，流程是一样的。可以

根据 OpenFlow 交换机与 OpenFlow 控制器的具体实现对流进行删除操作。 

2.2 OpenFlow 组件概述 

 

2.2.1 OpenFlow 控制器(Controller) 

OpenFlow 控制器是所有基于 OpenFlow 软件定义网络的核心。OpenFlow 控制器运行控制平面，并

通过控制平面逻辑对网络交换机中的流进行指令操作（比如，控制器计算最短路径，然后对交换

机进行指令控制）。控制器运行于功能强大的服务器之上，保证所有 OpenFlow 交换机可以访

问。管理员或者用户可以通过功能强大的图形用户界面以及很多控制功能对网络进行控制，从而

方便了操作。 

如果流表中没有列出新的事件发生，OpenFlow 交换机将向控制器寻求帮助。现在市场上销售的控

制器一般都能够在图形用户界面上为用户提供整个网络的视图。很多控制器可以将网络中的流量

形象化地表示出来。 
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SDN 还有其他一些改进的地方，比如网络管理员可以在 SDN 控制器上写入应用程序。目前的控制

器都提供 API，可以用来开发可在控制器上运行的应用程序和自定义控制平面的逻辑。通过在控

制器上运行应用程序，网络管理员可以实现对流的控制。 

2.2.2 OpenFlow 交换机 

OpenFlow 交换机运行软件与 OpenFlow 控制器相连，并进行流的安装和分析。在这一阶段，对

OpenFlow 交换机的定义是各厂商特定的。OpenFlow 交换机可以分为两类： 

1.  纯 OpenFlow 交换机：这种交换机只支持 OpenFlow 协议。 

2.  混合 OpenFlow 交换机：这种交换机同时支持传统以太网协议和 OpenFlow 协议。 

不考虑交换机的类型，任何 OpenFlow 交换机都有模块用来负责与 OpenFlow 控制器进行 SSH 或

TCP 连接。 

2.2.3 流表 

流表存在于OpenFlow交换机，并指示交换机如何处理进入交换机的流量。OpenFlow控制器将根据

各种流和控制器的物理拓扑结构，将流表安装在OpenFlow交换机中。 

OpenFlow交换机将依照这个流表对所有进入其中的流量进行处理。如果流表中没有关于某特定流

的条目与之对应，数据包信息则会被发往控制器，由控制器做出处理。控制器决定如何处理之

后，就在OpenFlow交换机中通过相应的操作措施来对流进行处理。 

图 2.2 总结了 OpenFlow 交换机中流表和流的匹配过程。 
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图 2.2. 

每个流表中条目都包括： 

 

- 数据头：与进入数据包或流相匹配（通常称为元组） 

- 计数器：更新已经匹配的数据包或流字节 

- 操作：流量匹配后进行的一些操作 

流表数据头（元组） 

任何进入交换机的数据包都需要与数据头 12 个元组中的某一特定值进行匹配（更精确的匹配可以

通过掩码实现）。目前来看，大多数元组都是各厂商预先设定的。 

 

字段 Bits 适用范围 说明 

Ingress Port 16 所有报文 入端口编号 

Ethernet Source address 48 所有以太网报文 以太网源 MAC 地址 

Ethernet Destination address 48 所有以太网报文 以太网目的 MAC 地址 

Ether Type 16 所有以太网报文 以太类型 
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Vlan ID 12 以太类型为 0x8100 的报文 VLAN iD，值为 0xffff 表示 untagged 

Vlan priority 3 以太类型为 0x8100 的报文 VLAN 优先级，值为 0-7 

IP Source Address 32 IP 和 ARP 报文 源 IP 地址 

IP Destination Address 32 IP 和 ARP 报文 目的 IP 地址 

IP Protocol 8 IP 和 ARP 报文 IP 协议字段 

IP ToS bits 6 所有 IP 报文 IP TOS 值 

TCP/UDP Source Ports 16 TCP、UDP 和 ICMP 报文 源 TCP/UDP 端口 

TCP/UDP Destination ports 16 TCP、UDP 和 ICMP 报文 目的 TCP/UDP 端口 

 

表 2.1 数据头（12 个元组） 

 

匹配举例（基于 IPv4 目标的匹配） 

图 2.3 是为除了目标 IP 地址（10.1.1.1）外的所有元组设置的带有通配符掩码的一个流表。 

图中显示的进入交换机的数据包是以太 0X0800 型，目标 IP 地址为 10.1.1.1，使用 OpenFlow 协

议。然后这个数据包将与流表中的条目相匹配。图中所示的流表，其他域都是通配符掩码。数据

包需要寻找一个可以匹配的元组。 

如果进入的数据包能够与这一流条目匹配，这一流所对应的操作域就会做出相应的操作（如果没

有操作对应，数据包将会被抛弃）。当流表中没有条目可以匹配的时候，默认操作是封装数据

包，并发送至控制器。 

在决定对数据包采取某一操作后，计数器就会进行更新。计数器可以被用在很多方面。 
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图 2.3. 

计数器 

这是流表的第二个组件，根据 OpenFlow 规范 1.0.0，计数器记录流、端口、队列和表。使用怎样

的计数器同样是由各厂商来决定。现在主要使用计数器将统计信息发送至控制器。 

动作（Action） 

这是流表的第三个组成部分，指定当进入数据包与流表中条目相匹配后应该进行怎样的动作（如

图 2.3 所阐释的）。流条目可能与零个或者多个动作相关联。交换机根据流表中的动作要求对进

入的数据包进行处理。如果没有与流相关联的动作，交换机将抛弃数据包。如果有超过一个的操

作与流条目相关联，将按照流表中所给出的顺序进行执行。如果交换机无法执行动作，或者无法

执行控制器指令的动作，将会发送错误信息到控制器，并不再对流进行操作。 

 

Action 分类 Action 参数 说明 

必选 Action 转发 指定端口(Port) 将报文转发到指定的物理端口或逻辑端口 

所有端口(All) 将报文转发到指定的物理端口或逻辑端口 

控制器(Controller) 将报文转发给控制器 

本地端口(Local) 将报文转发到指定的本机非 Openflow 端口（主要应

用在 Openlfow 混合模式交换机上） 

流表(Table) 将报文转发给其它的流表（适用于支持多流表的

OpenFlow 交换机） 

入端口(In Port) 将报文转发到接收此报文的端口 

丢弃  丢弃此报文 

可选 Action 转发 普通的（Normal） 将报文按正常的二层交换机的方式，查 MAC 表转发

（主要应用在 Openlfow 混合模式交换机上） 

洪泛（Flood） 将此报文转发到生成树链路上，不包括入端口 

改变元组值  改变报文中指定字段的值，如果还存在其它的

Action, 此操作会被优先执行。 详细信息见表 2.4 
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入队列  将报文转发到指定端口的接定队列中，然后按照端

口的 QoS 队列配置来转发。 

 
表 2.2 动作总结. 

 

表 2.2 中展示了详细的动作分类说明。 

动作分类 

根据 OpenFlow 1.0，动作可以分为两类。就目前来说，OpenFlow 交换机需要支持必备动作。 

必备动作 

 转发数据包到已知的物理端口或虚拟端口（注：虚拟端口是一组具有类似特征的端口 

 如果没有任何动作与流条目对应，则丢弃数据包 

可选动作： 

 按照传统交换机的第二层或第三层的协议进行数据包转发。如果交换机支持这一功

能，它就可以使用正常的第二层或者第三层的协议对数据包进行转发（比如 VLAN 转

发） 

 在其他操作采取前对域进行修改 

 将数据包入队—指定数据包进入由端口服务质量定义的队列 

 

修改域 

这是 OpenFlow 规范 1.0 中的一个可选操作。该操作可以使协议更加灵活，并能够更好的控制流中

的特定域。表 2.3 总结了所有可以进行修改域的操作。 

 

Action 动作 

需要修改

的比特 描述 

设置 VLAN ID  12 

该动作指定 VLAN ID 可以修改（添加新的 VLAN ID 或者更改 VLAN 

ID）。  

设置 VLAN 优先级 3 

该动作可以修改指定的 VLAN 优先级。该操作可以修改 VLAN 优先

级，从而为一些特殊应用场景提供了解决方案。 

剥离 VLAN 数据头   剥离 VLAN 数据头 

修改源 MAC 地址 48 

用新 MAC 地址代替现有的以太网源 MAC 地址，可以提供更好的数

据包层面的控制。 

修改目的 MAC 地址 48 

用新 MAC 地址代替现在的以太网目的 MAC 地址，可以提供更好的

数据包层面的控制。 
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修改源 IPv4 地址 32 

 

用新的 IP 地址代替现在的 IP 源地址并更新 IP 校验和（以及

TCP/UDP 校验和）。这一操作只适用于 IPv4 的数据包。 

修改目的 IPv4 地址 32 

用新的 IP 地址代替现在的 IP 目标地址并更新 IP 校验和（以及

TCP/UDP 校验和）。这一操作只适用于 IPv4 的数据包。 

修改 IPv4 的 TOS 字

段 6 更改 IP 的 TOS 域。这一动作仅适用于 IPv4 数据包。 

修改 TCP/UDP 源端

口 16 

用新的 TCP/UDP 端口代替现在的 TCP/UDP 源端口，并更新 TCP/UDP

校验和。这一操作仅适用于 IPv4 数据包。 

修改 TCP/UDP 目的

端口 16 

用新的 TCP/UDP 端口代替现在的 TCP/UDP 目标端口并更新 TCP/UDP

校验和。这一操作仅适用于 IPv4 数据包。 

 

表 2.3 修改操作（Action）列表 
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第三章  OpenFlow 内部事件 
 

本章主要讲述触发不同种类数据包的事件，并对触发条件进行详细的讨论。触发条件引起的数据

包交换将在本章中进行简单讲述，在第五章中将做详细阐明。我们以梯形图的方式对这些事件进

行讨论，从而使读者对事件顺序的能够有清楚的认识。虽然我们对每个事件分开阐述，但是在

OpenFlow 操作中，这些事件并不是独立发生的。分开讲述是为了更好的为读者作出解释。 

我们对于这些事件的分析，都假设只有一台 OpenFlow 交换机与 OpenFlow 控制器。 

 

3.1 连接建立事件 

 

这一事件揭示了交换机如何与 OpenFlow 控制器建立连接以及数据包的序列，这一序列对于成功

建立连接必不可少。这一事件同时也揭示了连接建立后的初次数据包交换。图 3.1 展示的是建立

连接的一个简单的例子。图中的标识标注了不同的触发条件和过程。我们分步对于这些标签进行

阐述。 

步骤 A 

最初在 OpenFlow 交换机与 OpenFlow 控制器之间通过 TCP 三次握手过程建立连接，使用的 TCP

端口号为 6633。这一步骤就是指三次握手时发生。 

步骤 B 

TCP 连接建立后，交换机和控制器就会互相发送 hello 报文。Hello 报文是使用 OpenFlow 协议的

一个对称的数据包。Hello 报文中唯一的内容 是 OpenFlow 报文头中的“类型值=0”。 

 

步骤 C 

当 Hello 报文在交换机和控制器相互交换后，OpenFlow 控制器与交换机之间就建立的连接。根据

各厂商提供的不同类型的实现方式，这一连接可以通过控制器的图形用户界面或者交换机的命令

行界面观测到。在一个典型的控制器中，交换机应当出现在控制器的图形用户界面中。 
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图 3.1 OpenFlow 交换机与控制器之间的连接建立。 

 

步骤 D 

功能请求（Feature Request）。这是控制器发向交换机的一条 Openflow 消息，目的是为了获取交

换机性能，功能以及一些系统参数。该报文中 OpenFlow 数据头“类型值=5”。 
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功能响应(Feature reply)。这是由交换机响应功能请求报文（Feature Request）向控制器发送的功

能响应（Feature reply）报文。这一报文中描述了 OpenFlow 交换机的详细细节，内容有： 

- 数据路径 ID 

- 流表数 

- 可以缓冲处理的数据包数量 

- 交换机性能 

- 支持的操作标识 

- 端口描述 

 

步骤 E 

控制器获得交换机性能信息后，OpenFlow 协议特定操作就可以开始进行了。这些操作的细节在下

面的事件表中列出。 

 

步骤 F 

Echo 请求（Echo request）和 Echo 响应（Echo reply）属于 OpenFlow 中的对称型报文，他们通常

作为在 OpenFlow 交换机和 OpenFlow 控制器之间保持连接的消息（Keep-alive）来使用。通常

echo 请求使用 OpenFlow数据头“类型值=2”，echo 响应使用 OpenFlow 数据头“类型值=3”。

不同各厂商提供的不同实现中，echo 请求和响应报文中携带的信息也会有所不同。 

 

3.2 Packet-In 事件 

 

这一节将阐释 Packet-In 事件的触发条件和过程。图 3.2 展示的是一个独立的 Packet-In 事件。图中

的标识标注了不同的触发条件和协议报文，下面我们就对这些流程进行解释。 

步骤 A 

控制器和交换机之间的连接经过 TCP 建立、Hello 报文、功能请求与响应环节后建立。这些连接

的存在是 Packet-In 事件发生的前提。 

 

步骤 B 

这一步骤说明的是交换机怎样触发 Packet-In 事件。当 OpenFlow 交换机收到数据包后，如果流表

中与数据包没有任何匹配条目，这时候 Packet-In 事件就被触发了，交换机会将这个数据包封闭到

Openflow 协议报文中发送至控制器，。 
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图 3.2 Packet-In 事件 

 

步骤 C 

一旦交换机触发了 Packet-In 事件，Packet-In 报文就将发送至控制器。 

 

Packet-In 数据头包括了： 

- 缓冲 ID 

- 数据包长度 

- 输入端口 

- 原因 

o 0: 无匹配 

o 1: 流表中明确提到将数据包发送至控制器 

- 数据结构—OpenFlow 交换机所实际收到的数据包 

 

步骤 D 

控制器收到 Packet-In 报文，并提取 OpenFlow 数据头。Packet-In 域提供数据包的信息，这些信息

都是在那些特定的 Packet-In 被封装的。得到 Packet-In 信息后，控制器根据需要对原始数据包做

出处理。 
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Step E 

步骤 E 

Echo 请求和响应用于保持 OpenFlow 控制器与 OpenFlow 交换机之间的连接状态。 

 

3.3 Packet-Out 事件 

 

这一节中我们将阐释 Packet-Out 事件的触发条件和过程。图 3.3 展示的是一个独立的 Packet-Out

事件。图中的标识标注了不同的触发条件和过程，下面我们就对这些流程进行解释。 

 

步骤 A 

控制器和交换机之间的连接经过 TCP 建立、Hello 报文、功能请求与响应环节后建立。这些连接

的存在是 Packet-Out 事件发生的前提。 

 

步骤 B 

控制器要发送数据包至交换机时，就会触发 Packet-Out 事件将数据包发送至交换机。这一事件的

触发可以看做是控制器主动通知交换机发送一些数据报文的操作。通常，当控制器想对交换机的

某一端口进行操作时，就会使用 Packet-Out 报文。 

 

步骤 C 

该数据包由控制器发往交换机，内部信息使用 Packet-Out 型，并由 OpenFlow 数据头封装。

OpenFlowPacket-Out 信息包括： 

- 缓冲 ID 

- 入口端口编号 

- 动作明细（添加为动作描述符） 

o 输出动作描述符 

o VLAN VID 动作描述符 

o VLAN PCP 动作描述符 

o 提取VLAN标签动作描述符 

o 以太网地址动作描述符 

o IPv4地址动作描述符 

o IPv4 DSCP动作描述符 

o TCP/UDP端口动作描述符 

o 队列动作描述符 

o 各厂商动作描述符 

- 数据结构 
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图 3.3 Packet-Out 事件 

 

 

Step D 

步骤 D 

Echo 请求和响应用于保持 OpenFlow 控制器与 OpenFlow 交换机之间的连接状态。 

 

3.4 端口状态（Port Status）消息事件 

 

这节将阐述端口状态消息的触发条件和报文。图 3.3 展示的是一个独立的端口状态消息事件。图

中的标识标注了不同的触发条件和过程，下面我们就对这些流程进行解释。 

 



 29 

 

Open Flow

Controller 
Open Flow

Switch

Ethernet link – Between Controller & OF swicth

Echo Request

Connection Established

Echo Reply

A

Port Status Message

C

D

B

Fi

图 3.4 端口状态（Port Status）消息事件 

 

步骤 A 

控制器和交换机之间的连接经过 TCP 建立、Hello 报文、功能请求与响应环节后建立。这些连接

的存在是端口状态消息（Port Status）事件发生的前提。 

 

 

步骤 B 

交换机端口状态发生改变（端口 up/down、增添或移除）或者端口配置标志发生改变时，会触发

端口状态（Port Status）消息事件的发生。这一消息由 OpenFlow 交换机触发，端口状态(Port 

Status)消息由 OpenFlow 交换机发往控制器，用于通告交换机端口状态的改变。 

 

步骤 C 

交换机发送的端口状态（Port Status）信息包括： 

 原因 

o 0 表示增加端口 

o 1 表示增加端口 

o 2 表示修改端口 

 端口描述符 
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o 端口数 

o 以太网(MAC)地址 

o 端口描述（名称） 

o 端口配置标志 

 管理员故障 

 没有STP 

 没有接收 

 没有接收STP 

 没有洪泛 

 没有转发 

 没有Packet-In 

o 端口状态标志 

连接状态 

 STP状态 

o 即时端口特性标志 

 连接速度 

 媒介（连接介质：铜、光纤，等等） 

 自动协商 

 暂停 

o 通告端口特性标志 

 连接速度 

 媒介（连接介质：铜、光纤，等等） 

 自动协商 

 暂停 

o 支持端口特性标志 

 连接速度 

 媒介（连接介质：铜、光纤，等等） 

 自动协商 

 暂停 

o 链路层相邻通告端口特性标志 

 连接速度 

 媒介（连接介质：铜缆、光纤，等等） 

 自动协商 

 暂停 
 

 

步骤 D 

Echo 请求和响应用于保持 OpenFlow 控制器与 OpenFlow 交换机之间的连接状态。 
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3.5 设置配置（Set Configuration）事件 

 

这节将阐述设置配置（Set Configuration）信息的触发条件和过程。图 3.5 展示的是一个独立的设

置配置（Set Configuration）事件。图中的标识标注了不同的触发条件和过程。 
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图 3.5 设置配置（Set configuration）事件 

 

步骤 A 

控制器和交换机之间的连接经过 TCP 建立、Hello 报文、功能请求与响应环节后建立。这些连接

的存在是设置配置（Set configuration）事件发生的前提。 

 

步骤 B 

当 OpenFlow 控制器设置 OpenFlow 交换机的配置时，触发设置配置（Set configuration）数据包。 
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步骤 C 

当控制器想要改变交换机的配置时，就会发送一个设置配置信息，这信息是控制器—>交换机信

息。设置配置信息包括： 

 交换机配置标志 

 Miss发送长度 

o 表示重新配置后发送至控制器的流的最大8位字节，默认值128。 
 

步骤 D 

Echo 请求和响应用于保持 OpenFlow 控制器与 OpenFlow 交换机之间的连接状态。 

 

3.6 获取配置（Get Config）请求与答复事件 

 

这节将阐述配置请求与答复消息的触发条件和过程。图 3.6 展示的是一个独立的获取配置请求与

答复的事件。图中的标识标注了不同的触发条件和过程。 

步骤 A 

控制器和交换机之间的连接经过 TCP 建立、Hello 报文、功能请求与响应环节后建立。这些连接

的存在是获取配置请求与答复事件发生的前提。 

 

步骤 B 

当控制器想要获取交换机中的配置信息时，就会发送消息“Get Config” 

  

步骤 C 

获取配置请求的报文中没有内容（只包含 OpenFlow 常规数据头）；OpenFlow 交换机通过

“TypeCode = 7”识别这个报文。 
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图 3.6 配置请求与答复事件 

步骤 D 

交换机发出配置答复消息作为反馈，该消息包含了交换机的所有配置信息，配置答复消息包括： 

 交换机配置标志 

 Miss发送长度 

 表示发送至控制器的新的流的最大8位字节，默认值128。 

步骤 E 

Echo 请求和响应用于保持 OpenFlow 控制器与 OpenFlow 交换机之间的连接状态。 

 

3.7 修改流（Flow-Modification）事件 

 

这一节将阐释修改流消息的触发条件和过程。图 3.7 展示的是一个独立的修改流事件。图中的标

识标注了不同的触发条件和过程。 
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图 3.7 修改流（Flow-Modification）事件 

步骤 A 

控制器和交换机之间的连接经过 TCP 建立、Hello 报文、功能请求与响应环节后建立。这些连接的

存在是修改流事件发生的前提。 

步骤 B 

当控制器需要增添、修改或删除交换机中流表的时候，触发该事件。 

步骤 C 

修改流（Flow-Modification）事件包括下面这些信息： 

 流匹配描述符 

o 通常是12个元组 
 

 命令 

o 0 增加新流 
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o 1 修改所有已匹配流 

o 2 修改与通配符掩码匹配的条目 

o 3 删除所有已匹配流 

o 4 删除与优先权和通配符掩码匹配的流 
  

 软超时 

 硬超时 

 优先权 

 数据包缓冲ID 

 出口端口号 

Ⅰ.  值0xffff (无)意味着这些域没有意义，可以抛弃。  

Ⅱ.  端口0x0000–0xff00表示交换机端口（物理或逻辑定义端口）；对在序列号

码内的端口进行指令操作 

Ⅲ.  如果端口不在0x0000–0xff00序列内，就意味着端口属于虚拟端口 
 

表3.1 不同类型的端口号  

范围 说明 类型 

0x0000 预留 预留 

0x0001-0xff00 交换机端口 物理端口 

0xfff8 入端口 In-Port 

0xfff9 流表 Table 

0xfffa 常规二层转发 Normal 

0xfffb 洪泛 Flood 

0xfffc 所有端口 All 

0xfffd 控制器 Controller 

0xfffe 本地非OpenFlow端口 Local 

0xffff 无效 None 

表 3.1 

   

 标志 

o 发送流移除 
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o 检查重复 

o 紧急流 
  

 动作列表（添加为动作描述符） 

o 输出动作描述符 

o VLAN VID 动作描述符 

o VLAN PCP 动作描述符 

o 提取VLAN标签动作描述符 

o 以太网地址动作描述符 

o IPv4地址动作描述符 

o IPv4 DSCP动作描述符 

o TCP/UDP 端口动作描述符 

o 队列动作描述符 

o 各厂商Action描述符 

步骤 D 

Echo 请求和响应用于保持 OpenFlow 控制器与 OpenFlow 交换机之间的连接状态。 

 

3.8 流移除（Flow-Removed）事件 

 

这一节将阐释了流移除（Flow-Removed）消息的触发条件和过程。图 3.8 展示的是一个独立的移

除流事件。图中的标识标注了不同的触发条件和过程。 

步骤 A 

控制器和交换机之间的连接经过 TCP 建立、Hello 报文、功能请求与响应环节后建立。这些连接的

存在是移除流（Flow-Removed）事件发生的前提。 

步骤 B 

控制器试图删除交换机中流表的时候，就会触发该事件形成数据包。只有控制器触发移除流

（Flow-Removed）事件时候，这一步才有必要。 

 

步骤 C 

如果删除流的操作是由控制器触发（即，如果步骤 B 正确），那么只会发送删除流的数据包。该

数据包类似其他修改流数据包（在前面已经阐述），但是通常该数据包还含有另外一个指令，标

识着对于该数据包的修改操作是进行删除。 
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图 3.8 流移除（Flow-Removed）事件 

步骤 B1 

如果流的删除是因为硬件超时（Hard time-out）或者空闲超时（Idle time-out），并且发送流移除

标识是针对流条目，那么这一步骤就是有必要的。 

  

步骤 D 

无论删除流的请求是怎样触发的（步骤 B 或者步骤 B1），在步骤 D 中，移除流（Flow-

Removed）消息被发送至控制器。这是选择性的，取决于交换机中发送流移除（Flow-Removed）

消息的标识是否被设置。如果设置，交换机就会发送移除流（Flow-Removed）消息给控制器，用

来通知流表的删除。 

 

该事件数据包包括： 

 流匹配描述符 

o 不同的流匹配种类 

 

 优先权 
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o 对于移除流数据包来说，该项内容仅仅是提供信息，并不在移除流事件中

发挥作用。但是，在常规的流表中，优先权的数值越高，流的优先权就越

大 

 

 原因 

o 0 流的空闲超时超过了软超时。 

o 1 时间超过了硬超时。 

o 2 被修改流的删除操作剔除。 

 

 寿命持续时间（秒） 

o 流在交换机中的存活持续时间（秒） 

 

 寿命持续时间（毫微秒） 

o 流在交换机中的存活持续时间（毫微秒） 

 

 软超时 

o 初始流修改中得出的软超时 

 

 发送数据包数量 

o 命中流条目的数据包数量 

 

 发送字节数量 

o 命中流条目的字节数量 

 

 

步骤 E 

Echo 请求和响应用于保持 OpenFlow 控制器与 OpenFlow 交换机之间的连接状态。 

 

3.9 端口修改（Port-Modify）事件 

 

这节将阐述修改端口（Port-Modify）消息的触发条件和过程。图 3.9 展示的是一个独立的修改端

口（Port-Modify）事件。图中的标识标注了不同的触发条件和过程。 
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图 3.9 端口修改（Port-Modify）事件 

 

步骤 A 

控制器和交换机之间的连接经过 TCP 建立、Hello 报文、功能请求与响应环节后建立。这些连接的

存在是修改端口（Port-Modify）事件发生的前提。 

 

 

步骤 B 

控制器（管理员）试图修改端口配置标志—“admin down,” “no STP,” “no receive,” “no receive STP,” 

“no flood,” “no FWD,”  “no packet-in” 的时候，会触发该事件。 

 

Step C 

步骤 C 

The port modification message has the following fields in the packet, and, using these fields, the port 

properties can be modified: 
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修改端口（Port-Modify）消息包括以下这些内容，通过这些内容，可以对端口的性能做出调整： 

 

 Port number 

 端口号 

 Ethernet address 

 以太网地址 

 Port configuration flags 

 端口配置标志 

 Port configuration flags mask 

 端口配置标志掩码 

 Advertisement (port feature flags) 

 通告（端口特征标志） 

 

 

步骤 D 

Echo 请求和响应用于保持 OpenFlow 控制器与 OpenFlow 交换机之间的连接状态。 

 

3.10 统计(Stats)请求和响应事件 

 

这节将阐述统计请求和响应消息的触发条件和过程。图 3.10 展示的是一个独立的统计请求和响应

事件。图中的标识标注了不同的触发条件和过程。 

 

步骤 A 

控制器和交换机之间的连接经过 TCP 建立、Hello 报文、功能请求与响应环节后建立。这些连接

的存在是统计请求和响应事件发生的前提。 

 

步骤 B 

当控制器试图从交换机处获得不同类型的统计数据信息时，该事件被触发。 

 

步骤 D 

该统计数据包包括： 

 类型 

o 0 OpenFlow交换机描述符 

o 1 单个流消息 

o 2 聚合流消息 

o 3 流表统计信息 

o 4 端口统计信息 

o 5 队列统计信息 
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o 65535 各厂商扩展 
 

 标志 

o 值应为零 
 

 状态主体 

o 不同类型值具有不同主体 
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图 3.10 统计请求和响应事件 

 

步骤 E 

Echo 请求和响应用于保持 OpenFlow 控制器与 OpenFlow 交换机之间的连接状态。 
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3.11 Barrier 请求和响应事件 

 

这节将阐述 Barrier 请求和响应消息的触发条件和过程。图 3.11 展示的是一个独立的 Barrier 请求

和响应事件。图中的标识标注了不同的触发条件和过程。 

 

Open Flow

Controller 

Open Flow

Switch

Ethernet link – Between Controller & OF swicth

Echo Request

Connection Established

Echo Reply

B

A

E

Barrier  Request

Barrier Reply

D

 

图 3.11Barrier 请求和响应 

 

Step A 

步骤 A 

控制器和交换机之间的连接经过 TCP 建立、Hello 报文、功能请求与响应环节后建立。这些连接

的存在是 Barrier 请求和响应事件发生的前提。 
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步骤 B 

当控制器试图了解其分配给 OpenFlow 交换机的任务是否完成或将在何时完成的时候，该事件将

被触发。 

 

步骤 D 

Barrier 请求消息用 OpenFlow 数据头消息“类型值=19”表示。 

 

收到请求消息的交换机，在完成控制器分配的任务后，会发送响应消息至控制器。 

 

障碍响应消息用 OpenFlow 数据头消息“类型值=20”表示，并附有 Barrier 请求消息的交换标识。 

 

步骤 E 

Echo 请求和响应用于保持 OpenFlow 控制器与 OpenFlow 交换机之间的连接状态。 

 

3.12 队列获取配置（Queue Get Configuration）请求和响应事件 

 

这节将阐述队列配置请求和响应消息的触发条件和过程。图 3.11 展示的是一个独立的队列获取配

置请求和响应事件。图中的标识标注了不同的触发条件和过程。 

步骤 A 

控制器和交换机之间的连接经过 TCP 建立、Hello 报文、功能请求与响应环节后建立。这些连接

的存在是队列获取配置请求和响应事件发生的前提。 

 

步骤 B 

当控制器试图问询 OpenFlow 交换机端口的队列配置时候，触发该事件。 

 

步骤 C 

队列请求包括所请求队列信息的端口号。队列配置响应消息包括端口号和该端口的队列配置信

息。 
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图 3.12 队列获取配置请求和响应 

 

步骤 D 

Echo 请求和响应用于保持 OpenFlow 控制器与 OpenFlow 交换机之间的连接状态。 

 

3.13 错误事件 

 

这节将阐述错误消息的触发条件和过程。图 3.13 展示的是一个独立的错误事件。图中的标识标注

了不同的触发条件和过程。 
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Open Flow

Controller 

Open Flow

Switch

Ethernet link – Between Controller & OF swicth

Echo Request

Connection Established

Echo Reply

B

A

D

Erroneous Control packet

Error Event

C

 

图 3.13 错误事件 

步骤 A 

控制器和交换机之间的连接经过 TCP 建立、Hello 报文、功能请求与响应环节后建立。这些连接

的存在是错误事件发生的前提。当然，错误也可以发生在 hello 报文中。 

 

步骤 B 

当控制器发送的数据包不能被读出或支持，或者交换机不能执行的时候，就产生了错误事件。所

以任何发送至交换机的控制数据包都可能触发该事件。 

 

步骤 C  

如果 OpenFlow 交换机不能读出、支持或者执行控制器发出的 OpenFlow 控制数据包，就会发送错

误数据包至控制器，说明错误原因。数据包中包含说明错误信息的类型值或者是代码值。 

 

步骤 D 

Echo 请求和响应用于保持 OpenFlow 控制器与 OpenFlow 交换机之间的连接状态。 
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第四章  OpenFlow 案例研究 
 

本章主要讲述了一个简单的 OpenFlow 组网，以研究起作用的基本协定。组网中有三个交换机呈

三角形连接，每个交换机在管理网络上都可以通过 OpenFlow 控制器来控制。三个交换机之间的

链路的开销不同，所以我们可以很容易地分析出 OpenFlow 是怎样计算出最短路径的；在出现故

障时，流转发链路又是如何重新选择的。为了对其做出更好的解释，还使用了一些 wire-shark 网

络抓包程序，并使用相关信息对其进行了标注。 

 

4.1 拓扑结构的发现 

 

对于基于 OpenFlow 的网络，第一步是发现 OpenFlow 控制器控制的 OpenFlow 交换机。控制器需

要首先了解拓扑，才能在 OpenFlow 网络中实际寻找到两个不同主机之间的路径，并且为数据平

面安装流表。 

OpenFlow 控制器通过监听 TCP 端口号 6633 来检测 OpenFlow 交换机。一旦 OpenFlow 控制器连接

到 OpenFlow 交换机，下一步就是要发现网络的总体视图（即获取单个 OpenFlow 交换机的细节，

以及不同 OpenFlow 交换机之间连接的实际链路和端口）。这一发现通过两个步骤完成：第一步

是连接单个交换机，第二步是检测这些交换机之间的链路。 

第一步由特性请求和特性响应机制维护。一旦 TCP 信号交换完成，控制器就会发送一个特性请求

消息。新连接的交换机就会通过一个特性响应消息进行响应。这个特性响应消息会将交换机的功

能、端口细节及活动能力告知控制器。在第二步中，交换机间链路的发现，需通过不同 OpenFlow

交换机之间发送的链路层发现协议（LLDP）报文来实现。 

LLDP 报文如何发送？在 OpenFlow 协议中没有定义 LLDP，Openflow 交换也不能识别 LLDP 报文

（只当普通报文处理），所以所有的 LLDP 报文实际上是由控制器生成，并封装在 Packet-Out 报文

中，然后由控制器发送 Packet-Out 报文给交换机，Packet-Out 报文中动作（Action）字段为：转发

到交换机的指定端口。这些 LLDP 报文将从交换机的各个端口转发出去，在对端交换机将会收到传

入的 LLDP 数据包，交换机并不能识别这个报文为 LLDP 协议报文，只当普通数据报文处理，这个

LLDP 报文由交换机封装入 Packet-In 报文发送到控制器中（Packet-In 报文中会携带入端口信

息）。当控制器收到从交换机发来的 Packet-In 报文（封装了 LLDP 协议报文），交换机就可以了

解整个网络的拓扑。（LLDP 发送的频率是十秒一次。） 

数据包发起自： 数据包发向：  数据包类型 数据包有效载荷及细节 
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控制器 所有交换机 Feature 请求 控制器向所有交换机发送 Features 请求报文 

所有交换机 控制器 Feature 响应 

所有交换机发送 Feature 响应消息（携带交换机支持的所

有功能） 

控制器 交换机-A Packet-out 

控制器要求交换机-A 向端口 32、52、41 发送 LLDP 数据

包 

控制器 交换机-B Packet-out 

控制器要求交换机-B 向端口 30、50、41 发送 LLDP 数据

包 

控制器 交换机-C Packet-out 控制器要求交换机-C 向端口 42、41 发送 LLDP 数据包 

交换机-A 控制器 Packet-in 

交换机-A 封装从端口 52 上收到来自交换机-B 的 LLDP 数

据包，并通过 Packet-In 报文发送给控制器 

交换机-A 控制器 Packet-in 

交换机-A 封装从端口 41 上收到来自交换机-C 的 LLDP 数

据包，并通过 Packet-In 报文发送给控制器 

交换机-B 控制器 Packet-in 

交换机-B 封装从端口 50 上收到来自交换机-A 的 LLDP 数

据包，并通过 Packet-In 报文发送给控制器 

交换机-B 控制器 Packet-in 

交换机-B 封装从端口 41 上收到来自交换机-C 的 LLDP 数

据包，并通过 Packet-In 报文发送给控制器 

交换机-C 控制器 Packet-in 

交换机-C 封装从端口 41 上收到来自交换机-A 的 LLDP 数

据包，并通过 Packet-In 报文发送给控制器 

交换机-C 控制器 Packet-in 

交换机-C 封装从端口 42 上收到来自交换机-B 的 LLDP 数

据包，并通过 Packet-In 报文发送给控制器 
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Open Flow Controller

Host A Host B

41

Src_ip: 10.0.0.25
Mac: 00:1b:21:1b:4b:e9

Src_ip: 10.0.0.26
Mac: 00:1b:21:1b4d:5c

41

41

42

52 50

SW-A:

MGMT IP: 1.1.1.27 SW-B:

MGMT IP: 1.1.1.28

SW-C:

MGMT IP: 1.1.1.30

Controller:

MGMT IP: 1.1.1.29

30
32

10 G link

1 G link

MGMT link

Host link

 

图 4.1. 

根据上述步骤，控制器可以得到拓扑图如图 4.1。(此时控制器只是得了网络的拓扑，并不了解连

接交换机的主机信息，如图 4.1 所示)。 

整个拓扑发现的操作可以列在以下步骤中（对于图 4.1 中解释的拓扑发现）： 

 

表 4.1 

 

4.2 最短路径计算 

 

当控制器完成了拓扑发现后，就可以计出算最短路径。这本书解释了基于Diskstra的最短路径计算

（同传统STP）。在端节点之间计算出最短路径后，控制会使用端口修改（Port-Modify）命令为

OpenFlow交换机上的端口进行参数设置。这样做的目的是使交换机收到一个数据包时，它也只会

泛洪至属于最短路径一部分的端口。 
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目前，该算法是基于链路的带宽。我们举一个例子来说明在现有拓扑中是如何实现最短路径计算

的，如图4.1： 

 

按照我们所举的例子，我们认为数据包需要在主机A和主机B之间发送，且有两条可以采取的路

径。此外每条路径上链路的成本： 

 

1. 交换机-A <-> 交换机-B = 1G 

2. 交换机-A <-> 交换机-C <-> 交换机-B = 10G 

 

 

基于最短路径算法： 

1. 当网络发现完成时，控制器将通过向交换机-A、交换机-B、交换机-C 发送端口改变（Port-

Modify）消息，用来设置一个无泛洪的端口标志：  

a. 交换机-A 将会在端口（32、52、41）上收到“端口修改（Port-Modify）”消

息——在所有端口上设置“无泛洪”的标志 

b. 交换机-B 将会在端口（30、50、41）上收到“端口修改（Port-Modify）”消

息——在所有端口上设置“无泛洪”的标志 

c. 交换机-C 将会在端口（41、42）上收到“端口修改（Port-Modify）”消息—

—在所有端口上设置“无泛洪”的标志 

2. 一旦控制器使用 LLDP Packet-In/Out 消息发现拓扑，最短路径树将被计算出，每个

交换机上的几个链路将通过使用端口修改（Port-Modify）包再次启用。 

a. 交换机-A 将会在端口（32、41）上收到“端口修改（Port-Modify）”消息

——将端口设到转发状态 

b. 交换机-B 将会在端口（41、30）上收到“端口修改（Port-Modify）”消息—

—将端口设到转发状态 

c. 交换机-C 将会在端口（41、42）上收到“端口修改（Port-Modify）”消息—

—将端口设到转发状态 
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图 4.2 控制器计算出的最短路径的步骤 

Open Flow Controller

Host A Host B

41

Src_ip: 10.0.0.25
Mac: 00:1b:21:1b:4b:e9

Src_ip: 10.0.0.26
Mac: 00:1b:21:1b4d:5c

41

41

42

52 50

SW-A:

MGMT IP: 1.1.1.27 SW-B:

MGMT IP: 1.1.1.28

SW-C:

MGMT IP: 1.1.1.30

Controller:

MGMT IP: 1.1.1.29

30
32

10 G link

1 G link

MGMT link

Host link

Shortest PathShortest Path

 

图 4.2. 

如果交换机-A 和交换机-B 之间的链路速率改为 100G，那么端口状态标志将改变控制器处的拓扑

图，将会重新计算最短路径，在改变后的拓扑基础上再次触发“端口修改（Port-Modify）”消

息。  

 

 

4.3 以 Ping 为例的流表操作 
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为了演示如何在交换机上安装流表，以下举一个 Ping 的例子，其中主机 A 将会发送 Ping 命令到

主机 B。图 4.3 中显示了所有安装流表的操作，如图 4.2，由拓扑计算出了最短路径。 

 

Open Flow Controller

Host A Host B

41

Src_ip: 10.0.0.25
Mac: 00:1b:21:1b:4b:e9

Src_ip: 10.0.0.26
Mac: 00:1b:21:1b4d:5c

41

41

42

52 50

SW-A:

MGMT IP: 1.1.1.27 SW-B:

MGMT IP: 1.1.1.28

SW-C:

MGMT IP: 1.1.1.30

Controller:

MGMT IP: 1.1.1.29

30
32

Ping from Host-A to Host-B

Flow Add

Step-6a 

Flow Add

Step-6b

Flow add

Step-6c

10 G link

1 G link

MGMT link

Host link

 

图 4.3. 

 

流表安装操作见以下几个步骤。 

步骤 1 

从主机 A  ping 主机 B (10.0.0.26)，主机 A 将生成一个 ARP 请求, 发送至交换机 A。当交换机 A 收到

ARP 请求后，它会发送一个 Packet-In 数据包（其中封装了这个 ARP 请求）至控制器。 

图 4.4 为 Wireshark 抓包后解析的 Packet-In 报文. 
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图 4.4. 

 

步骤 2 

控制器收到这个 Packet-In 报文后，将解封装数据包并查看到 ARP 请求。控制器会发送一个

Packet-Out 报文（封装原始 ARP 请求）至所有边缘交换机，动作字段（Action）为发送 ARP 请求

至所有边缘端口。在拓扑中，唯一的边缘交换机为交换机-B（交换机-C 是一个中间传送交换机节

点)。 

控制器如何知道非边缘交换机？当 LLDP 交换发生时，LLDP 数据包被发送至交换机所有接通状态

的端口。如果交换机没有收到发送至 up 状态的端口的 LLDP 报文，便可以知道这些 up 状态的端

口没有连接其它的交换机，为边缘端口。 

图 4.5 为 Wireshark 抓包后解析的 Packet-Out 报文 
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图 4.5. 

步骤 3 

当交换机 B 收到 Packet-Out 报文后，解析报文中动作（Action）后，将原 ARP 请求转发给所有边

缘端口，这时主机 B 将后收到原始的 ARP 请求报文，主机 B 则会回应一个 ARP Reply 报文。同样

的，交换机 B 收到此报文后，发送 Packet-In 报文（封装了 ARP Reply 报文）至控制器。图 4.6 为

Wireshark 抓包后解析的 Packet-In 报文（封装了 ARP Reply 报文） 
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图 4.6. 

 

步骤 4 

同样的，控制器将主机 B 回应的 ARP Reply 消息封装在 Packet-Out 报文中发送给交换机 A，交换

机 A 解释 Packet-Out 报文,执行动作（Action）字段中的操作，将 ARP Reply 报文发送给主机 A。主

机 A 则会收到主机 B 发送的 ARP Reply 报文，完成主机 B 的 ARP 表项安装。图 4.7 Wireshark 抓包

后解析的 Packet-Out 报文（封装了 ARP Reply 报文） 

 

图 4.7. 

 

步骤 5 

现在主机 A 的 ARP 表项中有了主机 B 的 MAC 和 IP 信息，它将发送 ICMP 请求数据包。当这个

ICMP 数据包到达交换机 A 时，它将被封装在 Packet-Out 报文发送给控制器。图 4.8  为 Wireshark

抓包后解析的 Packet-In 报文（封装了 ICMP 请求报文） 
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图 4.8. 

步骤 6（6a、6b 及 6c） 

步骤 5 当控制器收到主机发送的 ARP Request 报文主机 A 发送 ICMP 请求数据包时，同时控制器也

开始安装流（现在它从 ARP 中得到了 MAC 地址）。流修改数据包由控制器发送至交换机 A、B、

C，将流双向地安装在每个交换机上。此为交换机 A 上流修改的例子（类似的数据包也会由控制

器发送，在交换机 B、C 上安装条目）。
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图 4.9. 

步骤 7 

交换机 A 发送至控制器的封装有 ICMP 请求的包入指令，将被封装入包出指令中而送至交换机 B

（由控制器发送）。 

步骤 8 

基于在步骤 6a、6b、6c 中安装的流，ICMP 数据包的响应将由交换机 B 被发送至交换机 A。（注

意，如 4.2 节中解释，交换机 A 和交换机 B 之间的最短路径将通过交换机 C。) 

 

4.4 以故障切换为例的流表修改 

 

Open Flow Controller

Host A Host B

41

Src_ip: 10.0.0.25
Mac: 00:1b:21:1b:4b:e9

Src_ip: 10.0.0.26
Mac: 00:1b:21:1b4d:5c

41

41

42

52 50

SW-A:

MGMT IP: 1.1.1.27 SW-B:

MGMT IP: 1.1.1.28

SW-C:

MGMT IP: 1.1.1.30

Controller:

MGMT IP: 1.1.1.29

30
32

10 G link

1 G link

MGMT link

Host link

New Shortest Path

Ping from Host-A to Host-B

New Shortest Path

Flow modify

Flow modify

Flow Delete

 

图 4.10. 
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如图 4.2，最短路径是基于更好的带宽（交换机-A <-> 交换机-B <-> 交换机-C）。对于故障切换，

当交换机 C 和交换机 B 之间的链路发生故障（图 4.10），迫使流表修改。新流表将被修改并安装

在交换机网络中，如以下步骤所示。 

Step 1  

步骤 1 

当交换机 C 和交换机 B 之间的链路发生故障，交换机 C 会发送端口状态消息至控制器，通告交换

机 C 与交换机 B 相连链路状态变为 down； 同样地，交换机 B 也会向控制器通告链路状态改变。

图 4.11 显示了该消息的详细内容。 

 

 

图 4.11. 

步骤 2 

当控制器收到链路 down 消息后，再次计算最短路径，随后会发送流修改的信息来安装一个新的

路径。（根据拓扑，新路径将会切换到交换机 A 和交换机 B 之间的 GE 链路。） 

图 4.12 显示了流修改消息的详细内容。 
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图 4.12. 

步骤 3 

现在交换机 C 和 B 之间没有任何可用链路，交换机 C 上的转到到交换机 B 的流表将被删除，以下

是用于流修改的报文。 

图 4.13 显示了流删除报文的详细内容。（同样，交换机 A 和 B 上的流也将被修改） 
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图 4.13. 

 

4.1 节至 4.4 节解释的步骤可以应用于任何大型的部署，可以用来了解基于 OpenFlow 的控制器是

怎样在物理链路故障情况下的工作原理。  

这里要说明的是，故障切换的性能将主要受下面几个因素影响； 

1. 控制器处理能力； 

2. 交换机与控制器之间网络传送延迟； 

3. 交换机处理 Openflow 协议报文的能力； 

4. 交换机上流表的数量； 
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第五章  OpenFlow 数据包详细说明 

 

本章详细描述了 OpenFlow 报文的类型。每个报文中都细化到 byte 和 bit 级别的信息。与本书其

它章节相似，这些数据包都基于 OpenFlow standards 1.0 规范。 

5.1 OpenFlow 数据包概要 
 

控制器-至-交换机 

- 控制器-至-交换机的消息由控制器生成，不一定需要交换机的响应。 

 

Asynchronous 

异步 

- 在未获取控制器触发这些消息情况下，交换机即发送这些消息至控制器。交换机向控制器

发送异步消息来确认报文收到、交换机状态的改变或发生的错误信息。 

Symmetric 

对称 

- 在未收到对端触发的情况,交换机或控制器互相主动发送一些消息。 

5.2 数据包概述 

 

下表是规范 1.0 数据包类型中给出和归纳的所有 OpenFlow 数据包简况。第一列解释了包的类型，

第二列解释了该包基于规范的分类，第三列给出了特定类型的数据包在 OpenFlow 数据头中的类

型值。基于这些数据包实现的功能，数据包进一步的分组已经完成。 

OpenFlow 数据包类型 数据包分类 通用数据头中的类型值 

对称消息 

OpenFlow hello 对称消息 0 

OpenFlow error 对称消息 1 

OpenFlow echo request 对称消息 2 

OpenFlow echo reply 对称消息 3 
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OpenFlow vendor message 对称消息 4 

交换机配置消息 

OpenFlow Feature 请求 控制器-至-交换机消息 5 

OpenFlow Feature 响应 控制器-至-交换机消息 6 

OpenFlow get configuration 请求 控制器-至-交换机消息 7 

OpenFlow get configuration 响应 控制器-至-交换机消息 8 

OpenFlow set configuration 控制器-至-交换机消息 9 

异步消息 

OpenFlow packet-in 异步消息 10 

OpenFlow flow removed 异步消息 11 

OpenFlow port status 异步消息 12 

控制器指令消息 

OpenFlow packet-out 控制器-至-交换机消息 13 

OpenFlow flow modification 控制器-至-交换机消息 14 

OpenFlow port modification 控制器-至-交换机消息 15 

统计消息 

OpenFlow stats 请求 控制器-至-交换机消息 16 

OpenFlow stats 响应 控制器-至-交换机消息 17 

Barrier 消息 

OpenFlow barrier 请求 控制器-至-交换机消息 18 

OpenFlow barrier 响应 控制器-至-交换机消息 19 

队列配置消息 

Queue get configuration 请求 控制器-至-交换机消息 20 
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Queue get configuration 响应 控制器-至-交换机消息 21 

 

表 5.1 

 

5.3 数据包详细信息 

本节详细介绍每个数据包类型，数据包的每个字段都被详细解释。 

 

5.3.1 通用协议数据头格式 

此包是所有数据包的通用包，且在所有 OpenFlow 数据包中已被预先考虑（每个 OpenFlow 数据包

都将以此包作为最外部的数据头）。这个通用数据头的格式如下图 5.3.1。 

 

Packet 5.3.1 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |      version      |       type     |   length          | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     Transaction ID      | 

  |             | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

    

 

 

Version(版本) 此字段提供OpenFlow协议的版本。根据OpenFlow规范1.0，现有的数值是（0x1） 

  

Type(类型 此字段提供在一个特定OpenFlow数据头中被传送数据包的类型值。在5.2节中对不同数

据包类型对应的不同类型值有相应解释,以下是每个数据包类型对应类型值的对照表。 
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表 5.2. 

Message length(消息长度) 此字段代表封装在一个特定通用OpenFlow数据头中的OpenFlow数据包

的总长度。整个数据包的长度（数据头+有效负载）使用八位字节表示。 

  

Transaction ID 此Transaction ID字段用于将请求指令与响应指令相对应。某数据包中响应指令的事

务ID将必须与数据包中请求指令的事务ID相匹配，以使得配对明了清晰。 

 

5.3.2 Hello 数据包 

Hello数据包没有具体的主体，它只包含一个类型值为0的OpenFlow数据头。接收者和发送者通过

查看OpenFlow数据头的类型字段来隔离这些数据包。 
 

5.3.3 Error 数据包 

以下是一个 Error 数据包的图形展示。它被封装在一个通用的 OpenFlow 数据头中，并在某些 Error

情况发生时被发送。 
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数据包5.3.3 

 

 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    type value       |  code    | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |      date       | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

            

 

Type value. Error数据包中的类型值字段，其数值为零至五，且对于每一类型值可能会有不同的代

码类型。 

 

- “Type Value （类型值）= 0”  

o 原因：问候协议失效 
 

当一个hello 消息失效时，则发送类型值为零的误差数据包。其可能会有以下代

码值。 

 

 

 

表 5.3. 
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- “Type Value （类型值）=1” 

o 原因：请求未被识别 
 

当OpenFlow请求未被解析，发送Type Value为1的误差数据包。其可能会有以下

代码值。 

 

 

表 5.4. 

 

- “Type Value （类型值）=2” 

o 原因：action描述中的误差 
 

当action描述符消息中有一个误差时，则发送Type Value为2的误差数据包。其可

能会有以下代码值。 

 



 66 

 

 

表 5.5. 

 

 

- “Type Value （类型值）=3” 

o 原因：修改flow entry中的问题 
 

当修改flow entry的action失效时，则发送Type Value为3的误差数据包。其可能会

有以下代码值。 

 

 

 

表 5.6. 

 

- “Type Value （类型值）=4” 

o 原因：端口修改（port modification）请求失效 
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当端口修改（port modification）请求指令中有一个误差时，则发送Type Value为

4的数据包其可能会有以下代码值。 

 

 

 

表 5.7. 

 

- “Type Value （类型值）=5” 

o 原因：队列操作失效 
 

当队列操作中有误差时，则发送类型值为五的误差数据包。其可能会有以下代码

值。 

 

 

 

表 5.8. 

 

数据。基于上节中解释的类型及代码值，其长度是可变的。通常其包含至少六十四字节的失效请

求。 

 

5.3.4 Echo 请求数据包 

一个echo-request数据包仅为一个OpenFlow数据头加一个数据有效负载用作offset。Data offset可能

有时间戳来检查延迟，它可以是各种长度来确定控制器和交换机之间的带宽。在OpenFlow数据头

中，可以通过其类型值将其识别出。 
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5.3.5 echo 响应数据包 

一个echo-request数据包仅为一个OpenFlow数据头加一个数据有效负载用作offset。Data offset可能

有相同的数据作为echo请求。在OpenFlow数据头中，可以通过其类型值将其识别出。这个数据包

的发送是作为对echo-request数据包的响应。 
 

5.3.6 各厂商数据包 

此包用来确定各厂商的唯一性。如果一个交换机不理解一个各厂商ID的有效负载，它应该以误差

数据包回应。以下是各厂商数据包的图形展示。 

  

数据包5.3.6 

  

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |      Vendor ID      | 

  |                                         | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |         [Vendor Defined Data]     |  

  |                                |  

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

Vendor ID.此为三十二比特的数据，来唯一确定一个各厂商。如果OpenFlow交换机不理解各厂商

ID，那么它应该发送误差消息“类型=1，代码=3。” 

  

Vendor-defined data.各厂商定义数据要按具体实现而定。 

 

5.3.7 特征请求 

一个feature-request数据包为一个OpenFlow数据头加一个数据有效负载用作offset。控制器和交换

机之间建立会话之后，控制器发送feature-request消息至交换机。 



 69 

5.3.8 特征响应 

Feature-reply 消息的发送是作为对 feature-request 消息的回应。在收到 feature-reques 消息后，交

换机必须以带有“具体负载”的 Feature-reply 消息进行回应。通常在一个 feature-request 消息

中，控制器向交换机寻求可用端口的细节及其详情等。交换机使用可用端口及其细节进行回复。

以下是特征响应数据包的图形演示。 
 

数据包 5.3.8 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |            | 

  +      Data path ID     + 

  +                       + 

  |            | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Available Number of Packets Can Be Held   | 

  |                       | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  | # of FlowTabs |     Padding    | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     Switch Capability Flags    | 

  |                      | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     Action Capability Flags    | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     [Port Descriptors]     | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

     

Data path ID. 数据路径ID从根本上说就是一个交换机ID。其用于数据路径辨别。底部的四十八个比

特为交换机MAC地址，顶部的十六个比特按具体实现而定。 
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Available number of packets that can be held.这给出了由数据路径支持的缓冲数据包数量。 

 

Number of flow tables.由数据路径（OpenFlow交换机）支持的流表数量可在零至254之间。每一个

表都可以有其自己支持的通配符比特及条目数量。控制器可选择使用一个表类型状态请求指令调

查每个表大小上的更多细节。 

 

Padding.此用于填充。 

Switch capability flags.此数据包描述符中的标志给出了交换机所支持物的消息。以下是数据包描述

符的图形展示。 

 

数据包5.3.8（i）（交换机性能标志） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |      Padding    |H|G|F|E|D|C|B|A|  

             

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

     

 

 

 

表 5.9. 
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Action 性能标志。这里详细讲述了交换机支持哪些 action。以下是 action 性能标志数据包描述符

的图形展示。 

 

数据包5.3.8（ii）（Action性能标志） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |      Unused    |M|L|K|J|I|H|G|F|E|D|C|B|A| 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

 

 

表 5.10. 

 

5.3.8.d1 端口描述符 

Following is the pictorial presentation of a port descriptor packet. 

以下是端口描述符数据包的图形展示。 

 

数据包5.3.8.d1（端口描述符） 
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  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    [Port Number]   |      | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  Ethernet Address   + 

  |            | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |            | 

  +            + 

  |            | 

  +     Port Description      + 

  +                       + 

  |            | 

  +            + 

  |            | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     [Port Configuration Flags]    | 

  |                       | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     [Port State Flags]     | 

  |                       | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     Current [Port Feature Flags]    | 

  |                      | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     Advertised [Port Feature Flags]   | 

  |                       | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
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  |     Supported [Port Feature Flags]   | 

  |                       | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |   Link Layer Neighbor Advertising [Port Feature Flags]  | 

  |                                  | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

 

数据包5.3.8.d1（端口描述符数据包中的端口编号） 

 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |   Port Number      | 

  |                | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

端口编号。端口 0x0000–0xff00 表示交换机端口（端口号由一开始）。如果端口号在这个范围

内，那么它就表示特定的端口。如果端口不在 0x0000–0xff00 范围内，则其可能有特定的含义。这

些端口叫做虚拟或伪造端口。 

 

下表解释了端口编号的不同类型。 
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表 5.11. 

 

以太网地址。此为端口的MAC地址。 

 

端口描述符。此为端口的人可读名称。 

 

端口配置标志。其描述了某特定端口上的 STP 及管理员状态。以下变量用来描述端口描述符数据

包中的端口配置，同时也用于控制器配置端口的端口修改（Port-Modify）消息。控制器可管理这

些比特，它们在泛洪于网络上的数据包时用于安全控制网络。 

 

 

数据包5.3.8.d1（ii）（端口描述符数据包中的端口配置标志） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |             |P|N|N|N|B|N|A| 

  |      Unused      |I|F|F|B|P|S|D| 

  |             |N|D|L|P|D|T|M| 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
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ADM（管理员状态）：这表示某端口管理员是否出故障 

NST（无_STP）：表示 STP 是否有效；控制器可将此比特设置为一或零来使端口上的 STP 有效

或失效。 

BPD（仅收到 BPDU）：可将此比特配置为放弃端口上收到的所有数据包（除 BPDU） 

NBP（未收到 BPDU）：可将此比特设置为放弃端口上收到的任何 BPDU 

NFL（无泛洪）：若 STP 在端口上有效（如，NST=0），则由 STP 设置端口上的比特；若 STP

无效（如，NST=1），那么比特设置为零 

NFD（无转送）：端口上运行的 STP 决定了端口是否位于转送状态 

PIN：表示不向端口发送包入消息 

未使用：必须为零 

 

端口状态标志。这些比特表示了某端口的当前状态。这些比特不可由控制器配置，只可用于读

数。 

  

数据包5.3.8.d1（iii）（端口描述符数据包中的端口状态标志） 

   0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |          |S|S|L|L|      |L| 

  |     Mask     |B|F|R|S| Unused    |N| 

  |          |L|W|N|T|      |K| 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

- LNK（链路状态） 

o 特定链路是否有物理上的故障 
  

- LST（监听） 
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o 端口在监听状态 
 

- LRN (Learning) 

- LRN（学习） 

o 端口在学习状态 
  

- SFW（STP转送状态） 

o 通信在端口上呈转送状态 
 

- SBL（STP阻塞状态） 

o 端口不是STP的一部分 
 

- 掩码 

o 掩码来决定STP状态 
 

  

端口特征标志。端口描述符中的电流、通告、支持及对等标志以这种形式发送。 

 

数据包5.3.8.d1（iv）（端口描述包中的端口特征标志） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Unused   |L|K|J|I|H|G|F|E|D|C|B|A| 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

 

比特的详细消息见表5.12。 
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表 5.12. 

 

5.3.9 获取配置请求 

一个获取配置请求数据包仅包含一个OpenFlow数据头。此包由控制器发送，以从交换机处得到配

置消息。 
 

5.3.10 获取配置响应 

交换机将此包发送至控制器，解释交换机配置的状态。以下是数据包的图形展示。 

 

数据包5.3.10 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  | [Switch Configuration Flags]  |  Miss Send Length   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

交换机配置标志。 

   交换机5.3.10（i）（交换机配置标志） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 
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  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Unused |FLG| 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  

  

FLG 

 

Action 

 

0 无分片处理 

1 放弃片段数据包 

2 重新装配 IP 片段（仅当交换机性能标志支持时） 

表 5.13. 

 

Miss发送长度。此为应发送至控制器的新流的最大八位字节。缺省值为128。 

 

5.3.11 设置配置 

此包由控制器发送至交换机，此报文包含设置了配置的具体状态。数据包的详细消息与获取配置

响应相同。如果控制器不得不改变其通过获取配置响应收到的配置，则其将发送有着不同交换机

配置标志或 Miss send length 的相同数据包（Miss send length 定义了一个 OpenFlow 交换机可发送

至控制器的数据包大小——仅在没有流相匹配的情况下——缺省值为 128 字节）来设置新的配

置。 

 

5.3.12 Packet-In  

对于所有不包括匹配 flow entry 的数据包，或者某数据包通过一个发送至控制器的 action 与某

entry 相匹配，则 packet-in 事件被发送至控制器。如果交换机有足够的内存来存放将发送至控制

器的缓冲数据包，则 packet-in 事件包含数据头的一些片段（缺省值 128 字节），当交换机准备好

要转送数据包时，控制器将使用一个缓冲 ID。不支持内部缓冲（或已用尽内部缓冲）的交换机必

须发送完整数据包至控制器作为事件的一部分。以下是包入数据包的图片展示。 

 

数据包5.3.12 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 
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  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     Packet Buffer ID      | 

  |          | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |  Ethernet Frame Length      | Ingress [Port Number]   | 

  |       

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |  Reason  |      Padding  |      | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  Ethernet Frame   + 

  |            | 

  ~            ~ 

  |            | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

   

 

Packet buffer ID.缓冲在交换机中的数据包标识号 

  

Ethernet frame length.完整数据包长度 

  

Ingress port number.收到数据包的端口 

  

原因。0：无匹配流；1：action明确输出至控制器 

  

填充。如有需要，填充 

  

以太网框架。部分数据包（如果数据包可被缓冲）或全部数据包（如果数据包不可被缓冲） 
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5.3.13 流移除通知 

当流从交换机移除时，即发送数据包（某些情况下）。为了对其详细了解，我们需要看一下流是

如何安装的。当流条目通过流修改消息添加至交换机上，一个 idle time-out value 表示条目由于缺

少或者非 activity 状态而被移除，而一个 hard time-out value 表示条目应当被移除，而不管是否在

activity 状态。 

流修改消息同时也指明，当流时间终止时交换机是否应发送流移除消息至控制器（见 5.3.16 节是

否设置了字节 R）。 

 

如果流因任何原因被删除，则发送数据包，当流被安装时，设置 R 字节。 

以下是本数据包的图形展示。 
 

数据包 5.3.13 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |            | 

  ~     [Flow Match Descriptor]    ~ 

  ~          ~ 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |                   | 

  +     Cookies     | 

  +          | 

  |           | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |          Priority            |    Reason     |   Padding    | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     Lifetime Duration (seconds)   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |       Lifetime Duration (nano seconds)   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Soft timeout    |  Padding   | 
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  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+    

  |            | 

  +     Number of Packets Transferred   + 

  |            | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |            | 

  +     Number of Bytes Transferred    + 

  |            | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

 

 

5.3.13.d1 流匹配描述符报文 

 

数据包5.3.13.d1（流匹配描述符） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     [Flow Wildcard]      | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |  Ingress [Port Number]      |      | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  Ethernet Source Address | 

  |            | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |            | 

  + Ethernet Destination Address  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |          |        802.1Q VID             | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
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  |     PCP       |   Padding     |         Ethernet Type         | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  | TOS/DHCP      |  Protocol     |   Padding   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     IPv4 Source Address     | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     IPv4 Destination Address    | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |   Source Port      |  Destination Port   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

    

流通配符 

数据包5.3.13.d1（i）（流匹配描述符中的流通配符） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |         | | | IPv4 Dst  | IPv4 Src  | | | | | | | | | 

  | Unused       |J|I|  Address  | Address   |H|G|F|E|D|C|B|A| 

  |                   | | |WildcardMsk|WildcardMsk| | | | | | | | | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

- 比特标识： 
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表 5.14. 

 

- 未使用 

o 一定为零 
  

- IPv4目标地址通配符掩码 

o IPv4目标地址通配符掩码计数。零为正好匹配，一忽略了IPv4地址的LSB，二

忽略了两个最不显著的比特……三十二至更高，整个字段为通配符。这与通

常的传统，即/24表示忽略了八个比特不同。 
例：值=0表示：255.255.255.255 1.1.1.1/32（正好匹配） 

值=8表示：255.255.255.0 1.1.1.1/24（前三个八位字节匹配） 

   

- IPv4源地址通配符掩码 

o 同上解释的逻辑 
  

如果没有设置通配符，那么流匹配描述符通过使用流表的所有十二元组恰好描述了一个流；如果

在不管字段值的情况下设置了所有通配符，那么每个流都会匹配。 

 

- 入口端口编号 

o 收到数据包的端口 
  

- 以太网源地址 

o 流的2层源地址 
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- 以太网目标地址 

o 流的2层目标地址 
  

-  802.1Q VID 

o IEEE 802.1Q VLAN标识符；0xffff表示无IEEE 802.1q标签存在 
  

- 802.1Q PRI 

o IEEE 802.1Q优先级 
  

- 以太网类型/长度 

o 以太帧类型 
  

- IPv4协议 

o 以太网类型为0x0806时IPv4协议或ARP类型 
  

- IPv4源地址 

o IPv4源地址 
  

- IPv4目标地址 

o IPv4目标地址 
  

- TCP/UDP源端口 

o Layer-4 源 port 或者ICMP 类型 
  

- TCP/UDP目标端口 

o Layer-4 目的 port 或者ICMP 类型 
 

流匹配描述符数据包详细消息在此点结束。 

 

消息记录程序：控制器发布的一个标识符。 
 

优先级：对于流移除数据包，本字段只用于消息传递（其不在流移除事件中起任何作用）。但

是，在正常的流表中，优先级值越高，流的优先级越高。 
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原因： 

- 0代表流空闲超时超过了soft time-out。 

- 1代表时间超过了hard time-out。 

- 2表示删除一个flow通过发送flow mod消息 
  

填充：填充至三十二比特。 

  

寿命持续时间（秒）：流在交换机中存活持续时间（秒）。 

 

寿命持续时间（毫微秒）：流在交换机中存活持续时间（毫微秒）。 

 

软超时：原始流修改中得出的软超时。 

  

填充：填充至六十四比特。 

  

转送数据包编号：命中流条目的数据包数量。 

  

转送比特数量：命中流条目的比特数量。 

 

5.3.14 端口状态通知 

当端口配置状态改变后，交换机预计将发送端口状态消息至控制器。这些事件包括端口状态改变

（比如，若其直接由用户改变）或者 802.1D 中指明的端口状态改变。以下为本数据包的图形展

示。 
  

数据包5.3.14 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |  Reason  |         | 
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  +-+-+-+-+-+-+-+-+   Padding      + 

  |            | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |            | 

  ~     [Port Descriptor]     ~ 

  |            | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  

原因 

- 0：端口增加 

- 1：端口删除 

- 2：端口编辑 
  

填充 

- 填充至六十四比特 
  

端口描述符 

- 在5.3.8.d1节中有此解释 
  

5.3.15 数据包输出 

当控制器想要发送任何数据包至交换机时，便是触发了一个 packet-out 事件，然后数据包被发送

至交换机。此触发可能是控制器<->交换机消息的响应，或由控制器发送的一些明确消息。以下是

此数据包的图形展示。 
数据包5.3.15 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     Packet Buffer ID      | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |  Ingress [Port Number]      | Length of Action Descriptors  | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
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  |     [Action Descriptors]     | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |      [Packet Data]     | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

     

数据包缓冲ID 

- 缓冲在交换机中的数据包标识号 
  

入口端口编号 

- 入口端口编号 
  

Actions长度 

- action列表的总长度 
  

Actions描述符 

- 参照5.3.15.d1节 

 

数据包数据 

- 交换机需要发送的实际数据包 
 

5.3.15.d1 Actions 描述符 

可以采取不同类型的 action。以下为 action 描述符中可被定义的 Actions 列表。 

  

输出至交换机端口： 

 

数据包5.3.15.d1（i）（Action描述符中的类型0） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 
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  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Type       |   Length        | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |   Egress Port Number    |           Max Length   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

   

   

- 类型=0 

o Action：输出至交换机端口 

- 长度=8 

- 出口端口编号：数据包需要发送出去的端口编号（参考表3.1.） 

- 最大长度：可发送至控制器的最大长度。 
 

设置802.1Q VID： 

数据包5.3.15.d1（ii）（Action描述符中的类型1） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Type       |   Length   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |      802.1Q VID     |       Reserved        | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

- 类型=1 

o Action：设置IEEE 802.1Q VLAN 

- 长度=8 

- 802.1Q VID = IEEE 802.1Q VLAN标识符 

 

设置802.1Q PCP： 

数据包5.3.15.d1（iii）（Action描述符中的类型2） 
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  0      1             2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Type       |   Length        | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     PCP |           Padding    | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

类型=2 

o Action：设置IEEE 802.1Q PCP 

- 长度=8 

- PCP = IEEE 802.1Q PCP（优先级） 
 

 

去除802.1Q标签： 

 

数据包5.3.15.d1（iv）（Action描述符中的类型3） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Type       |   Length   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |      Padding      | 

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

- 类型=3 

o action：去除VLAN标签 

- 长度=8 
 

 

设置以太网地址： 
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数据包5.3.15.d1（v）（Action描述符中的类型4&5） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Type       |   Length   | 

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |            | 

  +   Ethernet Address      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |          |      | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+   Padding   + 

  |            | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

- 类型=4和5 

o Action：设置源以太网地址（类型4）；设置目标以太网地址（类型5） 

- 长度=16 

- 以太网地址=需要设置的以太网地址 
 

 

  

设置IPv4地址： 

 

数据包5.3.15.d1（vi）（Action描述符中的类型6&7） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Type       |        Length   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |      IPv4 Address     | 
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    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

- 类型=6或7 

o Action：设置IPv4源地址（类型6）；action：设置IPv4目标地址（类型7） 

- 长度=8 
 

  

设置IPv4 DSCP： 

 

数据包5.3.15.d1（vi）（Action描述符中的类型8） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Type       |   Length   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  | IPv4 DSCP |UN |    Padding     | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

- 类型=8 

o Action：为IPv4 DSCP设置值 

- 长度=8 

- IPv4 DSCP=将要设置的IPv4 DSCP值 

- UN=未使用 

 

设置TCP/UDP端口： 

 

数据包5.3.15.d1（vii）（Action描述符中的类型9&10） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
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  |      Type       |   Length   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |   UDP/TCP Port          |   Padding   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

- 类型=9和10 

o Action：设置TCP/UDP源端口（类型9）；action：设置TCP/UDP目标端口

（类型10） 

- 长度=8 
 

使数据包入列至某端口上的某特定队列： 

 

数据包5.3.15.d1（viii）（Action描述符中的类型11） 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Type       |   Length        | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |      Port number        |            Padding  | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+                               + 

  |                                                 | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |                 Queue ID                      | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

- 类型=11 

o Action：使数据包入列至给定队列中的某特定端口 

- 长度=16 

- 端口编号：此队列属于的端口（参照表3.1）；此处的值仅为物理端口或入口端口 

- 队列ID——数据包需要入列的队列ID 
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5.3.16 流修改 

流修改消息由控制器发送至交换机，以修改（增加/编辑/删除）交换机流表中的一个流。以下为

此数据包的图形展示。 
 

数据包5.3.16 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |            | 

  ~     [Flow Match Descriptor]    ~ 

   |            | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |                                                       | 

  +     Cookie     + 

  |           | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Command      |  Idle Timeout   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |   Hard Timeout      |  Priority    | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     Packet Buffer ID      | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |   Egress [Port Number]  |  Unused  |E|O|R| 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     [Action Descriptors]     | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

   

流匹配描述符： 

- 细节见于5.3.13.d1节中的流匹配描述符 
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指令： 

- 0 增加新流 

- 1 修改所有匹配流 

- 2 修改严格匹配通配符流的条目 

- 3 删除所有匹配流 

- 4 删除严格匹配的通配符和优先级 
  

软超时： 

- 流终止之前的空闲超时（秒） 
  

硬超时： 

- 流终止之前的最大时间（秒） 
  

优先级： 

- 值范围为0.65535 
  

数据包缓冲ID： 

- 在交换机中缓冲的数据包标识号 
 

Egress Port编号： 

- 细节见数据包描述符节（端口编号） 
  

比特-E： 

- 标记紧急流的比特 
  

比特-O： 

- 首先检查重叠条目的比特 
  

比特-R： 

- 流时间终止或被删除时，发送流移除消息的比特 
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Action描述符： 

- 见5.3.15.d1节 
 

 

5.3.17 端口修改 

控制器发送端口修改消息至交换机用以修改端口上的配置。以下为此数据包的图形展示。 
  

数据包5.3.17 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |   Port Number      |      | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+  Ethernet Address   + 

  |            | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     [Port Configuration Flags]    | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     [Port Configuration Flags] Mask   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |         Advertisement     | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |      Padding      |   

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

端口编号： 

- 参照表3.1 
  

以太网地址： 

- 端口上2层MAC地址 
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端口配置标志： 

- 5.3.8.d1节中有此解释（端口配置标志） 
  

端口配置标志掩码： 

- 5.3.8.d1节中解释的标志掩码（端口配置标志） 
  

通告（端口特征标志） 

- 5.3.8.d1节中有此解释（端口特征标志） 

Padding: 

填充： 

- 填充至六十四比特 
 

5.3.18 统计请求 

控制器发送此消息来查询统计。以下为此数据包的图形展示。 

 

数据包5.3.18 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Type       |   Flags   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |     Stats Body      | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

    

 

类型： 

- 0 OpenFlow交换机描述 

- 1 单个流消息 

- 2 聚合流消息 
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- 3 流表统计消息 

- 4 端口统计消息 

- 5 队列统计消息 

- 65535各厂商扩展 
  

标志： 

- 未使用 
  

统计body： 

- 类型=0（交换机描述）时，统计body为空 

- 类型=1（单个流消息）时，以下消息为统计body字段。 

o 匹配的字段 

o 读取表格的ID 

o 要求匹配条目将其包括在输出端口中 

- 类型=2（聚合流消息）时，以下消息为统计body 

o 匹配的字段 

o 读取表格的ID 

o 要求匹配条目将其包括在输出端口中 

- 类型=3（流表上的消息）时，统计body为空 

- 类型=4（端口数据消息）时，以下消息为统计body 

o 端口编号，可以为单个端口或端口列表 

- 类型=5（队列数据消息）时，以下消息为统计body 

o 所有消息需要的端口 

o 所有队列ID 
 

5.3.19 状态响应 

交换机发送此消息至控制器以回应状态请求。以下为此数据包的图形展示。 
 

数据包5.3.19 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Type       |   Flags   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |      Stats Body     | 
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  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

类型： 

- 0 OpenFlow交换机描述 

- 1 单个流消息 

- 2 聚合流消息 

- 3 流表统计消息 

- 4 端口统计消息 

- 5 队列统计消息 

- 65535各厂商扩展 
  

标志： 

- 0x0001需跟踪更多的响应 

  

统计body： 

- 类型=0（交换机描述）时，统计body为以下消息 

o 制造商描述 

o 硬件描述 

o 软件描述 

o 序列号 

o 数据路径人类可读描述 

- 类型=1（单个流消息）时，以下消息为状态主体 

o 本条目长度 

o 流所在表的ID 

o 字段描述 

o 存活数秒的时间流 

o 秒单位以外的存活数微秒的时间流 

o 条目优先级（只当其为非完全匹配的条目时才有意义） 

o 空闲流时间终止前的秒数 

o 流时间终止前的秒数 

o 控制器出具的不透明标识符 

o 流动数据包数量 

o 流动字节数量 

o Action描述符 
 

- 类型=2（聚合流消息）时，以下消息为状态主体 
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o 流动数据包数量 

o 流动字节数量 

o 流数量 

- 类型=3（流表上的消息）时，以下消息为统计主体 

o 表的标识符（首先查阅较小编号的表） 

o 表支持的通配符 

o 支持条目的最大数量 

o 活动条目的数量 

o 表中查阅的数据包数量 

o 命中表的数据包数量 

- 类型=4（端口数据消息）时，以下消息为stats body 

o 收到数据包的数量 

o 传送数据包的数量 

o 收到字节的数量 

o 传送字节的数量 

o RX放弃的数据包数量 

o TX放弃的数据包数量 

o 接收错误的数量（这是更加具体的接收错误的超级组，应大于或与所有RX

错误值总和相等） 

o 传送错误的数量（这是更加具体的传送错误的超级组，应大于或与所有TX

错误值总和相等——无当前定义） 

o 数据帧校准错误数量 

o RX超限运行的数据包数量 

o CRC错误数量 

o 冲突数量 

- 类型=5（队列数据消息）时，以下消息为状态主体 

o 队列ID 

o 传送字节的数量 

o 传送数据包的数量 

o 由于超限运行而放弃的数据包数量 
 

 

5.3.20 Barrier 请求 

一个Barrier请求数据包为一个OpenFlow数据头加一个数据有效负载用作补偿。数据补偿可按照各

厂商的实现而使用。 
 

5.3.21 Barrier 响应 

一个Barrier响应数据包即为一个OpenFlow数据头加一个数据有效负载用作补偿。数据补偿可按照

各厂商的实现来使用。 
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5.3.22 队列获取配置请求 

控制器可向交换机索询某端口上的配置队列。控制器发送此消息至交换机来了解某特定端口上配

置队列。以下为此数据包的图形展示。 
 

数据包 5.3.22 
  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Port Number     |   Padding   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

     

5.3.23 队列获取配置响应 

交换机以此消息做出响应，包括被请求的特定端口上配置队列的详细消息。以下为此数据包的图

形展示。 
 

数据包 5.3.23 

  0    1       2     3               4 

  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |    Port Number     |   Padding   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  |      Queuing information   | 

  +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

  

端口编号。此为队列配置应用的端口编号。端口编号以一定的方式表示出来（详细消息见表

3.1）。 

队列消息。由以下参数表示： 

- 队列 ID 



 101 

o 队列的 ID。可以有多个队列 ID 根据已给信息。对于每个队列 ID，队列消息

都有不同的变量（与此队列 ID 相关）。 

o 对于每个队列 ID，将会有以下变量： 

 此队列 ID 的队列消息长度 

 属性 

 值=空；如果值为空，此队列 ID 的队列消息在此终止。 

 值=最低比率限度；如果设置了此标志，队列消息页同样设置了为

此队列 ID 指定了最低比率的变量。 
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第六章 Vxlan 介绍 
 

本章是专门针对 SDN 的实施操作以及虚拟机技术，因此，围绕解决出现的问题的技术已经随着虚

拟机演变应运而生。这项技术主要基于一个假设：服务器的视图将被抽象到交换机/路由器为基础

的网络中。与 OpenFlow 不同（该开关是可编程的），这项技术专注于虚拟机之间的终端到终端

之间的通信，而虚拟机是由网络边界所分隔。专注于这项技术的主要理由是： 

 

- 服务器虚拟化导致网络上活跃着数量庞大的虚拟机（VM），这正造成现有的网络基础设施

找到一个使需求增长的方法。 

- 随着虚拟被分割成组，数据中心每分每秒都在增长。原来这都是使用 VLAN 来完成的。然

而，4094 个 VLAN 可能不足够应付这种增长的需求。 

- 数据中心托管多个租户，每个租户有自己的应用程序。每个租户都存在于自己的逻辑网络。 

 

6.1 当前服务器虚拟化设计的难题 

本节介绍了服务器虚拟化的广泛应用下暴露的具体问题。 

 

有限的 VLAN 范围 

随着数据中心规模和容量扩大，当前的虚拟局域网（VLAN），使用一个 12 位 VLAN 账号，可能不

足以提供必要的传播的独立性。随着这个虚拟化的需求越来越大，需要一个更具可扩展性的解决

方案产生。 

 

虚拟机操作 

随着虚拟化和云计算的诞生，虚拟机可以从一台服务器无缝地移动到另一个上去，并且对被移动

的虚拟机没有任何影响。然而，在目前的设计中，只有 VM 是在相同的 IP 子网上，这才能达到。

这个限制将不会允许虚拟机跨过不同的 IP 子网移动，并且随着数据中心的规模和复杂性增长，这

可能是一个重大的问题。 （请参阅图 6.1，它描述了在不同的子网中使用 VMotion 的问题）。 
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图 6.1 

 

TOR 交换机的地址表 

随着虚拟机扩展的限制，TOR 通常连接到服务器，不得不载入数量不断增加的 MAC 地址。此外，

由于每个数据中心都有许多 racks，每个 TOR 需要为虚拟机保持一个地址表，因为其需要跟其他

虚拟机在数据中心通信。 

 

多租户 

数据中心托管多个租户。在云中，需要向许多租户提供弹性服务，而每个租户需要流量隔离。这

种隔离处于第二层，正如虚拟局域网（12 位，4094）所提供的。在第 3 层网络的情况下，有可能

有两个客户使用相同的第 3 层的寻址方案，这可能需要以不同的方式提供隔离。 

 

 

 

6.2 VXLAN 概述 
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VXLAN（虚拟可扩展局域网）可以解决 6.1 中所述的问题。 

VXLAN 可以在现有的基础设施上运行，并提供了一种方法来扩展在第 3 层网络上扩展第 2 层网

络。 VXLAN 可以被称为作为在第 3 层上第 2 层网络覆盖方案。每个 overlay 被称为 VXLAN 

segment。 在相同 VXLAN segment 的虚拟机可以互相通信。 

 

为了实现 VXLAN，引入以下技术： 

 

- VNI（虚拟网络标识符）： 

这是一个 24 位的 ID。 VNI 标识一个 VXLAN。这给出了将近 16M（2 的 24 次方）可以使用的

VXLANs。 VNI 将内部的帧封装（帧起源在虚拟机）。 使用 VNI 封装有助于 VXLAN 建立 tunnel，该 

tunnel 在第 3 层网络之上覆盖率第二层网络。 

- VTEP（VXLAN Tunnel End Point）： 

这条 tunnel 发起于一个称为 VXLAN  Tunnel End Point（VTEP）。该 tunnel 从一个 VTEP 延伸到另一

VTEP，并且由 VNI 识别。VTEP 将从虚拟机发出/接受的帧封装/解封装，而虚拟机并不区分 VNI 和

VXLAN tunnel。 

 

两个 VXLAN 可以具有相同的 MAC 地址，但一个段不能有一个重复的 MAC 地址。 

 

虚拟机对虚拟机的流量包 

考虑到一个 VXLAN 中的虚拟机覆盖了网络。此虚拟机不知道 VXLAN。要与不同的主机上的虚拟机

进行通信，和之前一样，它将发送一个 MAC 帧来锁定目标。 物理主机上 VTEP 查询 VNI 与哪一个

VM 相关。然后确定目标 MAC 是否在同一网段。如果是这样，一个外部 header 连接器将包括一个

外围的 Mac，外部的 IP 地址，和 VXLAN header（参见图 1，在第 5 帧格式），这个外围接头连接

器将被内置到原始的 MAC 帧的前部。最终的数据包被发送到目的地。这就是 VTEP 的 IP 地址和远

程目标虚拟机连接（由 MAC 内部目的地址所显示）。 

 

VXLAN 实现的具体方法 

VXLAN 的控制计划可以由几种方法实现。其中有两个已经在 VXLAN 草案中讨论过。 

 

- - Learning Based on Data Flows:  
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在数据平面的录入时，由虚拟机的 MAC 到 VTEP 的 IP 都是通过源代码录入发现。对于未知的

目标，广播和多播流量，用于多播。 

 

- - Central Repository Based:  
 

另一种方式来将虚拟机的 MAC 分配到 VTEP 的 IP 地址，可以是一个中央分配为基础的查找方

式，通过个人 VTEP 或通过中央目录将地图信息分配到 VTEPs。 

 

- Treatment of Broadcast/Unknown Unicast/Multi-Cast 

在上述的虚拟机到虚拟机的数据流包时，当源虚拟机不知道目标 VM 的 MAC，将出现一个情形，

并且它将发送一个 ARP 的数据包，该数据包是由 VTEP 使用 multi-cast 机制发送的。为了这个

multi-cast 机制工作，需要在 VXLAN 和 VNI 还有 IP multi-cast 组之间有映射，来用于发送这些数据

包。 

 

这的映射将启用 VTEP 提供 IGMP 组成部分报告到上游交换机/路由器到加入/断开的 VXLAN 相关的

IP multi-cast 组。基于这种结构，如果组成部分在没有提供具体的 multi-cast 组的主机上，这些叶

节点可以被修改。独立 multi-cast 协议（PIM）sparse mode PIM dense mode，和 PIM 双向模式可

以由 VXLAN 部署相应功能。 
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6.3 个案研究 

 

本例研究用一个部署网络（在图 6.2 中有解释）为例，来解释 VxLAN 的功能。在图 6.2 中，字母

代表了每一步骤。以下是每一步的解释（从 A 开始） 

在两个 VM 发生真正交互前，可能需要解决交互 VM 间的 ARP。这些用于解决 ARP 的步骤被标记

为第 0 步。 

0 步 

VM-A 想要和一个在不同的主机上的 VM-B 进行交互。它需要发送一个框架到指定的 VM,但是它不

知道指定 VM 的 MAC。 

IV.未知 VxLAN 的 VM-A 发送一个 ARP 数据包去获取 VM-B 的 MAC 地址。 

V.这个 ARP 通过物理服务器的 VTEP-A 封装成一个多址传送的数据包，而且这个是多址传送到一个

和 VNI 有关的组织。 
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VI.所有和 VNI 有关的 VTEP 接收那个数据包，并且把 VTEP-A/VM-A MAC 的映像加到它们的表格

中。 

VII. VTEP-B 也接收了这个多址传送的数据包，它解封装这个数据包，然后填满内部的数据包，即

ARP 需要主机中 VNI 中某部分的所有端口。 

VIII.VM-B 接收 ARP 的指令，然后建造一个 ARP 回复的数据包，并发送给和物理服务器的 VM-B 相

关的 VTEP-B。 

IX.当 VM-B 在它的为 VM-A 准备的表格中建立一个映射，且这个映像指向 VTEP-A 时，它将封装

ARP 反馈信息成单一传播的数据包，并把它发送给 VTEP-A。注意，目标 IP 将是 VTEP-A 的 IP。如

果已经选择路径，或者，它是在同在二层网域，目标 MAC 会成为下一个路由器的 MAC，目标

MAC 成为 VTEP-A 的 MAC。 

X. VTEP-A 接收这个数据包，并解封装，之后发送这个 ARP 反馈给 VM-A。 

XI. VTEP-A 在它的表格中加上一个映射：VTEP-B IP/VM-B MAC。 

 

A 步 

VM-A 想要和 VM-B 交互，发送出一个附上源 MAC 的数据包（“MAC-A”），目标 MAC（“MAC-B”）

，源 IP 172.16.1.1 和目标 IP 172.16.1.10。 

 

B 步 

VM-A 是未知 VxLAN 的，然而，VM-A 归附的物理服务器是 VxLAN 80 的一部分。这个 VTEP 结点，

在这个例子中是 VTEP-A ，检查表格来确认是否它有一个到达目标 MAC-B 的入口。 

 

C 步 

VTEP-A 封装这个来自于 VM-A 的数据包，加上一个 VNI as 80 的 VxLAN 数据头，和有着特定目标

VxLAN 端口的 UDP 数据头，一个新的源 IP 作为 VTEP-A 的 IP，新目标 IP 作为 VTEP-B 的 IP，源

MAC 作为 VTEP-A 的 MAC，而且目标 MAC 作为链接开关 A 的路由器的接口的 MAC 地址。 

 

D 步 

一旦这个数据包到达路由器，它将执行正常的路由和依据相应接口进行转发，然后调整外层

header 源 MAC 和目标 MAC。 
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E 步 

这个数据包到达 VTEP-B，并且当数据包有一个带有 VxLAN 端口的 UDP 的数据头，VTEP-B 解封装

这个数据包（所有内部框架被剥夺）然后发送内部的数据包给目标 VM。 

 

F 步 

内部的数据包被 VM-B 接收，这是正确的目标。 

 

6.4 VxLAN 数据包 

这节解释了 VxLAN 封装的分组格式（这个数据包是取自 VxLAN 草案） 

 

6.4.1 VxLAN 数据头 

Packet 6.1 

0      1               2               3      4 

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

|R|R|R|R|I|R|R|R|                     Reserved                  | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

|      VxLAN Network Identifier (VNI)           |   Reserved    | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

标志寄存器（8 位） 

I 标记为一个有效的 VxLAN 网络 ID（VNI）必须设为 1。保留 7 位作为保留字段并且必须设为 0. 

VxLAN 段 ID/ VxLAN 网络 ID(VNI)： 

这是一个 24 位的字段，用于识别个别的 VxLAN 重叠网，交互 VM 坐落在这个网中。VM 在不同的重叠网

不能和彼此交互。 
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保留字段： 

（24 位和 8 位）—为了达到填补目的必须设为 0。 

 

6.4.2 外部 UDP 数据头 

Packet 6.2 

0      1               2               3      4 

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

|       Source Port = xxxx      |      Dest Port = VxLAN Port   | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

|         UDP Length            |          UDP Checksum         | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

这个带有源端口外部的 UDP 数据头由 VTEP 提供，并且这个目标端口也是熟知的售方专用 UDP 端

口。这个 UDP 校验和应该设为 0.作为每份 VxLAN 草案，如果 UDP 校验和为 0 的话，一个数据包要能被

剥离。 

6.4.3 外部 IP 数据头 

Packet 6.3 

0      1               2               3      4 

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

|Version|  IHL  |Type of Service|         Total Length          | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

| Identification                |Flags|     Fragment Offset     | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

| Time to Live  |    Protocol   |        Header Check sum        | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

|                    Outer Source Address (IPv4)                | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
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|                     Outer Destination Address                 | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

这个外部 IP 数据头包括源 IP/发生 VM 交互的 VTEP 的目标 IP。其他的 IP 数据头跟随典型的 IP 数

据头定义，这些可以在 VTEP 获得。 

6.4.4 Outer Ethernet Header 

 

Packet 6.4 

0      1               2               3      4 

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

|                 Outer Destination MAC Address                 | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

| Outer Destination MAC Address |   Outer Source MAC Address    | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

|                     Outer Source MAC Address                  | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

Optional Ethertype=C-Tag 802.1Q |  Outer.VLAN Tag Information   | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

|       Ethertype 0x0800        | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

这个外部以太网数据头包括源 VTEP 的源 MAC。在这个数据头的外部目标 MAC 地址可能成为中间

第三层路由器的目标 VTEP 的地址。 

6.4.5 内部以太网数据头和有效负载 

这个是当地的来自源 VM 的以太网数据包（这个需要做 VxLAN 封装）。 
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